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Abstract
Research in Natural Language Processing (NLP) is increasing rapidly; as a result, a large number of research papers are being
published. It is challenging to find the contributions of the research paper in any specific domain from the huge amount of
unstructured data. There is a need for structuring the relevant contributions in Knowledge Graph (KG). In this paper, we
describe our work to accomplish four tasks toward building the Scientific Knowledge Graph (SKG). We propose a pipelined
system that performs contribution sentence identification, phrase extraction from contribution sentences, Information Units
(IUs) classification, and organize phrases into triplets (subject, predicate, object) from the NLP scholarly publications. We
develop a multitasking system (ContriSci) for contribution sentence identification with two supporting tasks, viz. Section
Identification and Citance Classification. We use the Bidirectional Encoder Representations from Transformers (BERT)—
Conditional RandomField (CRF)model for the phrase extraction and trainwith two additional datasets: SciERC and SciClaim.
To classify the contribution sentences into IUs,we use aBERT-basedmodel. For the triplet extraction,we categorize the triplets
into five categories and classify the triplets with the BERT-based classifier. Our proposed approach yields the F1 score values
of 64.21%, 77.47%, 84.52%, and 62.71% for the contribution sentence identification, phrase extraction, IUs classification, and
triplet extraction, respectively, for non-end-to-end setting. The relative improvement for contribution sentence identification,
IUs classification, and triplet extraction is 8.08, 2.46, and 2.31 in terms of F1 score for the NLPContributionGraph (NCG)
dataset. Our system achieves the best performance (57.54% F1 score) in the end-to-end pipeline with all four sub-tasks
combined. We make our codes available at: https://github.com/92Komal/pipeline_triplet_extraction.
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1 Introduction

In recent years, there has been a substantial increase in the
availability of scientific articles online, with a significant
growth observed over the past decade [34]. Due to this,
extracting new scholarly information has become a major
challenge for researchers. Given the large volume of publi-
cations available, science researchers and others interested
in the field often struggle to efficiently navigate through the
vast amount of information available to them [11]. In each
article, new systems and tasks are introduced as the scientific
organizations expand and evolve, and various methodologies
are compared. Manual search and analysis of scientific lit-
erature can be time-consuming and error-prone. Despite the
advancements in search engines, detecting new technologies
and their relation to previous ones is still hard [1]. Search
engines can return overwhelming results that may not be
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relevant or accurate [8]. However, scientific paper recom-
mendation systems often require access to a researcher’s
personal data and browsing history, raising privacy concerns
for some users [63]. Traditional databases alone are insuffi-
cient for such recommendation systems as they struggle to
handle unstructured data and lack the capability to effectively
combine information from external sources [49]. Moreover,
a knowledge graph provides a structured and comprehensive
repository of scientific information [19]. This information
can be easily accessed and analyzed by intelligent algo-
rithms. Therefore, intelligent algorithms are needed to extract
and organize scientific information from the vast knowledge
graph, facilitating quick identification of new technologies
and tasks by researchers. Information extraction (IE), such
as identifying scientific entities and their relations, is impor-
tant to organize the data into knowledge bases, including
KG. KG provides a way to represent knowledge as a graph
of entities and their relation enabling researchers to quickly
identify new technologies and tasks by analyzing the connec-
tions between different entities within the graph. It is crucial
to extract contributions from the research articles for building
the KG. Additionally, KG can help understand novelty and
concepts by providing a structured representation of exist-
ing knowledge and identifying gaps or missing links in the
knowledge graph. This can help researchers identify new and
unique connections between concepts, leading to the discov-
ery of novel ideas and approaches. Novelty refers to new,
original, or previously unknown ideas, while concepts that
have not been captured or disregarded may still be old or
existing ideas that are overlooked or not given enough atten-
tion. So there is an increasing demand for systems that help
to extract and organize scientific information from scientific
articles and automatically build the KG.

However, the process of building ahigh-qualitySKGhigh-
lights several challenges and limitations. First, scientific data
are highly heterogeneous, distributed, and often incomplete,
making it difficult to integrate and represent in a unified graph
structure. Second, extracting knowledge from unstructured
text data, such as scientific publications, requires advanced
NLP techniques and domain-specific ontologies. Represent-
ing and linking entities and relations in the KG requires
careful design and curation to ensure accuracy and consis-
tency. Despite the challenges, there have been significant
efforts in recent years to build SKG, such as the Semantic
Scholar [71], Microsoft Academic Graph [73], and CORD-
19 [78] SKG. The limitation of these KGs is the absence of a
contribution graph, which would enable the identification of
the specific contributions made by research articles. As the
number of research publications increases, it will become
crucial to extract contributing sentences from scholarly arti-
cles and design KG to efficiently represent the knowledge.
One such work is NLPContributionGraph (NCG) [21], an
annotation system for describing academic contributions in

NLP articles. The NCG corpus is annotated using this anno-
tation scheme. Its objective is to automate scientific papers
annotation to create scholarly contribution graphs across
NLP domains. The NCG dataset is annotated for four dif-
ferent challenges: (1) extracting contribution sentences that
show significant contributions in the research article. (2).
Extract phrases from the contribution sentences. (3). Clas-
sification of contribution sentences into IU and (4). Triplet
extraction. The available NCG dataset is annotated in the
same sequence way, providing a useful resource for these
tasks. Our main objective of this work is to extract contribu-
tions from the scientific articles and extract scientific terms
and relations from the contribution. These terms and rela-
tions are used to build the SKG. The SKG allows machines
to navigate through prior knowledge in the literature, make
meaningful comparisons, understand the novelty of a new
research article, etc. The NCG challenges serve as the basis
for this paper [22]. In order to address these challenges, we
use the SciBERT [10] deep learning model.

In this paper, we propose deep learning-based approaches
to solve four problems, viz. contribution sentence identifica-
tion, phrase extraction, information unit classification, and
triplet extraction. For this, we propose a neural network-
based technique for automatically identifying contribution
sentences in research articles. We develop a multitasking
deep neural network architecture namedContriSci.Multitask
learning can help to address the issue of limited training data
by leveraging the data from related tasks to improve perfor-
mance on the primary task [59].We implement the following
two scaffold tasks for ContriSci model: (1). Section iden-
tification, (2). Citance classification. Section identification
refers to identifying the section headings or labels in a docu-
ment. The goal is to automatically recognize the hierarchical
structure of a document and to identify the headings, such
as introduction, methods, results, experiment and abstract.
The task is often approached as a classification problem,
where the model is trained on labeled examples to predict
the section label of each sentence. We use the ACL Anthol-
ogy Sentence Corpus (AASC)1 dataset to train the section
identification scaffold task. Citance classification is amethod
for classifying research statements as either citances or non-
citances. Citances are statements that reference previously
published work, while non-citances do not. In our research,
we use citance classification to identify and analyze citances
in a large corpus of scientific articles. The citance classi-
fication task is trained using the SciCite dataset [18]. We
use the BERT -CRF [67] model to extract phrases from the
contribution sentences. The neural network model cannot be
adequately trained with only 6,093 training sentences in the
NCG dataset. So we use two additional datasets, i.e., SciERC
[44] and SciClaim [47]. The NCG dataset contains annota-

1 https://kmcs.nii.ac.jp/resource/AASC/AASC.html.
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tions for various IUs, namely ablation analysis, approach,
baselines, experimental setup, experiments, hyperparame-
ters, model, research problem, results, task, dataset, and
code. We classify the sentences into the IUs using a BERT -
based multi-class classifier [88]. Inspired by Liu et al. [39],
we reorganize the dataset into five categories, namely A, B,
C, D, E where each category is defined based on similar syn-
tactic or semantic properties, allowing for more efficient and
accurate extraction of relevant triplets. We generate all the
possible combinations of the triplets. We implement BERT-
based classifiers for A, B, C, D types triplets. For the type E
triplets, we extract the triplets using the rule-based approach.
Our main contributions can be summarized as follows:

1. We propose amultitasking system for the identification of
contribution statements from research articles with state-
of-the-art results. This system can automatically identify
and extract the contribution statements from research arti-
cles, which can help researchers quickly understand the
main contributions of the paper.

2. We built a BERT-CRF-based system for phrase extrac-
tion from contribution statements. Our approach exhibits
reduced complexity in comparison with the existing mod-
els. The system can accurately extract phrases related to
contributions from the identified contribution statements.

3. We develop a multi-class BERT-based classifier for infor-
mation unit classificationwith state-of-the-art results. The
system can classify contribution statements into different
information units.

4. We develop a BERT-based system for triplet extraction.
The system can organize phrases into triplets with state-
of-the-art results.

5. We propose a pipelined-based system for triplet extrac-
tion for building the KG with state-of-the-art results. The
proposed systemcan automatically extract triplets to build
the KG using the extracted information.

We structure the rest of our paper as follows: In Sect. 2,
we provide a detailed description of the dataset used in
our research. The related work is discussed in Sect. 3.
We define the problem in Sect. 4. The problem is divided
into four parts which are contribution sentence identifica-
tion, phrase extraction, information unit classification, and
triplets extraction. The IUs classification is the subtask of the
triplet extraction task. It plays a vital role in the extraction of
relevant triplets. Hence, both tasks are jointly discussed in the
subsequent sections. In Sect. 5, we explain our dataset pre-
processing steps to ensure the quality of our data. Section6 is
dedicated to the system overview in detail. We compare the
performance of our proposed model to the baseline model
and analyze the results along with addressing dataset anno-
tation anomalies in Sect. 7. Finally, in Sect. 8, we conclude
our findings and provide directions for future research.

2 Dataset description

We use the NLPContributionGraph (NCG) [21] dataset. The
dataset is publicly available in three sets, i.e., training set2,
trial set3, and test set.4 The dataset is annotated at three dis-
tinct levels. The corpus contains two plain text formats for
each article: (1). The PDF is converted to the plain text file
using (GROBID, 2008)5 parser. (2). The sentence is trans-
formed into a tokenized form by utilizing Stanza [58]. The
dataset is annotated into three levels, as shown in Fig. 1: (1)
Contribution sentences, (2) Scientific terms and predicates
from contribution sentences, and (3) The triplets viz. (sub-
ject, predicate, and object). These triplets are organized into
two levels of knowledge [23]. At the top level, there is a
placeholder called Contribution. Underneath that, there are
twelve IUs, encompassing categories like ablation analy-
sis, approach, baselines, experimental setup, experiments,
hyperparameters, model, research problem, results, task,
dataset, and code. Scholarly article contributions are cate-
gorized under at least three IU nodes, determined by their
relevance to the article. The first triplet of each IU includes
theContribution subject, whichwe classify as type E triplets.
Figure1 shows the example of triplets, belonging to the
ExperimentalSetup IU.Moreover, D’Souza et al. [22] present
five general annotation guidelines for identifying contribu-
tion sentences in the NCG scheme. (1) Identify sentences
that describe or indicate the contribution of the paper, such
as introducing a new method or achieving a breakthrough
result. (2) Focus on the main contribution of the paper, which
is often stated in the introduction or abstract. (3) Annotate
sentences that provide evidence or support for the main con-
tribution, such as experiments, results, or analysis. (4) Avoid
annotating sentences that describe background knowledge
or unrelated information. (5) Consider the context and pur-
pose of the paper when identifying contribution sentences, as
the contribution may vary depending on the research ques-
tion or goal. By following these guidelines, annotators can
consistently and systematically identify and annotate contri-
bution sentences. The annotation scheme is evaluated on a
dataset of 200 articles, which are purposefully selected from
theACL Anthology. Each of the five NLP tasks is represented
equally with 40 articles. To ensure the quality of the annota-
tions, two annotators independently annotated every sentence
in the dataset, and disagreements were resolved through
adjudication by a third annotator. The authors calculate the
inter-annotator agreement score using Cohen’s Kappa [70].
Theobtained results indicated a substantial agreement of 0.75
for sentence-level annotation, indicating that the annotation

2 https://github.com/ncg-task/training-data.
3 https://github.com/ncg-task/trial-data.
4 https://github.com/ncg-task/test-data.
5 https://github.com/kermitt2/grobid.
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Fig. 1 Structure of NCG dataset

scheme is reliable. The overall objective of these tasks is to
build a KG. The structure of the dataset is as follows:

1. The sentence.txt file contains the index number of contri-
bution sentences.

2. The entities.txt file contains phrases with paper id, start-
ing index, and end index of the phrases.

3. TheGrobit-out.txt file contains the plain text of the article.
4. The Stanza-out.txt file contains articles’ sentences in tok-

enized form with sentence numbers.
5. The triplet folder contains information unit-wise triplets

of the papers.
6. The info-unit folder contains a .json file of information

units, each containing respective contribution sentences.

Tables 1, 2, and 3 show the dataset statistics of the contribu-
tion sentences, phrases, and triplets, respectively. Due to the
limited number of instances in the training set, we combine
the trial set with the training set for the training deep learning
model. Consequently, our training set encompasses both the
original training and trial sets, while the test set evaluates
the model’s performance. We create a validation set by ran-
domly selecting 10% of the samples from the training set. In
Tables 1, 2 the columns Avg. Length andMax. Length refer to
the average andmaximum length of sentences in terms of the
number of tokens. These metrics are calculated by counting
the number of tokens in each sentence and then averaging
or taking the maximum across all sentences in the dataset.
However, we count the number of sentences per section per
document. On average, there are approximately 10–15 sen-
tences.

The evaluation of systems in this task is conducted in three
distinct phases. The first phase, known as Evaluation Phase
1, focused on the end-to-end pipeline of the KG building
task, testing the systems’ ability to construct a KG compre-
hensively. The second phase, Evaluation Phase 2, is divided
into two parts. Part 1 focused solely on the systems’ capacity
to extract phrases and organize them into triples. Part 2, on
the other hand, tested the systems exclusively on their abil-

Table 1 Data statistics of NCG corpus for contribution sentences (CS)
and non-contribution sentences (NCS)

Analysis Train Test

# Domains 29 10

# Document 287 155

# Sentences 66,397 33,645

# CS 6093 2720

# NCS 60,304 30,925

Avg Length (# tokens) 21.8 20

Max Length (# tokens) 389 377

Avg # sentence per section 39 36

CS having Citation 111 45

NCS having Citation 633 484

Table 2 Data statistics of NCG corpus for phrases

Analysis Train Test

# Phrases 35, 262 16, 433

Avg. # Phrases in Sentences 6 6

Avg. # Phrases in Doc 123 106

Max. Length of Phrases (# tokens) 32 18

Avg. Length of Phrases (# tokens) 3 2

Table 3 Data statistics of NCG corpus for triplets

Analysis Train Test

# IU in Doc 1,267 642

Avg. # IU in Doc 4.420 4.1419

# Triplets 21,603 10,623

# Unique Triplets 19,512 10,002

Subject 9600 4951

Predicate 5719 2447

Object 15,847 8282
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ity to form triples. These three evaluation phases thoroughly
assess the systems’ performance in different aspects of the
KG building tasks.

3 Related work

In this section, we discuss the previous work on identifying
contribution sentences, phrase extraction, and triplet extrac-
tion. We also survey some of the literature on multitasking
techniques.

3.1 Contribution sentence identification

The problem of contribution sentence identification has
received very little attention in the past literature. Brack et
al. [14] propose a list of generic scientific concepts (such as
process, method, material, and data) identified by a rigorous
annotation procedure. This set of ideas is used to annotate
a corpus of scientific abstracts from ten different fields of
knowledge. Furthermore, they suggest the active learning
[89] technique for selecting the best instances from diverse
data areas. The experimental results indicate that non-experts
may reach a significant agreement after consulting with
domain specialists. The baseline system has a high F1 score.
As part of SemEval 2021 Task 11:NLPContributionGraph
[23], Shailabh et al. [64] solve this challenge by constructing
a system for a research paper contributions-focused KG over
NLP literature. Bidirectional LSTM (BiLSTM) is stacked on
top of SciBERTmodel layers in the first sub-task identifying
contribution sentences from the research articles. Liu et al.
[39] developed aBERT-based classifier for classifying contri-
bution sentences. The authors also include position features
in the classifier. Their system came in second place in the
Phase 1 evaluation and first place in both parts of the Phase
2 evaluation. The system produced the best overall results
after correcting a submission error in Phase 1. Ma et al. [45]
employed a BERT-based system to identify contribution sen-
tences. They utilized a pre-trained BERT model to generate
word embeddings, which are 768-dimensional representa-
tions, for each word in the sentence. To classify sentences,
they put forth a novel approach of using theword embeddings
of the first token (i.e., [CLS]) in each sentence. By leverag-
ing the semantic information the [CLS] token captured, their
model successfully identified contribution sentences based
on their meaning and context. Zhang et al. [84] introduced
a framework for extracting sentences. They leveraged sen-
tence context and section heading as additional features and
used BERT as a binary classifier. This classifier determines if
a sentence provides contribution information. The contribu-
tion information is not included in the majority of sentences
in an annotated article. As a result, they used a strategy of
under-sampling. The positive and negative samples ratio is

fixed to an integer for each batch during the training pro-
cess to guarantee that the model does not overfit negative
samples. Martin et al. [50] propose a multi-class sentence
classification model with 13 classes. Each of the 12 IUs rep-
resents a class and fine-tuned the deBERTa [29] base model
using sentences from the training dataset to develop a 13 class
sentence classification model. Arora et al. [5] proposed a
BERT-based classification model to identify the contributing
sentences in a research publication. Their approach utilized
the BERT pre-trained weights which can support sequences
of up to 512-word pieces. The authors addressed the issue of
data imbalance between contribution and non-contribution
sentences by filtering out most of the non-contribution sen-
tences using simple bi-gram filtering. Their model achieved
promising results in identifying the contribution sentences
accurately.

Our proposed approach is similar to previouswork, such as
Shailabh et al. [64], Liu et al. [39], Ma et al. [45], Brack et al.
[14], Zhang et al. [84], Martin et al. [50], and Arora et al. [5],
which also develop a deep learning BERT-based model for
sentence identification. However, our approach distinguishes
itself by introducing a unique problem setting. In addition
to sentence identification, we incorporate multitasking by
including section identification and citance classification as
supporting tasks. By leveraging these additional tasks, we
aim to enhance the accuracy of contribution sentence iden-
tification in scholarly articles. This comprehensive approach
allows us to address the challenges in identifying and extract-
ing meaningful sentences more effectively.

3.2 Phrase extraction

There are some exciting works that focus on extracting
phrases from research articles. Liu et al. [39] present a BERT-
CRF model to recognize and characterize relevant phrases
in contribution sentences. Shailabh et al. [64] used a com-
bination of SciBERT, BiLSTM [30], and CRF for phrase
extraction from contribution sentences. Zhang et al. [84]
presented a BERT-based model. They trained 10 models by
10-fold cross-validation and used a voting count scheme to
extract the phrases fromcontribution sentences.Ma et al. [45]
used a pre-trained BERTmodel with softmax and argmax top
layers, which are shared across all tokens. Martin et al. [50]
trained a feature-based Maximum Entropy Markov Model
(MEMM) to predict scientific terms in the contribution sen-
tences. Zhu et al. [90] present aBiLSTMmodel. On top of the
BiLSTM, aCRF layer is used to predict the label of sentences.
Wang et al. [75] present PTR, a phrase-based topical rank-
ing method for phrase extraction in scientific publications.
Zhang et al. [86] proposed a novel deep recurrent neural
network (RNN) [56] model to combine the keywords and
context information. Alzaidy et al. [3] propose a model that
jointly exploits the complementary strengths of CRF layers
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that capture the label dependencies and BiLSTM networks
that capture the hidden semantics in text. Sahrawat et al. [61]
used contextual embeddings to the BiLSTM and CRFmodel
using the BIO6 labeling scheme.

Phrase extraction also focuses on other domains, including
news [72], meeting transcripts [38], and web text [26, 86].
The phrase extraction techniques can be divided into two
categories, e.g., supervised learning [55] and unsupervised
learning [17]. In supervised learning, train a classification
model with some heuristic rules to predict the candidate
phrases. They also use some features for this task [31, 51, 81],
such as TF-IDF, position feature, and other resource-based
features. The unsupervised method is usually formalized as a
ranking problem [36]. Phrases are ranked-based on TF-IDF
[28, 38, 87], term informativeness [79] and graph-based rank-
ing [52, 72] aswell. One approach in the graph-based ranking
method involves creating a graph where nodes represent the
phrases or sentences in the text, and then ranking the nodes
based on their importance. There are some important meth-
ods incorporated into the graph to improve the performance,
i.e., topic information [12, 13], semantic information from
the knowledge base [66, 83], and pre-trained word embed-
dings [76], [48]. Gupta et al. [27] proposed an approach for
describing a research work in terms of focus, application
domain, and the techniques used. FOCUS: a research arti-
cle’s main contribution. TECHNIQUE: a research approach
or instrument, such as expectation-maximization and condi-
tional random fields.DOMAIN : the application domain of an
article, such as Machine Translation [57] and Natural Lan-
guage Inference [46]. They use semantic patterns to classify
texts from the abstract into the above categories. The purpose
of extracting the following concepts from scientific publica-
tions is to examine application domains, strategies used to
solve domain challenges, and the focus of scientific papers
in a community.

Ourmodel shares similaritieswith themodels proposed by
Shailabh et al. [64], Zhang et al. [84], andMa et al. [45].All of
these models utilize a BERT-based model for phrase extrac-
tion. Similarly, Zhu et al. [90], and Alzaidy et al. [3] have
proposed models that use a CRF layer for phrase extraction,
similar to our model. However, the key difference between
our proposed model and the models proposed by Shailabh et
al. [64], Zhang et al. [84], and Ma et al. [45] lies in the top
layer of the BERT-based model. Gupta et al. [27] extract key
aspects from the articles by matching semantic extraction
patterns learned using bootstrapping [2] to the dependency
trees of sentences in an article’s abstract. In contrast, our
model shares similarities with the model used by Liu et al.
[39]. Both models use BERT to encode the input sentences
and use CRF to extract relevant phrases. However, our model

6 B, I, and O denote the beginning, intermediate, and outside Named
Entities (NEs).

differs in its approach, as we employ the BERT-CRF model
trained on multiple datasets, including NCG, SciClaim [47],
and SciERC [44], whereas Liu et al. [39] only trained their
model on the NCG dataset. Another difference is that Liu et
al. [39] used an ensemble of 96 models for phrase extraction.
Overall, our proposed model offers a simpler yet effective
approach to phrase extraction compared to the other models
mentioned above.

3.3 Triplet extraction

There are several interesting studies that focus on extract-
ing triplets from research articles. Rusu et al. [60] present a
method for extracting triplets from English phrases in their
work. First, four well-known English syntactical parsers are
used to generate the parse trees from the phrases and then
extract triplets from the parse trees using parser-dependent
approaches. Jivani et al. [33] present a method for extracting
multiple subject-object relations fromnatural language input,
including one or more subjects, predicates, and objects. The
visualization of the parse tree and the dependencies gen-
erated from the Stanford Parser [80] is used to extract the
information from the given sentence. Jaiswal et al. [32] pre-
sented an algorithm with a modified approach for extracting
various triplets from text using the Treebank structure and
dependencies generated from the Stanford parser on sen-
tences. The KG-Bert [32] used the BERT language model
and utilized the entity and relation of a triplet to compute
its score. Liu et al. [39] categorize the triplets into differ-
ent types according to their composition and use separate
BERT-based binary classifiers for each type. In their work,
Shailabh et al. [64] developed a rule-based methodology for
extracting triplets. Their approach involvedusing aSciBERT-
BiLSTM-based binary classifier to identify the predicates.
For phrase identification, the preceding phrase was assigned
as the subject, while the subsequent phrase was designated as
the object of the respective triplet. Zhang et al. [84] and Lin
et al. [37] proposed a similar 2-step triplets generation fol-
lowed by extraction procedure. For triplets generation, they
used the combination of all the serial phrases. Then they
classify these triplets using a BERT-based model. Martin et
al. [50] proposed a rule-based approach using the part-of-
speech tags and order of occurrence of phrases in a sentence
for triplet extraction. Ma et al. [45] used a binary classi-
fier to classify phrases into subject-predicate-object using the
multi-label classifier. They organized these subjects, predi-
cates, and objects into triplets in an iterative manner.

In contrast to the above-mentioned existing model, our
approach involves a more in-depth analysis of the dataset
and incorporates several modifications to enhance the perfor-
mance of our model. We exclude the IUs from the training
set that contain < 2% contribution sentences of the training
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set. This step is taken to improve the quality of our dataset.
After this, we separate the overlapping sentences.

3.4 Multitask learning

Multitask Learning (MTL) is now widely used in NLP tasks
to take advantage of the interconnection between the related
tasks. Caruana et al. [16] proposed MTL as an inductive
transfer method that increases generalization by employing
domain information included in related task training signals
as an inductive bias. This is achieved by learning tasks in par-
allel and utilizing a shared representation.What is learned for
one task can contribute to the learning of other tasks. Liu et
al. [40] suggest three alternative RNN models for sharing
information. All linked tasks are combined into a single sys-
tem that is jointly trained. The first model has a single shared
layer for all tasks. The second approach employs multiple
layers for various tasks, with each layer able to read data
from other layers. The third approach creates a shared layer
for all the tasks and assigns one specialized layer to each
work. In addition, the authors create a gating technique that
allows the model to use shared data selectively. All of these
tasks are trained for the entire network at the same time. The
complete system is trained jointly on all these tasks. Liu et al.
[41] propose an adversarialMTL framework. The framework
incorporates orthogonality restrictions in an adversarial mul-
titask setting, where the shared and private feature spaces are
fundamentally discontinuous. They create a general shared
private learning architecture to model the text sequence.
The authors suggest two approaches to prevent interference
between the shared and private latent feature spaces: adver-
sarial training and imposing orthogonality requirements. The
adversarial training ensures that the shared feature space only
contains common and task-invariant data using the orthogo-
nality constraint to remove redundant features from both the
private and shared spaces. To incorporate knowledge into
citations from the structure of scientific papers, Cohan et al.
[18] offer a neuralMTL framework. They propose two auxil-
iary tasks as structural scaffolding to improve citation intent
prediction: (1). predicting the section title where the citation
appears and (2). predicting if a phrase requires a citation.
Unlike the primary objective of citation intent prediction,
collecting large amounts of training data for scaffold tasks
is simple because labels naturally appear during the writ-
ing process. Hence, no manual annotation is required. They
show that the suggested neural scaffold model outperforms
the existing approaches by a wide margin on two datasets.
They classify citation intents based on structural information
from research articles. We take advantage of the concept of
multitask learning and apply it to identify contribution sen-
tences in research papers automatically.

4 Problem definition

The problem is divided into four parts. Formally, given a
scientific documentDwhich consists of a list of n number of
sentences D = [S1, S2, . . . , Sn]. The problem is defined as:

1. Contribution sentence identification Contribution sen-
tences are a set of sentences that show the contribution to
the research article. We classify the sentences in a given
document D into contribution C = [c1, c2, . . . , cm] and
non-contribution classes, where ci denotes an i th contri-
bution sentence and m is the total number of contribution
sentences in the given document.

2. Phrase extraction Suppose C is the list of contribution
sentences C = [c1, c2, . . . , cm] from a given document
D. We have to extract the list of the phrases P from the
C, where P = [p1, p2, . . . , pt ] is denoted as the list of
phrases in the contribution sentences C and each pk rep-
resents one of the phrases extracted from the contribution
sentence ci . This is posed as a sequence learning problem
where the task is to identify whether a phrase denotes a
scientific term or a predicate phrase. The t represents the
total number of phrases in the list of contribution sen-
tences C of a document D. We use BIO tagging format
to tag the tokens. BIO tagging format is a common anno-
tation scheme used in NLP to label the entities in text.
BIO stands for Beginning, Inside, Outside. This tagging
scheme is used to indicate the position of each token in
an entity (e.g., person, organization, or location) in a text.

3. Information unit classification IU serves as a way to
categorize and organize the contribution triplets based
on the content and context of the research article. The
annotated contribution triplets of each scholarly article
are categorized into at least three or more IUs. These
IUs are as follows: ablation analysis, approach, base-
lines, experimental setup, experiments, hyperparameters,
model, research problem, results, task, dataset, and code.
These IUs contain triplets from multiple sentences, for-
matted in the .json file format. Our goal is to classify
contribution sentences into their respective IUs, which
will enable us to effectively categorize triplets. The clas-
sification of IUs is a crucial step for the triplet extraction
task, as it helps us to extract relevant triplets. With the aid
of sentence identifiers of contribution sentences, we cate-
gorize the triplets into their respective information units,
provided that the sentence identifier of the triplet matches
that of its corresponding contribution sentence.

4. Triplet extraction In this task, we are forming triplets
of the phrases that are extracted from the contribu-
tion sentences and classifying them into one of the
IU denoted as U = [u1, ...ur , . . . , ux ]. In the given
document, ur represents one of the twelve information
units, and x denotes the total number of information
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units. For each ur , there is a triplet set called T r =
[(sur1, prr1 , obr1), (sur2, prr2 , obr2),…,(surj , pr

r
j , ob

r
j ),…,

(surO , prrO , obrO)], where (surj , pr
r
j , ob

r
j ) is a triplet rep-

resenting the subject, predicate and object, respectively,
where j represents the j th triplet in ur ∈ IU and O is the
total number of triplets in ur ∈ IU. Triplet statements are
organized under the information unit.

For example, given a contribution sentence from the Intro-
duction IU from the Machine Translation domain.

1. Contribution sentence: The NMT typically consists of two
sub-neural networks.

2. Phrase extraction: The(O) NMT(B) typically(O) con-
sists(B) of(I) two(B) sub-neural(I) networks(I).
Phrases:
NMT (B)
consists of (B, I)
two sub-neural networks (B, I, I)

3. Triplets extraction:
Information Unit: Introduction
Triplets NMT (subject), consists of (predicate), two sub-
neural networks (object)

5 Dataset pre-processing

The NCG dataset includes three separate file types for each
paper. These are: (i). The original paper is in PDF format.
(ii). The plain text representation of the PDF is obtained
by parsing it with the Grobid PDF parser. (iii). An addi-
tional text file containing the paper’s tokenized sentences,
generated using Stanza [58]. This tokenization helps break
down the sentence into its constituent parts, making it easier
for machine processing. In the Stanza file, each sentence is
assigned a unique sentence number. These sentence numbers
provided by Stanza facilitate accurate tracking of the contri-
bution status for each sentence. However, we analyzed the
title sentences, and out of the total 287 title sentences, 284
(98.9%) are contributing sentences, while the remaining 3
(1%) are split into two parts and these sentences are anno-
tated as non-contributing. The followingpre-processing steps
are performed on the combined Stanza file of the training.
However, these steps are not applied to the test set.

5.1 Combining incomplete sentences in the stanza
file

We observe that the Stanza files in the dataset contain many
incomplete sentences, which do not provide proper context,
and the baseline model [64] fails to identify those incom-
plete sentences. As an example, under the topic Paraphrase
Generation, paper number: 0, The following two lines are

incorrectly terminated due to special symbols replaced by
’?’ in the Stanza file.

1. 164: The Critical Difference ( CD ) for Nemenyi test
depends upon the given ?

2. 165: ( confidence level, which is 0.05 in our case ) for
average ranks and N ( number of tested datasets ).

We join the sentences that terminatewith any of the following
symbols “?”, “;”, “?:”, “,”. Also, some sentences break on the
citation. For example in Natural Language Inference paper
number: 58 Stanza file,

1. 63. Chen et al.
2. 64. propose using a bilinear term similarity function to

calculate attention scores with pre-trained word embed-
dings.

We also combine these types of sentences. We conduct man-
ual sentence verification to identify and correct any instances
of incorrect sentence combinations.

5.2 Extraction of main section and sub-section titles

We label the NCG dataset for section identification by
extracting the section names to which a sentence belongs.
Additionally, we extract the subtitles of the sentences to pro-
vide extra context. Rule-based heuristics are implemented
for their identification using Grobid and Stanza files.

1. If the sentence length is <= 4 tokens and it contains
a substring like Abstract, Introduction, Related Work,
Experiment, Implementation, Background, etc. It is the
main heading of the section.

2. Statements succeeding blank lines in the Grobid files are
recognized as potential section titles and subtitles. The
subsequent conditions are examined within these sen-
tences:

(a) Based on the analysis of the dataset, we find that sen-
tences serve as main headings if their length is < 10
tokens and there is a substring (length > 2) of the
paper title present in a sentence that does not end
with any of the English stop words.

(b) If the preceding criteria (2a) are not satisfied, the
sentence is considered a subheading, and all such
sentences are recognized subheadings if they do not
terminate with a stopword like [by, as, in, and, that]
nor if they consist only of digits and periods like “2.”,
“4.1.”.
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5.3 Extracting previous and next sentence

We concatenate the previous and following sentences of the
current sentence to the input representation in addition to the
original sentence and subsection to provide more context to
the model. The previous sentence is blank if the sentence is
the first sentence of the subsection. Similarly, if the sentence
is the last one of the subsection, then the following sentence
is blank.

6 System overview

In this section, we describe the methodologies for contri-
bution sentence identification, phrase extraction, and triplet
extraction. We show the architectural diagram with the cor-
responding task. Out of the various versions of the BERT
model such as SciBERT [10], DistilBERT [62], we chose to
use SciBERT for each task because it has been specifically
pre-trained on scientific text, which is the type of text that
we are dealing with in this task. Additionally, SciBERT has
been shown to outperform general-purpose BERTmodels on
several NLP tasks related to scientific text, such as citation
intent classification [18] and scientific named entity recog-
nition [69]. Therefore, we believe that SciBERT is a suitable
choice for our task of contribution sentence identification,
phrase extraction, information unit classification, and triplet
extraction. DistilBERT is also a smaller and faster version of
BERT, but it may not provide the same level of performance
as SciBERT on scientific text [6].

6.1 Contribution sentences identification

Webuild amultitaskmodel (ContriSci) to determinewhether
the sentence of the research article describes a contribution.
After pre-processing, we analyze the dataset again.

6.1.1 Data analysis after pre-processing

After pre-processing, we analyze the training set and find that
the number of contribution sentences distributed across sec-
tions (such as Related Work, Background, Previous Work,
Future Work, Conclusion, or Discussion) is negligible.
Therefore, we remove the sentences belonging to these sec-
tions from the dataset.

1. Analysis of contribution sentences in sections Figure2a
shows the distribution of all the sentences, and Fig. 2b
shows the distribution of contribution sentences across
sections. The Experiment section consists of most of
the contribution sentences, followed by the Result and
Introduction sections. Around 20% of sentences in the

Experiment section are contribution sentences, whereas
only 5% of sentences in the Method section are contri-
bution sentences. This asymmetric distribution aids us in
identifying contribution sentences.

2. Analysis of contribution sentences having citation We
analyze the cited sentences in the training set. The analysis
of the cited sentences is shown in Figs. 3a and b. The total
number of non-cited sentences in the dataset is 46,980,
whereas there are 538 cited sentences. Only 109 of the
538 sentences are contribution sentences, accounting for
less than 2% of the total contribution phrases. As a result,
the number of cited contribution sentences is negligible
across the dataset.

6.1.2 Data for scaffold tasks

Wemake use of the additional data for enhancing the weight
of the scaffold tasks.

• Section Identification: We utilize the ACL Anthology
Sentence Corpus (AASC)7 dataset for section identifica-
tion. The corpus originates from the scientific domain.
The dataset constitutes a substantial corpus of sen-
tences encompassing ten labeled sections, comprising
over 2 million annotated instances. We use a subset of
this corpus having 75K samples across five sections in
the following class distribution: abstract(8.6%), intro-
duction(20.3%), result(20.9%), background(7.3%), and
method(16.1%). Since there is no experiment section in
the AASC dataset and the distribution of contribution
sentences in result and experiment sections is the same.
We combine the section label for these sentences into the
result section, as we are only interested in the distribution
of the sentences for the scaffold task. In the dataset, the
average length of the sentence is 20 (in token).

• Citance Classification: The SciCite [18] dataset is used
for the citance classification scaffold task. This dataset
contains 73K sentences from publications. Sentences
containing citances are categorized as positive instances,
while those without citances are categorized as negative
instances. The ratio of positive-to-negative samples is
approximately 1:6.

6.1.3 Methodology

We propose a BERT-based multitask learning (ContriSci)
model for extracting contribution sentences from the research
articles. This multitask model has two scaffold tasks related
to the structure of research articles. These scaffold tasks help
the main task in identifying contribution sentences. We train

7 https://kmcs.nii.ac.jp/resource/AASC/AASC.html.
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Fig. 2 Analysis graph of NCG training dataset. The training set consists of the combination of the original training and trial sets provided in the
dataset. Figures a and b show the analysis of the distribution of all the sentences and contribution sentences in the section

Fig. 3 Analysis graph of NCG
data (training + trial) set.
Figures a and b show the
analysis of the cited sentences
and non-cited sentences

both the scaffold tasks with NCG data as well as the addi-
tional data, i.e.,ACLAnthology SentenceCorpus (AASC) and
SciCite [18] dataset.

1. ContriSci model Figure 4 shows the architecture of the
ContriSci model. All the tasks share the SciBERT [10]
layer. We present inputs to the model in two ways. If the
sentence belongs to the NCG dataset, it is in the form
of Current Sentence + # + Subheading + # + Previous
Sentence + # + Next Sentence, whereas, if the sentence
belongs to the scaffold dataset, it is a single sentence. We
tokenize the input and set the maximum length to 256.
If the length exceeds the maximum length, we truncate
those inputs from the right-hand side to the maximum
length and add padding tokens to the shorter sentences to

match the maximum length.
Section Identification: The first scaffold task is the identi-
fication of section headings of the sentences. The semantic
structure and distribution of contribution sentences vary
across different sections. In the Introduction section, con-
tribution sentences primarily outline the research prob-
lem, while the Experiments section’s sentences describe
the methodology used in the article. Section identification
aids the identification of contribution sentences by learn-
ing differences in linguistic patterns of sentences across
sections.
CitanceClassification:The second scaffold task is to clas-
sify whether or not a sentence includes a citation. The
primary purpose of this scaffold task is to distinguish
between cited and non-cited sentences. In the research
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Fig. 4 Architecture of the
ContriSci. Here, ContriSci
model aims to identify
contribution sentences. The
main task is predicting
contribution sentences, and two
scaffolds predict the section title
(section identification) and
predict citation in the sentences
(citance classification)
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article, there are about 5% of cited sentences [24]. The
number of cited contribution sentences among such sen-
tences is minimal. This information is quite useful in
distinguishing between contribution and non-contribution
sentences.

2. ContriSci architecture descriptionMTL[16] enhances the
performance compared to the single-task setting by trans-
ferring knowledge from the related tasks. It has some
parameters shared across all the tasks. In our ContriSci
model, T0 represents the main task in multitask learning,
accompanied by (n-1) supplementary tasks Ti , where n
= 3. We utilize a task-specific Multi-Layer Perceptron
(MLP) layer for each task, with a Softmax layer posi-
tioned on top. Specifically, we take the SciBERT [CLS]
output vector x and input it into n MLPs, followed by
softmax to calculate the prediction probabilities for each
task.

y(i) = so f tmax(MLP(i)(x)) (1)

We focus on the main task output, denoted as y(0). The
remaining output (y(1), y(2)) is exclusively utilized during
training to enhance the performance of the main task.

3. Training procedureWe train the multitask model follow-
ing the steps outlined in Algorithm 1. Each dataset (NCG,
SciCite, and AASC) has its own data loader. A batch is
sequentially selected from either of the three data load-
ers in a 3:5:5 ratio. The ratio is according to the size of
each dataset. We cannot randomly build batches because
of the task-specific layer train with the respective dataset.

In the NCG dataset’s batch-wise training process, we use
the dataset batches to train both the main and scaffold
tasks. On the other hand, the AASC dataset batches are
used to train only the section identification task, and the
SciCite dataset batches are used to train only the citation
classification task. Batches are selected sequentially from
the three data loaders in a ratio of 3:5:5, corresponding to
each dataset’s size.

4. Loss We use the categorical weighted cross-entropy loss
for each of the tasks. Cross-entropy is defined as:

L = −
n−1∑

i=0

wi ti log(Pi ) (2)

where n is a number of batches, wi are class weights, ti is
truth label, and Pi is a softmax probability of i th . Thus,
the overall loss function is a linear combination of loss
for each task defined by:

L = L0 + λ1 ∗ L1 + λ2 ∗ L2 (3)

Here, L0, L1, L2 is a loss for the main task, section identi-
fication task, and citance classification task, respectively.
The λ1 and λ2 are the hyperparameters. Each class is
assigned equal weightage for L1 loss since each label in
the AASC dataset has an equal number of examples. The
distribution of cited and non-cited sentences in the SciCite
dataset is 1:6. So for L2 loss, we set the class weight as the
inverse ratio of the number of examples in each class in
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the citance classification scaffold dataset. Finally, for the
main loss L0, we set the class weight as a hyperparameter.

Algorithm 1 Multi-task learning for contribution sentence
identification
1: procedure MLTContriSci(D0, D1, D2)
2: D0, D1, D2 are distinct data loaders for the three datasets.
3: D0: NCG Dataset, D1: AASC Dataset, D2: SciCite Dataset
4: Each loader processing mini-batches of size 16.
5: for epoch in 1, 2, ..., epochmax do
6: N = length(D0)/3;
7: for i in range(N ) do
8: Model train with 3 batches of D0
9: Compute L0(θ), L1(θ), L2(θ)

10: Compute Gradient grad
11: Update Model (θ = θ − α ∗ grad)
12: Model train with 5 batches of D1
13: Compute L1(θ)

14: Compute Gradient grad
15: Update Model (θ = θ − α ∗ grad)
16: Model train with 5 batches of D2
17: Compute L2(θ)

18: Compute Gradient grad
19: Update Model (θ = θ − α ∗ grad)
20: end for
21: end for
22: end procedure

6.2 Phrase extraction

In this task, we extract relevant phrases from contribution
sentences, which are essential for extracting triplets. How-
ever, this can be challenging as it requires identifying and
extracting phrases that accurately denote entities and their
relations. In the NCG training set, there are phrases of dif-
ferent lengths, and the number of training samples in the
dataset is 6,093 only, which is insufficient to train the neu-
ral network model. Hence, we use two additional datasets
viz. SciERC [44], SciClaim [47]. We utilize the BERT-CRF
model to extract phrases from the contribution sentences.
The architecture of the phrase extraction model is shown in
Fig. 5. The model receives input sentences from the NCG
dataset and additional datasets.

1. SciERCdataset The SciERC [44] dataset includes annota-
tions for scientific entities, their relations, and coreference
clusters. This dataset is annotated for 500 scientific
abstracts. These abstracts are taken from12AI conference
proceedings in four AI communities from the Semantic
Scholar Corpus. SciERC expands existing datasets in sci-
entific articles of SemEval 17 [7], and SemEval 18 [25]
by adding entity and relation types. The SciERC dataset
is paragraph label annotation. We split the paragraph into
sentences, but the label remains the same andwe check the

correctness of the sentences manually. The entire dataset
comprises a total of 2,382 sentences and 5,238 phrases.
The average number of phrases per sentence is 2.19.

2. SciClaim dataset The SciClaim dataset is annotated by
Magnusson et al. [47], involving 12,738 annotations
across 901 sentences. These sentences were identified as
expert-identified claims in SBS [4] papers, causal lan-
guage in PubMed [82] papers, and claims and causal
language heuristically discovered from CORD-19 [74]
abstracts. The Sciclaim dataset has been labeled using
the BIO annotation scheme on a sentence level to iden-
tify the beginning, inside, and outside of entities within
each sentence. However, due to accessibility constraints,
we can use a subset of 512 sentences for our experiments.
The dataset contains 3,498 phrases, and on average, each
sentence contains 6.19 phrases.

6.2.1 Methodology

WeuseBERT-CRF [68]model to extract the phrases from the
contribution sentences. Figure5 shows the proposed model.
The BERT-based model is efficient for contextual represen-
tations of sentences. We use the CRF layer to identify the
scientific terms from the contribution sentences. The CRF
layer leverages the contextual information from the surround-
ing context to assign labels to tokens within a sequence.

y(i) = CRF(FC (i)(x)) (4)

The fully connected layer is between the BERT output
and the CRF layer, where x is the input and y is the model’s
output.

6.3 Information unit classification and triplet
extraction

Here, we classify contribution sentences into one of the
IUs. To form triplets, we initially separate predicates and
non-predicates. Subsequently, we generate all possible com-
binations of the triplets and classify them as valid or invalid
according to their respective type: A, B, C, or D. Rules are
applied for type E triplets.

6.3.1 IU classification

This task aims to categorize the contribution sentences into
one of the IUs. In the NCG dataset, contribution sentences
are annotated in IU, which aims to extract the most important
information units in scientific papers related to NLP tasks
and classify the contribution sentences. Figure6 illustrates
the multi-class classification model for IUs classification.
Before analysis During our analysis of the NCG training set,
we noticed that certain IUs are highly infrequent. Due to
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Fig. 5 Proposed phrase
extraction architecture
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Fig. 6 Multi-class classification
architecture for IU
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infrequent occurrences of IUs in the research article, these
IUs consist of a low number of contribution sentences, as
shown in Fig. 7. To enhance the effectiveness of our IU clas-
sification model, we opted to exclude IUs that comprise
< 2% of the contribution sentences of the training set. As
a result, we eliminated the Task, Code, andDataset IUs from
consideration. For the remaining nine IUs, we initially train
the BERT sequence multi-class classifier with nine classes.
We achieved the F1 score of 82.02% on the test dataset.
We observe that the sentences containing IU Code can be
identified using a simple rule-based approach, as they are
characterized by the presence of a Uniform Resource Loca-
tor (URL) in their content.

After analysis After analyzing the results, we find that the
IUs Experimental-Setup and Hyperparameters have many
sentences overlapping. In the NCG training set, there is no
instance of a single paper containing both Experimental-
Setup and Hyperparameters information units. The decision
of which unit to choose is made at the document level.
Therefore, we merge these two labels under the name hyper-
setup and train the multi-class classifier with eight classes,
namely research-problem, model, approach, experiments,
results, hyper-setup, baselines, ablation-analysis. After clas-
sification, we train another BERT-based binary classifier to
classify sentences with hyper-setup labels into experimental-
setup and hyperparameters. The input to the binary classifier
is an entire paragraph instead of sentences. We achieve an F1
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Fig. 7 Distribution of
Contribution Sentences in
Information Units

score of 78.82% using this binary classifier. After classifying
overlapping sentences using a binary classifier, we achieve
an overall F1 score of 84.52%, a 2.5% improvement in the
IU classification model.

6.3.2 Predicate classification

To generate triplets from sentences, we need to under-
stand the differences between subject, object, and predicate
phrases. We know predicate is unique in triplets. On this
basis, the predicate can be distinguished from the subject
and object. To classify the predicate, we create aBERT-based
binary classifier. In this BERT-based classifier, one indicates
apredicate, while zero indicates anon-predicate. AnF1 score
of 93% is achieved when phrases are input into the binary
classifier. Introducing a sentence with a phrase marker into
the binary classifier results in an even higher F1 score of 98%.
An example of an input sentence with a phrase marker is as
follows:

We also present a version of our model that uses a <<

character LSTM >>, which performs better than other lex-
ical representations even if word embeddings are removed
from the model.

6.3.3 Triplet extraction

From the phrase extraction model, the discrete phrases are
obtained. We have to organize these phrases. The phrases
have to be formed as a triplet (subject, predicate, and object).
Liu et al. [39] categorize the triplets according to their com-

position in order to achieve a deeper understanding of the
properties of the triplets. The triplets categorization is shown
in Table 4. We explain each type of triplet using an example.

1. Type A In type A, triplets occur in the same sentence, and
these triplets have the highest number among all other
triplet types. We generate all the possible triplets of type
A and train the classifier. Let there be m number of pred-
icates and n number of subjects/objects, then the total
number of triplets generated per sentence [m*n*(n-1)/2].
The total number of generated triplets of type A is 157K
in the NCG training set. The following is the input exam-
ple for the A type triplets classifier:
All models are implemented using [[ TensorFlow 3 ]]
and << trained on >> the [[ SQUAD training set ]]
using the ADAM optimizer with a mini-batch size of 4
and trained using 10 asynchronous training threads on a
single machine.

2. Type B In the type B triplets, the subject and object come
under the sentence and use ’has’ as the predicate. We
generate all possible triplets of type B, in which the sub-
ject comes before the object in the sentence. Let there
be n number of subjects/objects, then [n*(n-1)/2] triplets
are generated per sentence. The following is the input
example for the B type classifier:
We can see that our << transfer learning approach >>

[[ consistently improved ]] over the non-transfer results.
3. TypeC The sentence is linked to its IU in a typeC triplets,

so the subject is always the informationunit, and thepred-
icate and object are under the sentence. If the number of
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Table 4 The triplet types, their respective example, and the frequency of the triplets in the dataset. To address type A to D, BERT-based binary
classifiers are used, while rules are used to address Type E. Here S, O, and P represent the subject, predicate, and object, respectively

Composition Triplets # Triplets

Type A All three phrases belongs
to sentence itself

S:-different contexts
P:-in the form of
O:-Location, Caption,
and Part of Speech
tags

10,646

Type B Subject and Object
in a sentence related
by “has” predicate

S:-Adagrad optimizer
P:-has
O:-optimizing algorithm

1,110

Type C Information Unit connected
to the object by a predicate
present in a sentence

S:-approach
P:-consider
O:-different contexts

1,790

Type D Information Unit connected
to the object present
in a sentence by “has”
predicate

S:-baselines
P:-has
O:-NQG

1,546

Type E Subject = Contribution
Predicate = has,
Object =Code or has research prob-
lem

S:-Contribution
P:-has research problem
O:-Visual Question
Generation

1,449

predicates in a sentence is m and the object is n, the total
number of triplets generated per sentence [m * n]. The
following is the input example for the C type classifier:
[[ approach ]]: Our method implicitly << uses >> a [[
differential context ]] obtained through supporting and
contrasting exemplars to obtain a differentiable embed-
ding.

4. Type D Triplets of type D are similar to type C, there is
always an information unit in the subject, and the predi-
cate also does not come under the sentence. They include
the non-sentence predicate word ’has’. If there are n
objects in a sentence, the total number of triplets gener-
ated per sentence n. The following is the input example
for the D type classifier:
[[ hyperparameters ]]: Parameter optimization is per-
formed with [[ mini batch stochastic gradient descent (
SGD ) ]] with batch size 10 and momentum 0.9.

For A, B, C, D types of triplet, we construct a unique
classifier and validate them. We extract type E triplets by a
rule-based approach. In this triplet type, the subject is always
a Contribution, and the predicate can be has research prob-
lem, Code, has. If the predicate is has research problem—it
covers all triplets belonging to the IUResearch Problem. The
object is the phrase extracted from the sentence belonging to
the Research Problem IU. If the predicate is Code—it cov-
ers all triplets belonging to IU Code, and the object is the
URL extracted from the sentence. If the predicate is has this
triplet type is the link between paper and IU. For example,
if a paper has at least one sentence belonging to Results IU,

then the triplet (Contribution || has || Results) is added to
the paper. It signifies the presence of the particular IU in
that paper. We achieve an F1 score of 1.00 for type E triplets
using these rules. Approximately 3% of the triplets identified
in the dataset belong to more than one sentence, known as
cross-sentence triplets. Our work does not involve categoriz-
ing these types of triplets.

7 Evaluation

In this section, we discuss the experiment setup, baseline
model, results, error analysis, annotation anomalies, and
ablation analysis.

7.1 Experimental setup

We implement our proposedContriScimodel with (SciBERT
has word piece vocabulary (scivocab)) allenai/scibert_
scivocab_uncased.8 Each task has its own multilayer per-
ceptron (MLP) [85] layer, which consists of a fully connected
dimension (number of neurons) of 768 layers followed by
a classification layer. The batch size is set to 16, and the
AdamW [43] optimizer is used to train the model. On the
fully connected layer and classification layer, we use the acti-
vation functions [65] Tanh and Softmax, respectively. Using
the PyTorch [9] framework. In trial experiments, we used
epochs = 2, 3, and 4. We found that the best validation F1

8 https://huggingface.co/allenai/.
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score is achieved with epochs = 2, and further training leads
to overfitting. Sowe set epochs= 2while tuning other hyper-
parameters.We are tuning the following hyperparameters for
the best model: Learning rate(α), λ1, λ2, dropout, and class
weights. We use α between the range [1e-6 and 2e-5] and
using dropout [54] of 0.1 and 0.2. λ1: weightage for section
identification loss varied between [0 and 0.3]. λ2: weightage
for citance classification loss varied between [0 and 0.3]. In
the main task, the loss weights for each class ranged from
[0.5 to 0.88]. The Contrisci model has 5 hyperparameters
for tuning. Due to a large number of combinations of the
variable, we apply the random search algorithm. On the fol-
lowing parameters, the ContriSci model performs the best:
λ1 − 0.18, α − 1e − 5, λ2 − 0.09, dropout - 0.2, and class
weights - 0.75. We get the best result, when we input the
sentences in the order (Current Sentence + # + Subheading
+ # + Previous Sentence + # + Next Sentence) in ContriSci
model.

We implement the SciBERT-CRF-based phrase extraction
model using the PyTorch framework. We initialize the SciB-
ERT layers with pretrained weights from allenai/scibert_
scivocab_uncased. On the top of SciBERT, there are fully
connected layers followed by CRF. These weights are ini-
tialized randomly. The batch size is set to 1. We use AdamW
[43] optimizer, Tanh activation function, and linear sched-
uler to train the model for five epochs. We use a grid search
algorithm to tune learning rates and dropout hyperparame-
ters. SciBERT learning rate is varied between [5e-6, 1e-5,
2e-5, 5e-5], and the learning rate for the remaining layers is
varied between [1e-4, 2e-4], and dropout is varied between
[0.1, 0.2]. The best model has the following hyperparam-
eters: SciBERT learning rate is 2e-5, the learning rate for
remaining layers is 1e-4, and dropout is 0.2.

We use SciBERT for sequence classification9 model for
IU classification and triplet extraction. In eachmodel, we use
the Tanh activation function in between layers and Softmax
activation function in the final layer. We train the model for
ten epochs with a learning rate of 1e-5 and a dropout of
0.1. We use AdamW optimizer and polynomial decay [42]
scheduler with the number of warmup steps set to 500 and
decay power of 0.5.

7.2 Baseline

In this section, we explore the top-performing models for
each task.We compare our proposedmodels with thesemod-
els.

9 https://huggingface.co/docs/transformers/model_doc/bert#
dtatransformers.BertForSequenceClassification.

7.2.1 ContriSci model

We compare our model with the baseline as proposed in
Shailabh et al. [64] andLiu et al. [39]. Shailabh et al. [64] used
the pre-trained SciBERT with BiLSTM [30] as a sentence-
level binary classifier. Sentences of the Stanza file are input
into the SciBERT model. The last layer of SciBERT is the
input into the stacked BiLSTM layers. Liu et al. [39] present
a SciBERT-based binary sentence classifier with features to
handle the sentence characteristics. They also process the
topmost and innermost section header and position in the
articles.

7.2.2 Phrase extraction

We compare our model with the baseline Shailabh et al. [64]
model. They add a BiLSTM layer on top of the SciBERT.
They use the CRF layer on the top of the SciBERT+BiLSTM
and use the BILOU scheme to mark the boundary of the
phrases.

7.2.3 Information units classification and triplet extraction

Liu et al. [39] use theBERT-basedmulti-class classifier for IU
classification task. Theymerged the two special pairs (Model
vs Approach and Experimental-Setup vs Hyperparameters)
in the multi-class classifier. After classification, they used
lexical rules to differentiate among these units. Liu et al.
[39] classified the triplets into different types depending on
whether andhow their componentswere expressed in text and
then validate each type triplet using independentBERT-based
classifiers and a rule-based approach. Instead of develop-
ing traditional neural network open information extraction
(OIE) architectures for the triplets extraction, ECNUICA et
al. [37] constructed potential triplets using manually devel-
oped rules and developed a binary classifier to distinguish
positive from the negative ones. Zhang et al. [84] developed
a BERT-based binary classifier for true or false candidates
by forming all feasible triplets candidates from the classified
scientific phrases. Binary classifier down samples negative
candidate triplets by artificially producing themwith random
replacement (RR) of one of the actual triplets arguments with
a false argument and random selection (RS) of triplets with
no argument that is a valid pair of another. They also use the
adversarial training approach.

7.3 Results and analysis

We compare the performance of our proposed models to the
SemEval 2021 results.

We evaluate the performance of our model and compare it
with the results of the existing model on the CodaLab leader-
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board system.10 Our team name is IITP on the leaderboard.
To ensure the robustness of our models, we conduct signifi-
cance tests aimed at comprehensively evaluating the ability
of the models to generalize their performance. Through five
separate experiments, we use Welch’s t test [77] with a sig-
nificance level of 5% (0.05). With unbalanced classification
datasets having unequal group sample sizes, Welch’s t test is
a better fit compared to the other significance test [53]. We
conduct tests to ensure the normality of the data, as this is a
prerequisite for this test. The objective is to demonstrate that
the improved F1 score achieved by our proposed approach is
not a random occurrence but rather statistically significant.

7.3.1 ContriSci model

In Table 5, the initial three results are taken from the leader-
board of SemEval 2021. The first comparison involves the
SciBERT+BiLSTM model proposed by Shailabh et al. [64].
They utilized the BiLSTM layer on top of SciBERT. The
highest achieved F1 score for this model is 46.80%. The sec-
ond comparison involves the SciBERT + Positional feature
[39], which achieves an F1 score of 57.27%. The third model
achieves a score of 59.41%. Our multitask model surpasses
all these previous state-of-the-art scores by 4.8%, achiev-
ing the F1 score of 64.21%. Figure8a shows the precision,
recall, and F1 score of the main task, i.e., identification of the
contribution sentences across different sections. In the NCG
training dataset, most of the titles of the paper correspond
to the contribution sentences, and hence the title section has
recall 1.0. The sentences in the Method section are highly
skewed (1:19) toward the non-contribution class. This could
potentially be attributed as one of the underlying causes for
the inability of our model to effectively discriminate between
the contribution and non-contribution sentences within this
particular section. Figure8b shows the results of cited sen-
tences indicating that such kinds of sentences have a higher
F1 score of around 0.7. Therefore, citance classification scaf-
fold task plays an important role. As a result, we achieve
statistical significance compared to the existing models with
p-values of 0.024, 0.015, and 0.009.

7.3.2 Phrases extraction

We utilize a BERT-CRF model to extract scientific phrases
and their relations. The NCG dataset contains the total of
6,093 training samples. Additionally, we incorporate the
SciERC and SciClaim datasets from theNLP domain as addi-
tional data for our model. We achieve F1 score is 77.47%,
with the best model scoring 78.57%, as presented in Table 6.
We are only 1.1% behind the best model. When we compare
our model with the existing models, then the complexity of

10 https://competitions.codalab.org/competitions.

Table 5 Results on NCG test set. The table also shows the compari-
son of the proposed ContriSci model with the top-performing models’
results reported in the SemEval 2021 competition. Here, P: Precision,
and R: Recall. Results of the task using gold-standard annotations avail-
able for CS identification task. The reported results are found to be
statistically significant (p < 0.05) based on a t test [35]

Models F1 P R

KnowGraph@IITK [64] 0.4680 0.3669 0.5701

UIUC BioNLP [39] 0.5727 0.5361 0.6146

Malteos [15] 0.5941 0.5519 0.6433

Proposed Model(ContriSci) 0.6421 0.5943 0.6943

Table 6 Results of phrase extraction model. Results of the task using
gold-standard annotations available for phrase extraction task

Models F1 P R

UIUC BioNLP [39] 0.7857 0.7686 0.8035

ECNUICA [37] 0.7774 0.7655 0.7896

ITNLP [84] 0.7843 0.7795 0.7891

KnowGraph@IITK [64] 0.7452 0.7292 0.7619

Proposed Model (Phrase Extraction) 0.7747 0.7564 0.7939

those models is much more than our model. For instance,
Liu et al.’s [39] model, which is regarded as the top phrase
extractionmodel, uses an ensemble of 96models. In contrast,
we use SciBERT [10] coupled with additional datasets. The
simplicity of our model stands out, as it significantly reduces
complexity compared to other models. Our model is the best
in terms of complexity.We are not conducting any significant
tests since our phrase extraction model is not outperforming.

7.3.3 Information units classification and triplet extraction

First, we classify the predicate for the triplet extractionmodel
using aBERT-basedbinary classifier.Weachieve theF1 score
of 98% using this classifier. We use a BERT-based multi-
class classifier for IU classification. As shown in Table 7,
our proposed model for the IU classification is 2.03% ahead
in the F1 score compared to the existing best model. The
F1 score of our IU classifier is 84.52%. We obtain statistical
significance compared to the existing models with p-values
of 0.029, 0.018, and 0.015.

Table 8 compares our results with the triplet extraction
performance. The first result in the table is UIUC BioNLP
[39]. They divide the triplet into six categories and create
the neural network BERT-based six different classifiers for
each triplet type. They achieve the F1 score of 61.29%. The
second result in the table is ECNUICA [37]. Based on the
scientific term sequence order in the sentences, ECNUICA
formed triplet candidates. Then, the triplets are classified as
true or false candidates using a BERT-based binary classi-
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Fig. 8 a Evaluation results w.r.t
F1, Precision, Recall for
section-wise contribution
sentence identification in
ContriSci model. b Evaluation
results w.r.t. F1, Precision,
Recall for the identification of
contributed cited sentences in
ContriSci model

Table 7 Results of IU classification model. Results of the task using
gold-standard annotations available for IU classification task. The
reported results are found to be statistically significant (p < 0.05)
based on a t test [35]

Models F1 P R

UIUC BioNLP [39] 0.8249 0.7684 0.8902

ECNUICA [37] 0.8108 0.7282 0.9146

ITNLP [84] 0.7640 0.7083 0.8293

Proposed Model (IU) 0.8452 0.8256 0.8659

Table 8 Results of Triplet Extraction (IU + Triplets) model. Results of
the task using gold-standard annotations available for Triplet Extraction
task. The reported results are found to be statistically significant (p <

0.05) based on a t test [35]

Models F1 P R

UIUC BioNLP [39] 0.6129 0.6519 0.5782

ECNUICA [37] 0.4473 0.4920 0.4100

ITNLP [84] 0.4082 0.4468 0.3757

Proposed Model (Triplet Extraction) 0.6271 0.6724 0.5874

fier. They achieve the F1 score of 44.73%. The third result in
the table is ITNLP [84]. Using some rule-based approach,
they formed all the possible triplets from the classified
scientific terms and then classified them using a BERT-
based classifier. They achieve the F1 score of 40.82%. Our
triplet extraction proposed model outperforms all the com-
paring models with the F1 score of 62.71%. UIUC BioNLP
[39] applies the BERT-based multi-class classifier for IU
classification.Oneof the drawbacks of theirmodel is overlap-
ping between (experimental-setup vs. hyperparameter) and
(model vs. approach) pairs. We process overlapping sen-
tences. Initially, we classify the IUs with the BERT-based
multi-class classifier. After classifying them into one of the

8-classmulti-class classifiers, we reclassified the hyper-setup
IU sentences. The hyper-setup IU is a merged label of the
experimental setup and hyperparameter IU pair, so we clas-
sified these sentences with the BERT-based binary classifier.
We feed the paragraph as input to the classifier. Our classi-
fier achieves the F1 score of 84.52%, an increment of 2.03%
from the previous state-of-the-art performance. As a result,
compared to competitive models, we achieve statistical sig-
nificance with p-values of 0.037, 0.039, and 0.023.

Figure 9 shows the confusion matrix of the IUs classifi-
cation. There is considerable overlap between approach and
model IUs because most of these sentences belong to the
Introduction section of the paper and hence have a similar
semantic structure. Another pair (experiments vs. results)
also shows overlap with 59% sentences belonging to the
experiments IU predicted as results. We tried to resolve
these issues using independent binary classifiers for both
pairs. These binary classifier performances are worse than
the multi-class classifier. So we decided to stick with the
multi-class classification model. Although our model classi-
fies 9 classes, we compare our proposed model fairly and the
existing results. For the classification of Code IU’s sentence,
we use a rule-based approach to handle these sentences suc-
cessfully. Additionally, it is important to note that Dataset
IU sentences are misclassified and assigned to the model IU,
as shown in Fig. 9. Despite this, our model’s performance
continues to outperform the established benchmarks. Fur-
thermore, the absence of the Task IU from the test set is
reflected in the confusion matrix. We believe our model’s
performance remains comparable with the existing models,
due to the availability of conclusive results for twelve indi-
vidual IUs.
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Fig. 9 Confusion matrix for IU
classification

7.3.4 Pipeline results

In the pipeline, four models are connected sequentially. We
only provide the positive examples obtained from the pre-
vious model as inputs to the next model. Table 9 shows
the comparison of our end-to-end model performance with
the inter-annotator agreement (IAA) [20] and Liu et al. [39]
model on each subtask. Although we observe that our sys-
tem performance for contribution sentence identification is
lower than human performance (64.21% vs. 67.44% F1),
for the phrase extraction, our model outperforms the pre-
vious best Liu et al. [39] (51.30% vs. 46.41% F1) in the
pipeline results. For the IU classification, our model out-
performs the human annotators (80.00% vs. 79.73% F1).
Triplet extraction achieves the best results compared to all
existing models (34.63% vs. 22.28% F1). Even our overall
pipeline F1 score is 4% ahead of IAA. Our overall pipeline
F1 score is 57.54%. However, we also assess the impact of
imbalanced document distribution in two sub-tests by select-
ing 10 evenly distributed articles and another 10 unevenly
distributed articles. The number of sentences, unevenly dis-
tributed in the articles, is 2,387, and in the evenly distributed
articles is 2,330. The model is tested using both sets, and
the difference in F1 score is only 0.005, which is negligible.

Therefore, we can conclude that the imbalanced distribution
did not significantly affect the model’s performance.

7.4 Error analysis

Althoughour proposedmodels outperformexisting approaches,
they still have some errors. This section is dedicated to
discussing the specific errors encountered in our proposed
methods.

7.4.1 Error analysis in ContriSci model

Table 10 shows the misclassified sentences by the ContriSci
model. Among these examples, 1 and 2 are classified as false
negatives, while examples 3 and 4 are identified as false pos-
itives. Example 1 is identified as a contribution sentence, but
it is erroneously classified as a non-contribution sentence.
The maximum length of input sequences for SciBERT is
512 tokens, but we chose to use a maximum sequence length
of 256 tokens to ensure that the model would fit in the avail-
able memory of their GPU. However, this choice of sequence
lengthmay affect themodel’s ability to learn from longer sen-
tences. In our experiments, we observed that our proposed
model is not able to effectively learn from longer sentences,
and we attribute this to the sequence length limitation of
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Table 9 Results of end-to-end model. IAA: inter-annotator agreement

Avg F1 Information Unit Sentence Phrases Triplets

F1 P Recall F1 P Recall F1 P Recall F1 P Recall

Our system 0.5754 0.8000 0.7527 0.8537 0.6421 0.5973 0.6943 0.5130 0.4581 0.5830 0.3463 0.3323 0.3615

UIUC 0.4972 0.7293 0.6667 0.8049 0.5727 0.5361 0.6146 0.4641 0.4269 0.5083 0.2228 0.2230 0.2226

IAA 0.5282 0.7973 0.7883 0.8065 0.6744 0.6725 0.6763 0.4184 0.4536 0.3883 0.2228 0.2376 0.2097

Table 10 Error analysis in our proposed model (ContriSci)

S.No Misclassified Sentences

1 The key attributes of our approach are the following: (1) to jointly predict short and long answers in a single model rather than using a
pipeline approach, (2) to split each document into multiple training instances by using overlapping windows of tokens, like in the original
BERT model for the SQuAD task, (3) to aggressively down sample the null instances (i.e., instances without an answer) at training time to
create a balanced training set, (4) to use the “ [ CLS ] ” token at training time to predict null instances and rank spans at inference time by
the difference between the span score and the “ [ CLS ] ” score

2 (1) Part of Speech Tagging
(2) Evaluation on FDDB
Database

3 Therefore, we propose two different methods for building this subset and we call them sense vocabulary compression methods

4 The model was implemented using Python and Theano

Table 11 The scaffold task is analyzed separately and compared with the proposed model. Where PM—Proposed Model, CC—Citance Classifi-
cation, SI—Section Identification

S. no. Misclassified sentences PM-(CC+SI) PM-CC PM-SI PM

1 Language model pretraining has recently been shown
to provide significant performance gains for a range
of challenging language understanding problems

Yes Yes Yes No

2 (2) Larger layer size, hidden state dimension, and
beam size have little impact on the performance ; our
setting, L = 2, H = 200, and B = 5 looks adequate in
terms of speed/performance trade-off

Yes No No No

3 An ensemble of 5 LSTM+Amodels further improves
this score to 92.8

Yes No Yes No

4 The computational complexity of this network is
bounded to be no more than twice that of one con-
volution block

Yes Yes No No

SciBERT. While it is a known limitation of the SciBERT
model, we acknowledge that it may impact the performance
of our proposed model on tasks that require the understand-
ing of longer sentences. The given sentence has about 100
tokens, and the sentence is also divided into periods, in which
scientific words are less, and these words are not relevant
to the proposed model of the respective paper. In example
2, smaller sentences usually subheadings, our model cannot
correctly classify due to lack of contributing contextual infor-
mation in these subtitles. In example 3, the sentence given
in this example is False Positive because the word we pro-
pose has come in this sentence, so it has been declared as a
contribution sentence. However, we are not getting any nec-
essary information about the paper from this sentence, so it is

a non-contribution sentence. In example 4, this is also a non-
contribution sentence. The reason for its misclassification is
that it gives information about themodel, but the contribution
of this sentence in the article is significantly less. The sen-
tence, whether the contribution in the article is less or more,
the proposed model is not known well.

In Table 11, we conduct a separate analysis of the scaffold
task. In the first example, a basic SciBERT model and a mul-
titask model with a single scaffold incorrectly predict it as
non-contribution. In contrast, our proposedmodel accurately
makes the correct prediction. The basic SciBERT model
struggles to correctly classify the second example. In the
table, the third and fourth examples, one of the models with
a single scaffold makes an incorrect prediction. In general, a
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Table 12 Error analysis in our proposed model (phrase extraction)

S.No Ground Truth Predicted

1 : 0.2 (discriminative)
: 0.3 (generative)

: 0.2 (discriminative)
: and 0.3 (generative)

2 : Our bidirectional
: transformer architec-
ture

: Our
: bidirectional tran
sformer architecture

3 : adversarial and virtual
: adversarial training

: adversarial and virtual
adversarial
: training (0.159-0.331)

model with section identification scaffold performs better on
sentenceswithmore numerical information, as evident by the
second and third examples. Our proposed model ContriSci
correctly classified all the examples shown in Table 11.

7.4.2 Error analysis in phrase extraction model

The frequent error that occurs in our proposed model is com-
bining two phrases into one, as seen in Table 12 and example
no 1. The second error is illustrated in Table 12, the model
is unsure whether or not to include starting pronouns and
adverbs in a single phrase. Therefore the phrases are split
into two parts. The model could not learn which kind of
information in parenthesis belongs to a phrase and which is
not. Our model predicts the text in parenthesis as part of a
phrase in Table 12 and example no 2.

7.4.3 Error analysis in triplet extraction model

In Table 13, examples 3 and 4 are false positive and false
negative. After analyzing both sentences, it is found that the
model is not learning semantics appropriately. The model is
confused because the word instead of is in this sentence. In
example 5 our model fails to recognize the relation between
subject and object separated bywords likewhich, are, is, that,
can. Example 5 is a false negative. For every training sen-
tence,we generate all the possible combinations of the triplet.
We get consecutive triplets and non-consecutive triplets, in
which a total of 97% of non-consecutive triplets are non-
valid. Hence, a significant majority of the non-consecutive
triplets contribute to the category of false negatives.

7.5 Annotation anomalies

In this section, we explore the anomalies found in the anno-
tation of the NCG dataset.

7.5.1 Annotation anomalies in contribution sentences

When we analyze the NCG training set and identify numer-
ous annotation anomalies in the contribution sentence iden-
tification training dataset. In Table 14, we describe some
anomalies of the NCG dataset.

7.5.2 Annotation anomalies in phrases

Table 15 shows two sentences, each containing identical
phrases. However, while the phrase in the first sentence lacks
a citation, the phrase in the second sentence includes one.
This inconsistency in the annotation within the NCG dataset
highlights a notable issue. Another type of anomaly in the
NCG training set is shown in Table 15. Conventionally, the
predicate acts as a relation between subject and object. Hence
the sequence of triplets we have always seen subject predi-
cate then object as far as we know. The instance in Table 15 is
extracted frompaper number 69within theNatural Language
Inference domain of the NCG training set. In this example,
we can observe that the triplet does not adhere to the stan-
dard sequence. Additionally, the annotated label index of the
predicate is demonstrated in Table 15. Total 99 such sen-
tences are found in the NCG training set. In these sentences,
the sequence is of predicate subject and object. In compar-
ison, the triplet sequence of this sentence should be as in
example 2.

7.6 Ablation analysis

In this section, we present a discussion of the ablation anal-
ysis conducted on our proposed models.

7.6.1 Analysis of ContriSci model

We show ablation studies of our proposedmodel for the iden-
tification of contribution sentences on the NCG testing set.
In the NCG training set, the length of 93.91% of the training
input sentences is < 128, while the length of 99.8% of the
training input sentences is < 256. Table 16 shows the results
on input sequences 128 and 256 in ContriSci Model. When
training our model, we conducted experiments both with and
without surrounding sentences as well as without scaffold
tasks. The comparison revealed a significant difference in F1
scores of 2.40%. The model utilizing surrounding sentences
achieved an F1 score of 58.16%, while the model with-
out surrounding sentences obtained an F1 score of 55.76%,
with both evaluations performed on 128 tokens. The model’s
performance is boosted by both scaffold tasks: section iden-
tification and citance classification. As a result, there is a
slight improvement when the maximum input length is set to
256.
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Table 13 Error analysis in proposed model (Triplet Extraction)

S.No Model Prediction Example

1 [False Negative] The conversion accuracy is better for nouns ( ? 50 % error ), and [[
much better ]] for determiners (30%) particles (6%)<<with respect
to >> the [[ Collins head rules ]]

2 [False Positive] As often demonstrated in the NMT literature, using subword split
as input token unit instead of << standard tokenized word unit >>

has [[ potential ]] to improve the performance

3 [False Negative] As often demonstrated in the NMT literature, using subword split
as << input token unit >> instead of standard tokenized word unit
has [[ potential ]] to improve the performance

4 [False Negative] Importantly, the RNN performance is significantly better than that
of the << Avg baseline >>, which [[ barely improves ]] over
mention—ranking, even with oracle history

Table 14 Annotation Anomalies in NCG Training Set

S.No Annotation Anomaly Example

1 Citation Removed in Stanza and Grobid File Annotated Sentence: Attentive neural networks have recently
demonstrated success in a wide range of tasks ranging from hand-
writing synthesis, digit classification, machine translation, image
captioning, speech recognition and sentence summarization, to geo-
metric reasoning

Explanation : When we compared the sentences in PDF file with
Grobid and Stanza file, we noticed that some sentences have been
removed. In the example 1 sentence one is taken from Grobid, and
sentence two is taken from the original sentence PDF. All the cita-
tions (such as (graves 2013) and (mhil 2014)) are not in sentence
one.

Original sentence:Attentive neural networks have recently demon-
strated success in a wide range of tasks ranging from hand writing
synthesis (Graves, 2013), digit classification (Mnih et al., 2014),
machine translation (Bahdanau et al., 2015), image captioning (Xu
et al., 2015), speech recognition (Chorowski et al.,2015) and sen-
tence summarization (Rush et al., 2015), to geometric reasoning
(Vinyals et al., 2015)

2 Citation Break the Sentence into Two Parts Annotated Sentence: (1) For example, Yu et al. (2)used CNN rep-
resentations as feature inputs to a logistic regression model

Explanation The sentence in example 2 is taken from the Stanza
file. This sentence is divided into two parts by the dot of citation in
the Stanza file. Similarly, there are many sentences in which citation
is there. In the Stanza, the file is divided into two parts.

Original sentence: For example, Yu et al. [36] used CNN represen-
tations as feature inputs to a logistic regression model

3 Sentences are Break with Question Mark Annotated Sentence: (1) Furthermore, let e L? (2) RL be a vector of
1s and h N be the last output vector after the premise and hypothesis
were processed by the two LSTMs, respectively

Explanation : In some sentences in Grobid, special symbols have
changed into question marks, and in the Stanza file, the sentences
in which the question mark has come in the middle, those sentences
are divided into two parts from there. Example 3 shows two parts of
the same sentence and the original sentence below

Original sentence: Furthermore, let e L ∈ R L be a vector of 1s
and h N be the last output vector after the premise and hypothesis
were processed by the two LSTMs, respectively

4 Some Sentences are Wrongly Annotated On SQuAD, our single model obtains an exact match (EM) score of
79.5 % and F1 score of 86.6%, while our ensemble model further
boosts the result to 82.3% and 88.5%, respectively

Explanation: In example 4, the sentence given in example 4 tells
about the result of the SingleModel and EnsembleModel and shows
how much improvement is in Ensemble Model, so this sentence has
a high probability of being a contribution. However, in the NCG
dataset, it is the non-contribution is annotated

5 Issues in Length of < 4 Sentences (1) Sudoku
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Table 14 continued

S.No Annotation Anomaly Example

Explanation : In theNCGdataset, the length of less than 4 sentences
in length is wrongly annotated. In example 5, the first two contribu-
tion sentences have only word, then how will the model recognize
from a single word that this sentence contributes to the article and
the last three sentences are abbreviations. If the model does not even
know the full form of these short-form keys, how will the model
recognize whether it is a contribution sentence or a non-contribution
sentence?

(2) Subtask A

(3) NQG (abbreviation)

(4) ATSA (abbreviation)

(5) s 2 s+ att (abbreviation)

6 Inconsistency in Labeling the same Subtitles in different Articles: In Natural Language Inference Paper number 10, Line 139 Label is
one, but in Natural Language Inference Paper 60, Line 93 Label is
zero

Explanation : The subheading Natural Language Inference exists
in a total of six papers. Four of them have been annotated as one,
and two of them have been annotated as zero

7 Section Title Removed and some Sentences are Jumbled The order of sentences is incorrect in the Experiment, Document
Modeling section of the Grobid file of Natural language Inference
papers number 18 in the NCG dataset and Introduction heading in
Natural language Inference paper number 21

Explanation : Section titles are missing in the Grobid file of some
articles. That is why our section identification scaffold task is mis-
predicting the sections of some sentences. Apart from this, in some
sections in some Grobid files, there are jumbled sentences in the
section; if compared with PDF, then the order of sentences in the
Grobid file is wrong

Table 15 Phrases Annotation Anomalies in NCG Training Set

1Sentences Phrase

All experiments use the << Adam optimizer >> (Kingma and Ba, 2015) with gradient norms clipped at
5.0

Adam optimizer

Training is performed using the << Adam optimizer (Kingma and Ba, 2015) >> with a learning rate of
10 ?3

Adam optimizer (Kingma and Ba, 2015)

2Sentences Label Index

The Document—cue baseline can predict more than a third of the samples correctly, << for >> both
datasets, even after sub-sampling [[ frequent document - answer pairs ]] for [[ WIKIHOP ]]

85 to 88

The Document—cue baseline can predict more than a third of the samples correctly, for both datasets, even
after sub-sampling [[ frequent document - answer pairs ]] << for >> [[ WIKIHOP ]]

161 to 164

7.6.2 Ablation analysis of phrase extraction

Table 17 presents the ablation analysis of our phrase extrac-
tionmodel using additional datasets.When utilizing theNCG
dataset solely as input, we achieve an F1 score of 76.28%.
Similarly, when incorporating either the SciClaim or Sci-
ERC dataset, the resulting F1 scores are 76.70% and 76.72%,
respectively. Moreover, the Recall value with the SciClaim
dataset is 79.18%, showing its higher performance compared
to the SciERC dataset. Conversely, Precision is higher with
the SciERC dataset, at 75.62%, indicating a complemen-

tary relation between the two datasets. When both additional
datasets are combined as input, we achieve the highest F1
score of 77.47%.

7.6.3 Ablation analysis of triplet extraction

We conduct an analysis of triplets on IU-wise basis, as pre-
sented inTable 18, and categorize the analysis based on types,
as illustrated in Fig. 10. All the triplets of type E belong to
ResearchProblem, andCode IU is extractedby the rule-based
approach and achieves anF1 score of 100%.TheExperiments
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Fig. 10 Typewise (A-D) triplets
results

Table 16 Performance of ContriSci model along with individual
scaffold tasks when the model is trained with 128 and 256 tokens,
respectively

Model(128 Tokens) F1 P R

Proposed Model—Both Scaffold Tasks 0.5816 0.5629 0.6014

Proposed Model—Section Identification 0.5989 0.5917 0.6063

Proposed Model—Citance Classification 0.5996 0.5862 0.6136

Proposed Model 0.6327 0.5977 0.6720

Model(256 Tokens) F1 P R

Proposed Model—Both Scaffold Tasks 0.5694 0.5199 0.6294

Proposed Model—Section Identification 0.5998 0.5534 0.6548

Proposed Model—Citance Classification 0.6052 0.5799 0.6327

Proposed Model 0.6421 0.5943 0.6943

Table 17 Performance of Phrase Extractionmodel along with individ-
ual dataset

Models F1 P R

NCG 0.7628 0.7498 0.7768

NCG + SciERC 0.7672 0.7562 0.7784

NCG + SciClaim 0.7670 0.7437 0.7918

NCG + SciERC + SciClaim 0.7747 0.7564 0.7939

IU has 1,273 triplets in the test dataset out of which in this
distribution in types (A = 546, B = 284, C = 3, D = 4,
E = 32, Others = 404). Approximately 31.74% of triplets
do not align with any specific category and remain unex-
tracted. Triplets belonging to Class Bmake up 22.30% of the

Table 18 The Triplets IU-wise Results

Information Unit F1 P R

Research Problem 1.0000 1.0000 1.0000

Approach 0.7919 0.8550 0.7375

Model 0.8757 0.8980 0.8545

Code 1.0000 1.0000 1.0000

Dataset 0.0000 0.0000 0.0000

Experimental Setup 0.8091 0.8412 0.7794

Hyperparameters 0.7595 0.8333 0.6977

Baselines 0.7957 0.9024 0.7115

Results 0.7461 0.8038 0.6961

Experiments 0.5909 0.8125 0.4643

Ablation Analysis 0.7273 0.8235 0.6512

total, and they exhibit the lowest performance, as indicated
in Fig. 10. Due to these reasons, our experiment IU result
for triplets is 59.09%. In 77% of Type B triplets, the object
is immediately followed by the subject, (without any phrase
in between). As a result, our model struggles to capture the
long-term relationship between the subject and object.

8 Conclusion and future work

In this paper, we propose a pipeline neural network model
for extracting the NLP contribution from scientific articles.
The proposed model is divided into four tasks: (1) identifica-
tion of the contribution sentences, (2) phrase extraction from
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contribution sentences, (3) IU classification, and (4) Triplet
extraction. We introduce a multitasking architecture with
two supporting tasks for the identification of contribution
sentences—Section Identification and Citance Classifica-
tion. Our multitask model achieves an F1 score of 64.21%.
We utilize a BERT-CRF model for the phrase extraction
task and achieve an F1 score of 77.47%. To classify the
IUs, we propose a multi-class classifier based on BERT.
Additionally, we develop a binary classifier to distinguish
between the hyperparameters and experimental-setup IUs.
Our IUs classificationmodel achieves an F1 score of 84.52%.
Finally, for triplet extraction, we achieved an F1 score of
62.71%. We achieve state-of-the-art results in contribution
sentence identification, IU classification, and triplet extrac-
tion tasks.We obtain state-of-the-art results in the end-to-end
pipeline, achieving anF1 score of 57.54%.Our phrase extrac-
tion model performance is not good. In the future, we will
improve the performance of our phrase extraction model.
Another exciting work would be to add new scaffold tasks in
our ContriSci model for further performance improvement.
Moreover, we will improve the performance of the IU clas-
sifier by classifying the Model and Approach IU conflicting
sentences.
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