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1 Introduction

The present paper continues our study in [4] of an optimal portfolio selection
problem with consumption. The optimization problem captures the notions of
durability and intertemporal substitution, and was first suggested and studied
extensively by Hindy and Huang [14] for a market modeled by a geometric
Brownian motion. In [4], we extended their model to exponential pure-jump
Lévy processes and showed that the value function is the unique constrained
viscosity solution of the associated Hamilton-Jacobi-Bellman equation, which is
a first-order integro-differential equation subject to a gradient constraint (i.e., a
first order integro-differential variational inequality).

The main topic here is to present explicit consumption and portfolio allocation
rules in a market where the risky asset may have negative price shocks and the
investor has a power utility function. We use a viscosity solution framework to
validate our solution candidates, contrary to [14] which relies on a verification
theorem. To this end, we extend the results on viscosity solutions in [4] to also
account for Ĺevy processes having a continuous martingale part. We refer to
Bank and Riedel [2], Framstad et al. [11], and Kallsen [16] for related results on
portfolio optimization in Ĺevy markets.

Eberlein and Keller [8] and Barndorff-Nielsen [3] propose to model logreturns
(i.e., the logarithmic price changes) of stock prices using distributions from the
generalized hyperbolic family. Following their perspective, one is lead to an
exponential stock price dynamics driven bypure-jump Lévy processes having
paths of infinite variation. This was the main motivation in [4] for concentrating
on Lévy models without a continuous martingale part.

In this paper our basic model for the asset price dynamics will be

St = S0eσWt +Lt , (1.1)

whereLt is a pure-jump Ĺevy process,Wt is a Wiener process independent of
Lt andσ, S0 are constants. There are several reasons for studying such a model.
First of all, from the Ĺevy-Khintchine representation, we know that every Lévy
process can be decomposed into a pure-jump process and a Wiener process where
the Wiener process is the continuous martingale part. Hence, from a theoretical
point of view, (1.1) is a generalization of the asset price dynamics considered
in [4]. However, we can also view (1.1) as a model for the asset price whereLt

is a pure-jump Ĺevy process accounting for sudden “big” changes in the price.
The Brownian motion part, on the other hand, models the “small” or “normal”
variations in the price movements. This is the modeling perspective of Honoré
[13], although he considers a slightly different price process (see also Sect. 6).
Rydberg [18] discusses an approximation procedure for numerical simulation
of the normal inverse Gaussian Lévy processLt which is a pure-jump Ĺevy
process. She proposes to approximateLt by a sum of a Brownian motion and a
Lévy process of finite variation, i.e.,

Lt ≈ σWt + L̃t .
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For a givenε, the jump process̃Lt is assumed to be a Lévy process with Ĺevy
measure

ν̃(dz ) = 1(−ε,ε)C ν(dz ),

whereν(dz ) is the Ĺevy measure ofLt and

σ2 =
∫ ε

−ε

z 2 ν(dz ).

Since the support of ˜ν is outside the interval (−ε, ε), L̃t has paths of finite
variation. We remark that this procedure is not restricted to the normal inverse
Gaussian Ĺevy process alone. Such an approximation is highly relevant for a
numerical treatment of the portfolio optimization problem using a Markov chain
discretization (see [9]). In conclusion, generalizing the theory to asset price dy-
namics of the form (1.1) is of interest from both a practical and theoretical point
of view.

The rest of this paper is organized as follows: In Sect. 2, we formulate the op-
timal portfolio-consumption problem and state the basic assumptions. In Sect. 3,
the resulting singular control problem is analyzed via the dynamic programming
method and the theory of viscosity solutions. In Sect. 4, we calculate explicit
rules for portfolio allocation and consumption when the utility function is of
HARA type and the Ĺevy process has only negative jumps. In Sect. 5, we treat
the classical Merton problem (where utility is derived from present consumption
only) for a general Ĺevy process. Finally, we discuss some related problems in
Sect. 6.

2 The portfolio optimization problem and basic assumptions

Let (Ω,P ,F ) be a probability space and (Ft ) a given filtration satisfying the
usual hypotheses. We consider a financial market consisting of a stock and a
bond. Assume that the value of the stock follows the stochastic process

St = S0eLt , (2.1)

whereLt is a Lévy process with Ĺevy-Khintchine decomposition

Lt = µt + σWt +
∫ t

0

∫
|z |<1

z Ñ (ds, dz ) +
∫ t

0

∫
|z |≥1

z N (ds, dz ).

Hereµ andσ are constants,Wt is a Wiener process,N (dt , dz ) is Poisson random
measure onR+ × R with intensity measuredt × ν(dz ), ν(dz ) is aσ-finite Borel
measure onR\{0} with the property∫

R\{0}
min

(
1, z 2

)
ν(dz ) < ∞, (2.2)

and Ñ (dt , dz ) = N (dt , dz ) − dt × ν(dz ) is the compensated Poisson random
measure. We assumeWt andN (dt , dz ) are independent stochastic processes. The
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measureν(dz ) is called the Ĺevy measure. We choose to work with the unique
càdl̀ag version ofLt and denote this also byLt . Under the additional integrability
condition on the Ĺevy measure∫

|z |≥1
|ez − 1| ν(dz ) < ∞, (2.3)

we can write the differential of the stock price dynamics as (using Itô’s Formula
[15])

dSt = µ̂St dt + σSt dWt + St−
∫

R\{0}

(
ez − 1

)
Ñ (dt , dz ). (2.4)

Here we have introduced the short-hand notation

µ̂ = µ +
1
2
σ2 +

∫
R\{0}

(
ez − 1 − z1|z |<1

)
ν(dz ). (2.5)

Note that condition (2.3) is effective only whenz ≥ 1 due to (2.2), and says
essentially thatez is ν(dz ) - integrable on{z ≥ 1}. Moreover, this condition
implies that

∫ t
0 E[Ss ] ds < ∞ for all t ≥ 0. Observe also thatez − 1− z ≥ 0 for

all z ∈ R.
We let the bond have dynamics

dBt = rBt dt ,

wherer > 0 is the interest rate. Assume furthermore thatr < µ̂, which means
that the expected return from the stock is higher than the return of the bond.

Consider an investor who wants to put her money in the stock and the bond
so as to maximize her utility. Letπt ∈ [0,1] be the fraction of her wealth invested
in the stock at timet and assume that there are no transaction costs in the market.
If we denote the cumulative consumption up to timet by Ct , we have the wealth
processX π,C

t given as

X π,C
t = x − Ct +

∫ t

0

(
r + (µ̂ − r)πs

)
X π,C

s ds +
∫ t

0
σπs X π,C

s dWs

+
∫ t

0
πs−X π,C

s−

∫
R\{0}

(
ez − 1

)
Ñ (ds, dz ),

wherex is the initial wealth of the investor. To incorporate the idea of intertem-
poral substitution, Hindy and Huang [14] introduce the processY π,C

t modeling
the average past consumption. The process has dynamics

Y π,C
t = ye−βt + βe−βt

∫
[0,t ]

eβs dCs , (2.6)

wherey > 0 andβ is a positive weighting factor. We shall frequently use the
notationYt for Y π,C

t and Xt for X π,C
t . The integral is interpreted pathwise in a

Lebesgue-Stieltjes sense. The differential form ofYt is

dYt = −βYt dt + β dCt .
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The objective of the investor is to find an allocation processπ∗
t and a con-

sumption patternC ∗
t which optimizes the expected discounted utility over an

investment horizon. We shall here focus on an investor with an infinite invest-
ment horizon. We define the value function as

V (x , y) = sup
π,C∈Ax,y

E

[∫ ∞

0
e−δt U (Y π,C

t ) dt
]
, (2.7)

whereδ > 0 is the discount factor andAx ,y is a set of admissible controls. Let

D =
{

(x , y) ∈ R
2 : x > 0, y > 0

}
.

We say that a pair of controls (π,C ) is admissible forx , y ∈ D and write
π,C ∈ Ax ,y if:

(ci ) Ct is an adapted process that is right continuous with left-hand limits
(càdl̀ag), nondecreasing, with initial valueC0− = 0 (to allow an initial
jump whenC0 > 0), and satisfiesE[Ct ] < ∞ for all t ≥ 0.

(cii ) πt is an adapted c̀adl̀ag process with values in [0,1].

(ciii ) X π,C
t ,Y π,C

t ≥ 0 almost everywhere for allt ≥ 0.

Note that condition (ciii ) introduces a state space constraint into our control
problem. The utility functionU : [0,∞) → [0,∞) is assumed to have the
following properties:

(ui ) U ∈ C ([0,∞)) is nondecreasing and concave.

(uii ) There exist constantsK > 0 andγ ∈ (0,1) such thatδ > k (γ) and

U (z ) ≤ K (1 + z )γ ,

for all nonnegativez , where

k (γ) = max
π∈[0,1]

[
γ(r + (µ̂ − r)π) − 1

2
σ2π2γ(1 − γ) (2.8)

+
∫

R\{0}

((
1 +π(ez − 1)

)γ − 1 − γπ(ez − 1)
)
ν(dz )

]
.

By a Taylor expansion we see that the integral term ofk (γ) is well-defined in
a neighborhood of zero. Condition (2.3) ensures that the integral is finite outside
this neighborhood, which shows that (2.8) is finite forγ ∈ (0,1]. Note that
condition (uii ) guarantees that the value function of the related Merton problem
is well-defined, see Sect. 5. In the case when the integral term is absent, i.e.,
whenν(dz ) = 0, we denotek (γ) by k0(γ).

In this paper we will assume that the dynamic programming principle holds,
that is, for any stopping timeτ and t ≥ 0,
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V (x , y) = sup
π,C∈Ax,y

E

[∫ t∧τ

0
e−δs U (Y π,C

s ) ds + e−δ(t∧τ )V (X π,C
t∧τ ,Y π,C

t∧τ )
]
, (2.9)

wherea ∧ b = min(a, b).
Straightforward modifications (which we omit) of the proofs of Lemma 3.1

and Theorem 3.1 in [4] (see also Alvarez [1]) yield the next theorem concerning
the regularity properties of the value function.

Theorem 2.1 The value function defined in (2.7) is non-decreasing, concave and
uniformly continuous in D . Furthermore, V is non-negative and has the same
sublinear growth as the utility function, i.e., 0 ≤ V (x , y) ≤ K (1 + x + y)γ for
x , y ∈ D . If for some α ∈ (0,1], we have δ > k (α) and U ∈ C 0,α([0,∞)), then
V ∈ C 0,α(D ). If δ > k (1 +α) and U ∈ C 1,α([0,∞)), then V ∈ C 1,α(D ).

To our optimization problem we can associate a Hamilton-Jacobi-Bellman
equation, which is a degenerate elliptic integro-differential equation subject to a
gradient constraint:

max
{
βvy − vx ; U (y) − δv − βyvy + max

π∈[0,1]

[
(r + (µ̂ − r)π)xvx +

1
2
σ2π2x2vxx

+
∫

R\{0}

(
v(x + πx (ez − 1), y) − v(x , y) − πxvx (x , y)(ez − 1)

)

×ν(dz )
]}

= 0 in D . (2.10)

In other words, the Hamilton-Jacobi-Bellman equation is an integro-differential
variational inequality. Note thatx + πx (ez − 1) ≥ 0 for all x ≥ 0 andz ∈ R. If
v is C 2 and sublinearly growing, then a straightforward Taylor expansion shows
that (2.10) is well-defined (see [4]).

It will be convenient to write the Hamilton-Jacobi-Bellman equation in a more
compact and simplified form. To this end, we introduce the following notations:
X = (x1, x2) ∈ D , DX = (∂x1, ∂x2), D2

X = (∂2
xi xj

)i ,j=1,2 and G(DXv) = βvx2 − vx1.
Furthermore, letB π be the integral operator

B π(X , v) =
∫

R\{0}

(
v(x1 + πx1(ez − 1), x2) − v(X ) − πx1vx1(X )(ez − 1)

)
ν(dz ),

(2.11)
and let

(X , v,DXv,D2
Xv,B

π(X , v)) = U (x2) − δv − βx2vx2

+ max
π∈[0,1]

[
(r + (µ̂ − r)π)x1vx1 +

σ2

2
π2x2

1vx1x1 + B π(X , v)
]
.

The Hamilton-Jacobi-Bellman Eq. (2.10) can now be written as

max
(

G(DXv); F (X , v,DXv,D2
Xv,B

π(X , v))
)

= 0. (2.12)

This is the form that we will employ in Sect. 3. Finally, we define the set

C�(D ) =
{
φ ∈ C (D ) : sup

D

|φ(X )|
(1 + x1 + x2)�

< ∞
}
, � ≥ 0. (2.13)
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3 Viscosity solutions

We shall rely on a viscosity solution framework to verify the closed form solu-
tions derived in Sections 4 and 5. The (constrained) viscosity solution framework
presented below is an adaption (to the second order case) of the framework de-
veloped in [4] for first order integro-differential variational inequalities. Because
of the strong similarities with [4], we will be very brief in this section and instead
refer to [4] for details not found herein. Also, we refer to [4] for an overview of
the existing literature on viscosity solutions of integro-differential equations. For
a general overview of the viscosity solution theory, we refer to the survey paper
by Crandall et al. [7] and the book by Fleming and Soner [10].

A constrained viscosity solution of (2.12) is defined as follows:

Definition 3.1 (i) Let O ⊂ D . Any v ∈ C (D ) is a viscosity subsolution (su-
persolution) of (2.12) in O if and only if we have, for every X ∈ O and
φ ∈ C 2(D ) ∩ C1(D ) such that X is a global maximum (minimum) relative to O

of v − φ,

max
(

G(DXφ); F (X , v,DXφ,D2
Xφ,B

π(X , φ))
)

≥ 0 (≤ 0).

(ii) Any v ∈ C (D ) is a constrained viscosity solution of (2.12) if and only if and
v is a viscosity subsolution of (2.12) in D and v is a viscosity supersolution of
(2.12) in D .

Exactly the same argumentation (which we omit) as in the proof of Theorem
4.1 in [4] leads to the constrained viscosity property of the value function.

Theorem 3.1 The value function V (x , y) defined in (2.7) is a constrained viscos-
ity solution of the integro-differential variational inequality (2.12).

To prove that the value function is theonly solution of (2.12), we need a
comparison principle similar to Theorem 4.2 in [4]. We outline below how we
can extend the proof of Theorem 4.2 in [4] to the second order integro-differential
variational inequality (2.12).

First, note that to distinguish the singularities at zero and infinity it is advan-
tageous to split the integral operator into two parts. For anyκ ∈ (0,1), X ∈ D ,
φ ∈ C 1(D ) ∩ C1(D ), andP = (p1, p2) ∈ R

2, define

B π,κ(X , φ,P ) =
∫

|z |>κ

(
φ(x1 + πx1(ez − 1), x2) − φ(X ) − πx1p1(ez − 1)

)
ν(dz ).

For anyκ ∈ (0,1), X ∈ D , φ ∈ C 2(D ), andP = (p1, p2) ∈ R
2, define

B π
κ (X , φ) =

∫
|z |≤κ

(
φ(x1 + πx1(ez − 1), x2) − φ(X ) − πx1φx1(X )(ez − 1)

)
ν(dz ).

Observe that forφ ∈ C 2(D ) ∩ C1(D ), we can write (see [4])

B π(X , φ) = B π,κ(X , φ,DXφ) + B π
κ (X , φ). (3.1)
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Equipped with this decomposition, we introduce the (slightly shorter) notation

F (X , v,P ,A,B π,κ(X , v,P ),B π
κ (X , φ)) := F (X , v,P ,A,B π,κ(X , v,P )

+B π
κ (X , φ)),

for v ∈ C1(D ) andφ ∈ C 2(D ).
When proving comparison results for second order equations, it is more con-

venient to use a formulation of viscosity solutions based on the notions of subjet
and superjet.

Definition 3.2 Let S N denotes the set of N × N symmetric matrices, O ⊂ D ,
v ∈ C (O ), and X ∈ O . The second order superjet (subjet) J 2,+(−)

O
v(X ) is the set

of (P ,A) ∈ R
2 × S 2 such that

v(Y ) ≤ (≥ 0)v(X )+〈P ,Y −X 〉+1
2
〈A(Y −X ),Y −X 〉+o(|X−Y |2) as O � Y → X .

The closure J
2,+(−)
O v(X ) is the set of (P ,A) for which there exists a sequence

(Pn ,An ) ∈ J 2,+(−)
O

v(Xn ) such that (Xn , v(Xn ),Pn ,An ) → (X , v(X ),P ,A) as n →
∞.

Before we can give a suitable definition of viscosity solutions based on sub-
and superjets, we need an equivalent formulation of viscosity solutions inC1(D )
based on test functions (which takes into account the decomposition (3.1).)

Lemma 3.1 Let v ∈ C1(D ) and O ⊂ D . Then v is a viscosity subsolution
(supersolution) of (2.12) in O if and only if we have, for every φ ∈ C 2(D ) and
κ > 0,

max
(

G(DXφ); F (X , v,DXφ,D2
Xφ,B

π,κ(X , v,DXφ),B π
κ (X , φ))

)
≥ 0

whenever X ∈ O is a global maximum (minimum) relative to O of v − φ.

This lemma is a straightforward extension of [4, Lemmma 4.1] and the proof
is therefore omitted. Letv ∈ C (D ) and O ⊂ D . Then using the arguments
in, e.g., [10] one can easily prove that (P ,A) ∈ J 2,+(−)

O
v(X ) if and only if there

existsφ ∈ C 2(D ) such thatφ(x ) = v(x ), DXφ(X ) = P , D2
Xφ(X ) = A, andv − φ

has a global maximum (minimum) relative toO at X . In view of Lemma 3.1
and continuity of the governing equation, the following formulation of viscosity
solutions inC1 based on sub- and superjets is now immediate.

Lemma 3.2 ([7]) Let v ∈ C1(D ) be a subsolution (supersolution) of (2.12) in

O ⊂ D . Then, for all κ > 0, X ∈ O , (P ,A) ∈ J
2,+(−)
O v(X ), there exists φ ∈

C 2(D ) such that

max
(

G(P ); F (X , v,P ,A,B π,κ(X , v,P ),B π
κ (X , φ))

)
≥ 0 (≤ 0).

The test function φ is such that v − φ has a global maximum (minimum) relative
to O at Xn with Xn → X as n → ∞.
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A similar formulation is also used in Pham [17]. To prove a comparison principle
for (2.12), we shall need the following maximum principle for semicontinuous
function taken from Crandall et al. [7]:

Lemma 3.3 ([7]) Let O ⊂ R
N be locally compact. Let u1,−u2 be upper semi-

continuous and ϕ twice continuously differentiable in a neighborhood of O × O .
Suppose (X̂ , Ŷ ) ∈ O ×O is a local maximum of u1(X )−u2(Y )−ϕ(X ,Y ) relative
to O × O . Then for every ς > 0 there exist two matrices A,B ∈ S N such that

(
DXϕ(X̂ , Ŷ ),A

) ∈ J
2,+
O u1(X̂ ),

(−DY ϕ(X̂ , Ŷ ),B
) ∈ J

2,−
O u2(Ŷ ),

and

−
(1
ς

+‖D2ϕ(X̂ , Ŷ )‖
)

I ≤

 A 0

0 −B


 ≤ D2ϕ(X̂ , Ŷ )+ς

(
D2ϕ(X̂ , Ŷ )

)2
. (3.2)

Let v ∈ C (D ) be a subsolution of (2.12) inD andv ∈ C (D ) a supersolution
of (2.12) in D . ChoosingK̃ andγ ∈ (0,1) properly, one can show (following

closely the proof of Lemma 4.3 in [4]) thatw = K̃ +
(
1 + x1 + x2

2β

)γ
and

vθ = (1− θ)v + θw, θ ∈ (0,1],

are strict supersolutions of (2.12) in any bounded subset ofD . We claim that

v ≤ vθ in D ,

which immediately implies that the comparison principle holds betweenv andv.
Except for the treatment of the second order term, which relies in an essential

way on Lemma 3.3, the proof of our comparison principle is very similar to the
proof of Theorem 4.2 in [4], which the reader is referred to for details not found
below.

As in the first-order case [4], we utilize our choice of a strict supersolution
vθ to “localize” the proof to the following bounded domain

K :=
{

(x1, x2) : 0 < x1 < R(1 + e1),0 < x2 < R
}
, (3.3)

whereR is some positive constant chosen such thatv ≤ vθ in {x1, x2 ≥ R}. To
prove the comparison result it is now sufficient to show thatv ≤ vθ in K .

Assume that the contrary is true, i.e., we have

M := max
K

(v − vθ) = (v − vθ)(Z ) > 0 (3.4)

for someZ ∈ K . Then eitherZ ∈ (0,R) × (0,R) or Z ∈ ΓSC, where

ΓSC =
{

(x1, x2) : x1 = 0,0 ≤ x2 < R or 0 ≤ x1 < R, x2 = 0
}
.

Here we consider only the latter case, the caseZ ∈ K is treated similarly
(consult Case II in the proof of [4, Theorem 4.2]).
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Let (Xα,Yα) be a maximizer of the functionΦ(X ,Y ) : K × K → R,
defined for anyα > 1 and 0< ε < 1 as

Φ(X ,Y ) = v(X ) − vθ(Y ) − |α(X − Y ) + εη(Z )|2 − ε|X − Z |2. (3.5)

The uniformly continuous functionη : K → R
2 satisfies

B (X + tη(Z ), td ) ⊂ K for all X ∈ K and t ∈ (0, t0],

for positive constantsd , t0 and B (X , r) denotes the open ball inR2 centered at
X and with radiusr . The construction (3.5) is ultimately due to Soner [19].

It is standard to see that the penalized maxima (Xα,Yα) satisfy asα → ∞
(see, e.g., [4]): (i)Xα,Yα → Z , (ii) α(Xα − Yα) + εζ(Z ) → 0, (iii)

(
v(Xα) −

vθ(Yα)
) → M , (iv) Mα → M . In view of (ii) and (3.4), we conclude that

Yα ∈ (0,R) × (0,R) andXα ∈ [0,R) × [0,R). Using the maximum principle for
semicontinuous functions (Lemma 3.3) with

ϕ(X ,Y ) = |α(X − Y ) + εη(Z )|2 + ε|X − Z |2, u1 = v, u2 = vθ, O = K ,

we conclude that there exist matricesA = (aij )i ,j=1,2,B = (bij )i ,j=1,2 ∈ S 2 such
that

(P ,A) ∈ J
2,+

K
v(Xα),P = DXϕ(Xα,Yα) = 2α[α(Xα − Yα) + εη(Z )] + 2ε(Xα − Z ),

(Q ,B ) ∈ J
2,−
K

vθ(Yα),Q = −DY ϕ(Xα,Yα) = 2α[α(Xα − Yα) + εη(Z )].

Following, e.g., [7] it is not difficult to show that (3.2) implies

lim
ε→0

lim
α→∞

(σ2

2
πx2

α1a11 − σ2

2
πy2

α1b11

)
≤ 0. (3.6)

Sincevθ is a strict supersolution of (2.12) inD there exists, thanks to Lemma
3.2,ψ ∈ C 2(D ) such that

F (Yα, v
θ,Q ,B ,B π,κ(Yα, v

θ,Q),B π
κ (Yα, ψ)) < −ϑ, (3.7)

for some constantϑ > 0. Similarly, sincev is a subsolution of (2.12) inD ,
there existsφ ∈ C 2(D ) such that

F (Xα, v,P ,A,B π,κ(Xα, v,P ),B π
κ (Xα, φ)) ≥ 0. (3.8)

Having (3.6) in mind, we now subtract (3.7) from (3.8) and send (in that order)
α → ∞, ε → 0, andκ → 0. These limit operations lead (after some tedious
work) to the contradiction (v − vθ)(Z ) < 0 (consult Case I in the proof of [4,
Theorem 4.2]).

Summing up, we have proven the following comparison (uniqueness) theo-
rem:

Theorem 3.2 Let γ′ > 0 be such that δ > k (γ′). Assume v ∈ Cγ′ (D ) is a
subsolution of (2.12) in D and v ∈ Cγ′ (D ) is a supersolution of (2.12) in D .
Then v ≤ v in D . Consequently, in the class of sublinearly growing solutions,
the Hamilton-Jacobi-Bellman Eq. (2.12) admits at most one constrained viscosity
solution.
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4 Explicit consumption and portfolio allocation rules

In this section we study a case where we can construct an explicit solution to the
control problem. The case is taken from Hindy and Huang [14], who construct
an explicit solution to the optimization problem when the utility function is of
HARA (Hyperbolic Absolute Risk Aversion) type and the price of the stock
follows a geometric Brownian motion. We show in this section that a more
realistic price model with a Ĺevy process instead of Brownian motion leads to
a similar solution. To obtain explicit results we need to restrict our attention
to Lévy processes having only negative jumps. Our optimization problem leads
to the second-order integro-differential variational inequality (2.10) whereν(dz )
has mass on the negative part of the real line. We are able to solve this equation,
and construct optimal consumption and portfolio allocation strategies by closely
following the arguments in [14]. Note, however, that our results are not as explicit
as those in [14]. For instance, the optimal allocation strategyπ∗ is the solution
of an integral equation involving the Lévy measure of the noise process. We
mention that the results presented below also hold in the limiting caseσ = 0,
which corresponds to the pure-jump case [4].

For γ ∈ (0,1), consider the utility function

U (z ) =
z γ

γ
.

We recall that 1− γ is the risk aversion coefficient. Motivated by Hindy and
Huang [14], we guess that the optimization problem has a constrained viscosity
solution of the form

V (x , y) = { k 1 yγ + k2yγ
[ x

ky

]ρ

,0 ≤ x < ky , k3

(y + βx
1 +βk

)γ

, x ≥ ky > 0, (4.1)

for some constantsk1, k2, k3, k , andρ > γ. This solution is constructed from the
assumption that we can split the state space into two parts, on which each of the
terms in the variational inequality (2.10) is effective. Hence, for 0≤ x < ky , we
construct the solution from the assumption that

yγ

γ
− δV − βyVy + max

π∈[0,1]

[
(r + (µ̂ − r)π)xVx +

1
2
σ2π2x2Vxx + (4.2)

∫ 0−

−∞

(
V (x + πx (ez − 1), y) − V (x , y) − πxVx (x , y)(ez − 1)

)
ν(dz )

]
= 0

and, whenx ≥ ky > 0,
βVy − Vx = 0. (4.3)

We see that the integral in (4.2) is well defined by the condition in (2.3). In
what follows, all the displayed integrals are convergent by the same condition.
In the rest of this section we derive expressions for the different constants in the
solution, and find the optimal allocation and consumption processes. Optimize the
kernel of (4.2) with respect toπ to find the first order condition for an optimum
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(µ̂ − r)xVx + σ2πx2Vxx +
∫ 0−

−∞

(
Vx (x + πx (ez − 1), y)x (ez − 1) − xVx (x , y)

×(ez − 1)
)
ν(dz ) = 0.

Inserting the guessed solution (4.1) forx < ky , we get the expression

(µ̂−r)−(1−ρ)σ2π+
∫ 0−

−∞

((
1+π(ez −1)

)ρ−1
(ez −1)−(ez −1)

)
ν(dz ) = 0. (4.4)

Assume from now on thatπ∗ is a solution of (4.4) that lies in (0,1), i.e., we
assume that the parameters of the problem are so that we can find an interior
optimum. Note thatπ∗ is constant with respect to time which gives that the
optimal investment rule is to hold a constant fraction of the wealth in the stock.
With thisπ∗, we can find equations for the unknown constantsk1 andρ. Inserting
(4.1) into (4.2), we obtain

yγ
( 1
γ

− δk1 − βγk1

)
+ k2yγ

[ x
ky

]ρ{
−δ − β(γ − ρ) + (r + (µ̂ − r)π∗)ρ

− 1
2
σ2π2ρ(1 − ρ) +

∫ 0−

−∞

((
1 +π∗(ez − 1)

)ρ

− 1 − ρπ∗(ez − 1)
)
ν(dz )

}
= 0.

The only way the left-hand side can be zero is when

(
r + (µ̂ − r)π∗ + β − 1

2
σ2π∗2(1 − ρ)

)
ρ

= δ + βγ −
∫ 0−

−∞

((
1 +π∗(ez − 1)

)ρ − 1 − ρπ∗(ez − 1)
)
ν(dz ) (4.5)

and

k1 =
1

γ(δ + βγ)
.

The first equation is an expression forρ.
From now on we assume that (4.4) and (4.5) have a solution (π∗, ρ) ∈

(0,1) × (γ,1). We can find expressions fork2 and k3 by imposing asmooth fit
condition along the boundaryx = ky . From continuity we easily get

k1 + k2 = k3.

Moreover, if the derivatives ofV are to be continuous as well, we need to have
Vx = βVy when x = ky for the solution (4.1) (x < ky). But differentiating and
equating give

k2 =
βk1γ

ρ/k − β(γ − ρ)
=

βk
(δ + βγ)(ρ(1 +βk ) − βkγ)

.

For x < ky , we need to show thatβVy − Vx ≤ 0. Direct differentiation gives
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Vx = k2yγ
[ x

ky

]ρ−1 ρ

ky
= k2

ρ

k
yγ−1

[ x
ky

]ρ−1
,

Vy = k1γyγ−1 + k2(γ − ρ)yγ−ρ−1
[x

k

]ρ

= k1γyγ−1 + k2(γ − ρ)yγ−1
[ x

ky

]ρ

.

Hence

βVy − Vx = yγ−1
(

k1βγ + βk2(γ − ρ)
[ x

ky

]ρ

− k2
ρ

k

[ x
ky

]ρ−1)
.

Inserting the expressions fork1 andk2 yields

βVy − Vx =
βyγ−1

δ + βγ

(
1 − (1 − ρ)

[ x
ky

]ρ

− ρ
[ x

ky

]ρ−1)
.

We see thatβVy − Vx ≤ 0 if and only if

h(z ) := 1− (1 − ρ)z ρ − ρz ρ−1 ≤ 0, for all z ∈ [0,1].

But h(1) = 0 and
h ′(z ) = ρ(1 − ρ)z ρ−2(1 − z ) ≥ 0.

Henceh(z ) is an increasing function on [0,1] with maximumh(1) = 0, which
implies h(z ) ≤ 0. This completes the proof ofβVy − Vx ≤ 0 for x < ky .

For the second case we specify the value ofk to be the same as in [14] and
show that this gives the desired inequality under an additional condition on the
parameters in the problem. Let

k =
1 − ρ

β(ρ − γ)
.

This gives

k3 =
ρ(1 − γ)

γ(ρ − γ)(δ + βγ)

and thus

V (x , y) = c(y + βx )γ , for x ≥ ky , c =
ρ

γ(δ + βγ)

(1 − γ

ρ − γ

)1−γ

.

We show next that

yγ

γ
− δV − βyVy + max

π∈[0,1]

[
(r + (µ̂ − r)π)xVx +

1
2
σ2π2x2Vxx

+
∫ 0−

−∞

(
V (x + πx (ez − 1), y) − V (x , y) − πxVx (x , y)(ez − 1)

)
ν(dz )

]
≤ 0,

wheneverx ≥ ky > 0. Note now that sinceV is concave, the integral term in this
expression is non-positive. Inserting the expression forV (x , y) in the left-hand
side of the above inequality and usingβx

y+βx ∈ (0,1), we get
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yγ

γ
− δc(y + βx )γ − βγ

y
y + βx

c(y + βx )γ

+c(y + βx )γ max
π∈[0,1]

[
(r + (µ̂ − r)π)γ

βx
y + βx

+
1
2
σ2π2

( βx
y + βx

)2
γ(γ − 1)

]

≤ yγ

γ
− c(y + βx )γ

(
δ − k0(γ)

)
,

wherek0(γ) equalsk (γ) with ν(dz ) = 0, see (2.8). But sincex ≥ ky andδ−k0(γ)
andc are both positive, we have

yγ

γ
− c(δ − k0(γ))(y + βx )γ

≤ yγ

γ
− c(δ − k0(γ))(1 +βk )γyγ = yγ

( 1
γ

− c(δ − k0(γ))(1 +βk )γ
)
,

which is less than or equal to zero if and only if

1
γ

− c(δ − k0(γ))(1 +βk )γ ≤ 0.

But this happens if and only if

ρ(1 − γ)
ρ − γ

≥ δ + βγ

δ − k0(γ)
. (4.6)

By constructionV is a constrained viscosity solution in{x ≥ 0, y > 0}.
Note that a subsolution in{x ≥ 0, y > 0} is also a subsolution inD . We refer
to the first remark in Sect. 3 in [1] for a proof of this. Thanks to the Theorems
3.1 and 3.2,V is thus the unique constrained viscosity solution of (2.10) and
hence coincides with the value function (2.7). Summing up, we have proven the
following theorem:

Theorem 4.1 For γ ∈ (0,1), let U (y) = yγ

γ and assume that ν
(
(0,∞)

)
= 0

and (4.6) holds. Then the value function V (x , y) associated with our optimization
problem is explicitly given by (4.1), where

k1 =
1

γ(δ + βγ)
, k2 =

1 − ρ

(ρ − γ)(δ + βγ)
, k3 =

ρ(1 − γ)
γ(ρ − γ)(δ + βγ)

, k =
1 − ρ

β(ρ − γ)
.

The optimal allocation of money in the stock is given by π∗, where π∗ ∈ (0,1)
and ρ ∈ (γ,1] are solutions (when such exist) to the system of equations

(µ̂ − r) − (1 − ρ)σ2π +
∫ 0−

−∞

(
1 +π(ez − 1)

)ρ−1
(ez − 1) − (ez − 1)ν(dz ) = 0,

(
r + (µ̂ − r)π + β − 1

2
σ2π2(1 − ρ)

)
ρ

= δ + βγ −
∫ 0−

−∞

((
1 +π(ez − 1)

)ρ − 1 − ρπ(ez − 1)
)
ν(dz ).
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Note that the constantsk1, k2, andk3 are equal to the constants found by Hindy
and Huang [14]. However, our expressions forρ and π∗ are quite different.
Furthermore,π∗ is independent of time and thus gives a constant fraction of
wealth to be invested in the stock. It is easily seen that in the case of geometric
Brownian motion, Theorem 4.1 coincides with the results of Hindy and Huang
[14]. Note that we have implicitly assumedπ∗ to be an interior optimum in [0,1].

Example 4.1 To include the possibility of a sudden price drop (a “crack”) in
a stock, a natural model could be a geometric Brownian motion with a Poisson
component:

St = S0eµt+σWt −ξNt ,

whereµ, σ, ξ, S0 are constants andNt is a Poisson process with intensityλ > 0.
The Lévy measure is easily seen to be

ν(dz ) = λδ−ξ(dz ),

whereδa is the Dirac measure located ata. Assume now that 0< ξ < 1. The
expected rate of return for this stock is

µ̂ = µ +
1
2
σ2 − λ(1 − e−ξ).

Moreover, the equations forπ∗ andρ become

µ̂ − r − λ(1 − e−ξ)
((

1 − π(1 − e−ξ)
)ρ−1 − 1

)
− σ2(1 − γ)π = 0 ,

(
r + (µ̂ − r)π + β − 1

2
σ2π2(1 − ρ)

)
ρ = δ + βγ − λ

((
1 − π(1 − e−ξ)

)ρ

−1 +ρπ(1 − e−ξ)
)
.

If σ = 0 and the conditions

µ > r and (µ − r)e−(1−ρ)ξ < λ(1 − e−ξ) < µ − r

hold, we have the following explicit expression forπ∗ ∈ (0,1) in terms ofρ:

π∗ =
1

1 − e−ξ

(
1 −

[λ(1 − e−ξ)
µ − r

] 1
1−ρ

)
.

An optimal consumption process is provided by the following theorem:

Theorem 4.2 An optimal consumption process C ∗
t is given as

C ∗
t = ∆C ∗

0 +
∫ t

0

X ∗
t

1 +βk
dZs , k =

1 − ρ

β(ρ − γ)
,

∆C ∗
0 =

[x − kY0−
1 +βk

]+
, Zt = sup

0≤s≤t

[
ln

X̂t

Ŷt
− ln k

]+
, Ŷt = (Y0 + β∆C ∗

0 )e−βt ,

and
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X̂t = (x − ∆C ∗
0 ) +

∫ t

0

(
r + (µ̂ − r)π∗)X̂s ds +

∫ t

0
σπ∗X̂s dBs

+
∫ t

0
π∗X̂s−

∫ 0−

−∞

(
ez − 1

)
Ñ (ds, dz ).

The processes X ∗ and Y ∗ are the state variables associated with C ∗.

Proof. This argument follows closely the proof in [14, Proposition 5]. From
the results in [14], we need to find ak ratio barrier policy which ensures that
X ∗

t /Y ∗
t ≤ k , P−a.s. at everyt . This leads to an initial jump ofC ∗

t if x/Y0− > k ,
from where we get the expression of∆C ∗

0 . Now define

Zt = sup
0≤s≤t

[
ln

X̂t

Ŷt
− ln k

]+

and let ln(X ∗
t /Y ∗

t ) be the “regulated” process defined by

ln
X ∗

t

Y ∗
t

= ln
X̂t

Ŷt
− Zt . (4.7)

Note that the processesX̂t andŶt are unregulated in the sense that we do not apply
any consumption process except for the initial jump. The processZt is easily seen
to be nondecreasing,Z0(ω) = 0, and increasing only when ln(X ∗

t /Y ∗
t ) = ln k .

Applying Itô’s formula, we find that

d ln
X ∗

t

Y ∗
t

= d ln X ∗
t − d ln Y ∗

t −
(

1
X ∗

t
+

β

Y ∗
t

)
dC ∗

t

= (r + β + (µ̂ − r)π∗ − 1
2
σ2π∗2) dt −

(
1

X ∗
t

+
β

Y ∗
t

)
dC ∗

t

+
∫ 0−

−∞
ln

(
1 +π∗(ez − 1)

)
Ñ (dt , dz ) + σπ∗ dBt

+
∫ 0−

−∞

(
ln

(
1 +π∗(ez − 1)

)
− π∗(ez − 1)

)
ν(dz )

and

d ln
X̂t

Ŷt
= d ln X̂t − d ln Ŷt = (r + β + (µ̂ − r)π∗ − 1

2
σ2π∗2) dt

+
∫ 0−

−∞
ln

(
1 +π∗(ez − 1)

)
Ñ (dt , dz ) + σπ∗ dBt

+
∫ 0−

−∞

(
ln

(
1 +π∗(ez − 1)

)
− π∗(ez − 1)

)
ν(dz ).

Thus, relation (4.7) is fulfilled exactly when

Zt =
∫ t

0

(
Y ∗

s + βX ∗
s

X ∗
s Y ∗

s

)
dC ∗

s or C ∗
t =

∫ t

0

X ∗
s Y ∗

s

Y ∗
s + βX ∗

s
dZs =

∫ t

0

X ∗
s

1 +βk
dZs .

Here the relation forC ∗
t follows sinceZt only increases whenX ∗

t /Y ∗
t = k . This

completes the proof of the theorem.
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5 Merton’s problem with consumption and HARA utility

In this section we consider Merton’s problem with consumption when the stock
price is modeled as (2.1) for a general Lévy process, i.e., here we allow both
positive and negative jumps as opposed to Sect. 4. Merton’s problem can be
thought of as the limiting case whenβ → ∞ in the particular model considered in
Sect. 2. In this problem we thus optimize the expected utility of the consumption
directly. The consumption process is assumed to be absolutely continuous with
respect to the Lebesgue measure on the real positive half-line, and can thus be
specified on the formCt =

∫ t
0 cs ds, wherecs is the consumption rate at times.

The value function will only be dependent on one variable, namely the initial
fortunex . We note that this problem has been treated by Framstad et al. [11] when
the price processSt is modeled as the solution of a stochastic differential equation
with jumps, see also [12] which takes into account transaction costs. However,
they have a more restrictive condition on the Lévy measure in a neighborhood
of zero. For example, the normal inverse Gaussian Lévy process of Barndorff-
Nielsen [3] does not fit into the framework of [11, 12].

In the present context, the wealth process is given as

dXt =
(
r + (µ̂− r)πt

)
Xt dt − ct dt +σXtπt dBt + Xt−πt−

∫
R\{0}

(
ez − 1

)
Ñ (dt , dz )

with initial wealth X0 = x and µ̂ as defined in (2.5). We consider the optimal
control problem

V (x ) = sup
c,π∈Ax

Ex
[∫ ∞

0
e−δt

[cγ
t

γ

]
dt

]
, for γ ∈ (0,1),

where the set of admissible controlsAx is defined as follows:π, c ∈ Ax if

(cmi ) ct is a positive and adapted process such that
∫ t

0 E[cs ] ds < ∞ for all
t ≥ 0.

(cmii ) πt is an adapted ćadĺag process with values in [0,1].

(cmiii ) ct is such thatX π,c
t ≥ 0 almost everywhere for allt ≥ 0.

Note that condition (cmiii ) introduces a state space constraint into our control
problem. The Hamilton-Jacobi-Bellman equation for this problem is

max
c≥0,π∈[0,1]

[
(r + (µ̂ − r)π)xv′(x ) − cv′(x ) − δv(x ) +

cγ

γ
+

1
2
σ2π2x2v′′(x )

+
∫

R\{0}

(
v(x + πx (ez − 1)) − v(x ) − πxv′(x )(ez − 1)

)
ν(dz )

]

= 0 in {x > 0}. (5.1)

Note that the integral in (5.1) as well as the other integrals displayed in this
section are convergent by the condition in (2.3). We now construct an explicit
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(unique) constrained viscosity solution to this problem. First maximize with re-
spect toc to obtain

−V ′(x ) + cγ−1 = 0 =⇒ c =
[
V ′(x )

] 1
γ−1 .

Maximizing with respect toπ, assuming that the optimalπ lies in (0,1), gives
the expression

(µ̂ − r)xV ′(x ) + σ2πx2V ′′(x ) +
∫

R\{0}

(
V ′(x + πx (ez − 1))x (ez − 1)

− xV ′(x )(ez − 1)
)
ν(dz ) = 0.

We guess a solution of the formV (x ) = Kxγ . Then a straightforward calculation
gives the following integral equation forπ:

(µ̂− r) − (1− γ)σ2π +
∫

R\{0}

((
1 +π(ez − 1)

)γ−1 − 1
)

(ez − 1)ν(dz ) = 0. (5.2)

Note that aπ solving this equation will be independent ont . Using the guessed
solution, we can obtain an expression forc as well:

c = (Kγ)
1

γ−1 x . (5.3)

This expression gives us an explicit consumption rule, that is, consume the frac-
tion (Kγ)1/γ−1 of the present wealth. We now set out to find the constantK .
Inserting (5.3) into the Hamilton-Jacobi-Bellman Eq. (5.1), we get

max
π∈[0,1]

[
(r + (µ̂ − r)π)γ − (Kγ)

1
γ−1γ − δ + (Kγ)

γ
γ−1−1 − 1

2
σ2γ(1 − γ)π2

+
∫

R\{0}

((
1 +π(ez − 1)

)γ − 1 − γπ(ez − 1)ν(dz )
)]

Kxγ = 0.

We thus conclude that

K =
1
γ

[ 1 − γ

δ − k (γ)

]1−γ

,

where k (γ) is defined in (2.8). Note that the conditionδ > k (γ) imposed in
Sect. 2 implies thatK is positive.

We state a condition ensuring the existence of a unique solutionπ ∈ (0,1)
to (5.2). To this end, define the function

f (π) = (µ̂−r)− (1−γ)σ2π+
∫

R\{0}

((
1+π(ez −1)

)γ−1
(ez −1)− (ez −1)

)
ν(dz ).

Insertingπ = 0 andπ = 1, we obtain

f (0) = µ̂ − r > 0

and
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f (1) = (µ̂ − r) − (1 − γ)σ2 +
∫

R\{0}

(
e(γ−1)z (ez − 1) − (ez − 1)

)
ν(dz )

= (µ̂ − r) − (1 − γ)σ2 −
∫

R\{0}

(
1 − e−(1−γ)z

)
(ez − 1)ν(dz ).

In order to have a solution in (0,1), we needf (1) < 0, i.e.,∫
R\{0}

(
1 − e−(1−γ)z

)
(ez − 1)ν(dz ) > (µ̂ − r) − (1 − γ)σ2. (5.4)

This solution is unique since

f ′(π) = −(1 − γ)
{
σ2 +

∫
R\{0}

(
1 +π(ez − 1)

)γ−2
(ez − 1)2 ν(dz )

}
< 0.

It is well known that in the case of a geometric Brownian motion,St =
S0 exp(µt +σBt ), the optimal allocation of money in the portfolio is independent
of time:

π∗
GBM =

µ + σ2/2 − r
(1 − γ)σ2

.

On the other hand, we have seen thatSt given as in (2.1) also gives a constant
fraction, denoted byπ∗

J , which solves (5.2).

f (π∗
GBM) =

∫
R\{0}

(
ez − 1 − z1|z |<1

)
ν(dz )

+
∫

R\{0}

((
1 +π∗

GBM(ez − 1)
)γ−1 − 1

)(
ez − 1

)
ν(dz ).

Thus,π∗
J < π∗

GBM if f (π∗
GBM) < 0 andπ∗

J > π∗
GBM if f (π∗

GBM) > 0. Note that
the first integral in the expression off (π∗

GBM) is positive, while the second is
negative. Where to put the most of your fortune depends on the parameters of
the specific model in question. In Benth et al. [6] we have compared numerically
geometric Brownian motion with the normal inverse Gaussian model proposed
by Barndorff-Nielsen [3].

6 Other models and concluding remarks

Instead of modeling the price processSt directly as in (2.1) or (1.1), one can let
St be the solution of a stochastic differential equation with jumps

dSt = µSt dt + σSt dBt + St−
∫ ∞

−1
z Ñ (dt , dz ). (6.1)

Note thatSt is positive due to the restriction of the jump size to be greater than
−1. As noted by Eberlein and Keller [8], it is the large jumps that are responsible
for the empirically observed heavy tails of the logreturn data. Therefore, (6.1)
may not be a good model if heavy tails are to be accounted for in the model.
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Assuming a price dynamics defined by (6.1), condition (2.3) must be substituted
by ∫ ∞

1
z ν(dz ) < ∞. (6.2)

Under this restriction on the Ĺevy measure we can show, by arguing as before,
that the value functionV (x , y) is the unique constrained viscosity solution of the
Hamilton-Jacobi-Bellman equation

max
{
βvy − vx ; U (y) − δv − βyvy + max

π∈[0,1]

[
(r + (µ − r)π)xvx +

1
2
σ2π2x2vxx +

∫ ∞

−1

(
v(x + πxz , y) − v(x , y) − πxzvx (x , y)

)
ν(dz )

]}
= 0 in D . (6.3)

The condition (6.2), which ensures that (6.3) is well defined for all sublinearly
growing v ∈ C 2, is satisfied for the normal inverse Gaussian Lévy process
discussed in Sect. 2 and for allα-stable Ĺevy processes withα > 1.

In Framstad et al. [11], the price model (6.1) is chosen for the analysis of
Merton’s problem with consumption. Using a verification theorem, they show
that the value function in Merton’s problem with consumption (see Sect. 5) is a
unique classical solution of (6.3) under condition (6.2) andν({(−1,∞)}) < ∞.
Honoŕe [13] has developed estimation techniques for price processes of the type
(6.1). This opens for a numerical comparison of the different stock price models
for financial data.

Except for a few special cases such as those considered in Sects. 4 and 5, the
Hamilton-Jacobi-Bellman Eq. (2.10) cannot be solved explicitly and one has to
consider numerical approximations. The construction and analysis of numerical
schemes for (first and second order) integro-differential variational inequalities
will be reported in future work (see [9]).

Finally, we mention that the portfolio model studied in this paper is general-
ized to account for transaction costs in [5].
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