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Abstract
The proven ability of music to transmit emotions provokes the increasing interest in the development of new algorithms for
music emotion recognition (MER). In this work, we present an automatic system of emotional classification of music by
implementing a neural network. This work is based on a previous implementation of a dimensional emotional prediction
system in which a multilayer perceptron (MLP) was trained with the freely available MediaEval database. Although these
previous results are good in terms of the metrics of the prediction values, they are not good enough to obtain a classification
by quadrant based on the valence and arousal values predicted by the neural network, mainly due to the imbalance between
classes in the dataset. To achieve better classification values, a pre-processing phase was implemented to stratify and balance
the dataset. Three different classifiers have been compared: linear support vector machine (SVM), random forest, and MLP.
The best results are obtained with the MLP. An averaged F-measure of 50% is obtained in a four-quadrant classification
schema. Two binary classification approaches are also presented: one vs. rest (OvR) approach in four-quadrants and binary
classifier in valence and arousal. The OvR approach has an average F-measure of 69%, and the second one obtained F-
measure of 73% and 69% in valence and arousal respectively. Finally, a dynamic classification analysis with different time
windows was performed using the temporal annotation data of the MediaEval database. The results obtained show that the
classification F-measures in four quadrants are practically constant, regardless of the duration of the time window. Also,
this work reflects some limitations related to the characteristics of the dataset, including size, class balance, quality of the
annotations, and the sound features available.

Keywords Music emotion recognition (MER) · Emotion classification · Prediction · Music features · Multilayer perceptron

1 Introduction

In the last years, the music industry has been experi-
encing many important changes as a result of new user
requirements and the wide range of possibilities offered
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by emerging devices and technologies [12]. These tech-
nologies allow users to access huge databases of musical
pieces through different kind of applications. The facility of
creation, accessing, and distributing music, as well as the
effectiveness of search engines on musical repositories are
current challenges of music industry, with different stake-
holders, such as composers, producers, and emerging artists,
waiting for innovative solutions [41]. The main features
of digital music consumption platforms, such as Spotify,
Youtube music, or Deezer, are closely related to the way
they present their contents and allow access to them. In
many cases, recommender system strategies are applied in
order to help listeners explore large music repositories in
order to suggest songs according to their requirements and
preferences. However, knowing users’ taste it is not enough
to recommend a suitable song for a person in a particular
moment. Moreover, it must be taken into account that music
is considered an art that can produce emotional responses
or induce listeners’ emotions [8, 36]. This close connection
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between music and emotions is explained as the relationship
between the diverse intrinsic musical features (such as tone,
mode, and tempo) and the emotional perception of the lis-
tener [31]. Therefore, although music is typically classified
by genre [22, 32] or considering cultural aspects [45], recent
studies suggest that people actually choose musical pieces
according to their mood [17, 35], in some cases to reaf-
firm an emotional experience of the moment and in others
to counteract it [38]. For these reasons, and the astounding
growth of musical platforms and applications, music emo-
tion recognition (MER) has become an increasingly popular
research topic in order to identify the strategies to provide
good solutions that improve the listeners’ user experience
[1, 35]. The automatic recognition of emotions in music, as
a field of research, requires a deep analysis of music content
and features. The features used in MER can be classified as
low level (associated with signal and sound processing) or
high level (associated with musical elements such as tone,
mode, and tempo). There are different software applications
and libraries that can be used to extract the audio features
of the songs. Depending on the advanced level of use of
these libraries, they can be classified in the same way in
low and high level, whereas the level is related to neces-
sary advanced technical knowledge [26]. In order to detect
and recognize emotional information from the contents, the
values of the features must be analyzed and processed to
determine and classify the song within specific emotional
categories or classes [30]. Different combinations of fea-
ture values are normally related to output values that can be
of approximate value or class, depending on the emotional
classification model selected [10], that can be categorical,
in which emotions are described with a discrete number of
classes, or dimensional, in which emotions are described as
numerical values of valence and arousal.

In this paper, an emotional classification system for the
songs of the MediaEval dataset [39] has been designed and
implemented by using neural networks. As a first approach,
a dimensional prediction system was developed, but the
results obtained led us to analyze the characteristics of the
musical data in the MediaEval database. It was observed
that the dataset was not balanced in the dimensional space,
limiting a good accuracy in classification. So that, data
selection and data balance strategies have been incorporated
in our system in order to get a suitable dataset for the
classification tasks. Moreover, as the MediaEval database
provides a dynamic temporal evaluation of the emotional
annotation and the features of each song, we have also
analyzed the emotional categorical classification regarding
the analysis of temporal window.

The paper is organized as follows: Section 2 presents
some relevant work on the recognition of emotions con-

sidering prediction and classification approaches. Section 3
offers a description of the dataset of musical pieces as well
as its process of labeling the emotions. Section 4 presents
the system developed for emotion prediction in music and
its limitations. Section 5 shows the design and implemen-
tation of the classification system. In Section 6, the results
obtained and a discussion of the main problems and chal-
lenges detected are exposed. Finally, Section 7 highlights
the conclusions obtained from this work and the proposed
future work.

2 Related work

As was previously mentioned, MER is a multidisciplinary
field of research that has been widely expanded in the last
years. Although there are many works in this field [19, 42,
43], it is not easy to compare their performance because
of their methodological differences in data representation,
annotation, selection of features, and emotional models,
that leads to different evaluation metrics, making almost
impossible to compare the accuracy of the algorithms
applied [1]. Additionally, the methods and experiments
proposed in different works are very difficult to replicate
or benchmark since most of them use private datasets
or different public datasets, with not enough songs and
different low and high-level features [27].

Despite the problems for comparing the different works,
in the following, a selection of MER systems are analyzed,
depending on whether it is a prediction or a classification
approach. A brief summary of the selected emotional
prediction systems is presented in Table 1 while emotional
classifications systems are presented in Table 2. These
tables show the most important characteristics of the
dataset: number of songs, length of each song, number
of sound features, state of data balancing, and kind of
annotation (static or dynamic), but also, classification
or prediction techniques and their respective evaluation
metrics. In the case of classification system (Table 2), the
classes used in the work are also specified: quadrant, cluster
and, in some cases, average of all quadrants.

Although there are some works that are focused only on
prediction like [11, 14, 29] or [7], and that are some others
centered only on solving classification problems like [13,
28, 44]; there are also several works that make predictions
and later extend their systems to achieve classifications,
such as [37] or [2]. Generally, these works that include
prediction and classification use datasets annotated in
dimensional models, in which a valence and arousal (V/A)
coordinate system is established [34]. Additionally, some
of these works implement a data pre-processing phase, but
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Table 1 Emotional prediction systems. reference metrics: root mean square error (RMSE), averaged random distance (ARD), and determination
coefficient (R2)

Article Songs length Features Balanced Annotation C. technique RMSE ARD R2

Fernandes [11] 194 25 s 454 No Static SVM [V : 0.24, A : 0.22] – –

Schmidt [37] 240 15 s – – Dynamic SVR – 0.238 –

Panda [29] 189 25 s 556 No Static SLR, KNN, SVR – – [V:40.6%, A:67.4%]

Bai [2] 744 45 s 548 – Static SVR, RFT, PCA – – [V:29.3%, A:62.5%]

Grekow [14] 324 6 s 654 Yes Static SMOreg – – [V:58%, A:79%]

Hennequin [7] 18,644 30 s – – Static ConvNet – – [V:17.9%, A:23.5%]

only aimed to identify classes (quadrants and clusters),
although this may not be necessary if the database is also
categorically annotated with a discrete set of emotions [10].

The type of annotation of the emotions is another
important criterion of comparison, as well as a key success
factor in the field of MER. Although there are some works
that consider the composer intention [15], in most of the
cases, the annotations are carried out according to the
emotional perception of the listener. Among these works,
there are mainly two approaches for annotating the songs:
static and dynamic. In the static annotation process, the user
sets one value of valence and one for arousal for indicating
the user’s emotional perception, more related to the mood
response to the music. In a dynamic annotation process, the
user gives a dynamical temporal evaluation about his/her
emotional perception, in a continuous way. Most of the
emotional prediction and classification works are based on
static annotation [2, 7, 11, 14]. On the other hand, Schmidt
et al. used dynamic annotation, with a time window that
varies from 2 to 15 s [37]. However, there are some works
that apply temporal dynamic annotation, but this continuous
annotation is later averaged, and therefore, at the end, there
is only one value of valence and arousal. This is the case of
the work of Panda et al. [29], in which dynamic annotation
is implemented, but these annotations are averaged and used
as a single global value within the prediction model, so that
the work is classified as “Static annotation”.

Besides the dynamic or static approach for annotation,
for obtaining good results in a classification system and, in
particular, in music emotion classification, it is fundamental
to have a large number of data, and moreover, with almost
the same amount of data for each emotion. Data balancing
is a fundamental issue in classifying systems, because it
determines the values obtained in the success rates [23].

Generally, in the majority of the prediction systems,
the amount of data is a very important criterion because
it determines its generalization capacity. However, if the
availability of data per categorical annotation is not almost

equally distributed, the minority classes has a negative
influence on the performance of a classifying system,
because automatic learning techniques have a tendency to
specialize in the prediction of majority classes.

The information about the data balancing in the studied
works is also shown in Tables 1 and 2. The value in
the balanced column indicates the original status of the
data balancing before any pre-processing phase. It can be
observed that for some works no details on data balancing
are incorporated, especially in prediction systems (see
Table 1) in which it has no major relevance. Regarding
classification systems (see Table 2), the data of the works
[13, 28] and [44] are balanced and do not require any
special treatment. Instead, [27] presents unbalance data, and
although there is no detail of the strategy used to balance
the data, apparently some songs are removed from the
original dataset. And, finally, there are other works without
information about the balance of the data [2, 37].

Regarding the results of the revised MER works, it can be
observed that either for prediction (Table 1) or classification
(Table 2) success rates vary from low to average. There are
only a few works that have higher values, but it is difficult
to get any conclusion, due to the lack of uniformity in the
datasets and the unbalanced nature of the majority of the
public available datasets.

In this work, the MediaEval dataset has been employed
and a brief description of it is given in the next section.
This database has been chosen because it has many songs,
and they are annotated dynamically and with dimensional
parameters.

3Music dataset

The dataset used in this work is the free available MediaEval
one [39]. It contains 1802 songs in MPEG layer 3 (MP3)
format, with a sampling frequency of 44100 Hz, each one
with values of 260 low-level features. Each song is analyzed
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for 45 s and the value of each feature is extracted every 0.5 s
(500 ms). The process of extracting the sound features was
carried out through the openSMILE1 software.

The MediaEval dataset stores the values of the emotional
perception of each song with a dimensional emotional
model, annotating a value of valence and arousal (V/A). The
annotation process is done with a dynamic approach, which
means that every 500 ms the user indicates his/her emotional
perception by setting a V/A coordinate. Although users have
to annotate their emotions, in many cases, it seems that
they indicate their mood, as will be later commented. It
is important to highlight that each song is annotated by
multiple users, so the dynamic annotation is available of
each user, as well as the averaged annotation of all users
for each time window length of a particular song. Also, for
each song, there is an averaged V/A value. The process of
calculating this averaged V/A implies, first, to average the
annotations of all the annotators for each time window and
then to calculate the average of all the resulting V/A values
for all time window length. In this way, each final annotation
could be related to the average value of each sound feature,
which is calculated from all time windows.

The amount and distribution of the musical pieces on the
V/A emotional plane is shown in Fig. 1. As can be observed,
there is a clear unbalanced data distribution of the songs
between quadrants. This situation generally represents a
problem in classification algorithms and this fact will be
reviewed in detail in Sections 4 and 5.

4 Dimensional emotion prediction

The main objective of a dimensional emotional prediction
system is to provide the value of valence and arousal,
depending on the low-level features of the songs. Once
that value is obtained, it is desirable to properly identify
the corresponding emotion in the V/A plane. This implies,
therefore, the need to assess the success rate of the
location of the predicted value in the V/A plane. This
section presents the results previously obtained by the
authors developing an emotional prediction system and the
limitations that were revealed [24].

In that work, a dimensional model was designed to
predict emotions for MER by implementing an emotion
prediction system based on a multilayer perceptron (MLP)
[24]. The main functional phases that compose the
emotional prediction system are presented in Fig. 2.

The data analysis module is responsible for loading and
pre-processing the data of the dataset and applying principal
component analysis (PCA) to reduce the dimension of the
features space of the MediaEval dataset. The classifier

1http://opensmile.sourceforge.net/.
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Fig. 1 MediaEval songs distributed in the V/A dimensional space

system design module is responsible for defining the model,
the training process, and the metrics to analyze the success
rates. In this case, the definition of the model of an MLP
[33] includes the number of layers, the activation function
used by neurons, and the learning rate for the training
process. Depending on the results obtained, the predictive
model is configured with new adjustments and the training
process is repeated until improvement is achieved.

The prediction system has been implemented using an
MLP. The structure of the neural network is presented in
Fig. 3. In this figure, it is possible to observe the input
neurons, which represent the sound features of the songs;
the MLP requires 260 input neurons for the 260 sound
features available in the MediaEval dataset. However, it
is important to highlight that the implementation of PCA
could reduce the number of features; consequently, a lower
number of input neurons would be needed. Finally, the MLP
has only one neuron output to show the valence or arousal
value. For this reason, at least two neural networks are
necessary to implement the emotion prediction system.

Fig. 2 Main phases of the emotion prediction process [24]

Fig. 3 Multilayer perceptron

The models presented were trained in a conventional way
using 80% of the dataset for the training process and 20%
for the testing process. The training cycles were determined
through the stabilization of the loss metric; in general, the
training process stopped when the metric improved very
slightly. This constant review over the loss metric was very
important to avoid overfitting. With respect to PCA, it
was setting with 95% for variance retention. The optimal
parameter settings of these models are presented in Table 3,
specifying learning rates (LR), hidden layers (HL), and
neurons in the hidden layer.

The usual error metric to evaluate success rate with
respect to the approximate value predictions is the root mean
square error (RMSE). This metric uses a numerical scale
between 0 and 1, closer values to 1 indicate higher level
error, meanwhile closer values to 0 indicate lower level
error. In our case, after applying independent models for
valence and arousal (V/A), it was possible to obtain RMSE
values of 0.23 and 0.24 respectively (see Table 3).

Additionally, the dataset was divided into four subsets of
data, constituting four quadrants to later train independent
prediction models for both dimensions (V and A). It was
possible to reach RMSE values between 0.11 and 0.16. The
parameter settings of these models are presented in Table 4.

These numerical results seemed promising, so that, the
predicted V/A values were considered for doing a test of
emotional classification by quadrant. As an extension of
the prediction system, a very basic conditional rule engine
was implemented. Depending on the coordinate obtained

Table 3 Model parameters settings for the best results. LR: learning
rate. HL: number of hidden layers. Neurons: number of neurons in the
hidden layers. RMSE: root mean squared error

Model LR HL Neurons RMSE

Valence 0.070 1 64 0.23

Arousal 0.060 1 64 0.24

1241Pers Ubiquit Comput (2022) 26:1237–1249



Table 4 Model parameters settings for best results by quadrants. LR:
learning rate. HL: number of hidden layers. Neurons: number of
neurons in the hidden layers. RMSE: root mean squared error

Model Quadrant LR HL Neurons RMSE

Valence Q1 0.070 1 128 0.14

Q2 0.030 1 64 0.11

Q3 0.070 1 64 0.14

Q4 0.050 1 128 0.14

Arousal Q1 0.070 1 64 0.16

Q2 0.060 1 128 0.14

Q3 0.060 1 64 0.14

Q4 0.040 1 128 0.11

by the models presented above in Table 4, the rule system
determined the quadrant. The results are shown in Fig. 4,
in which it can be observed that the predicted values
(orange dots) are not suitable gathered around the quadrants.
In particular, the classification accuracy rate obtained by
quadrant is quadrant 1 (Q1) = 75%, quadrant 2 (Q2) = 5%,
quadrant 3 (Q3) = 35%, and quadrant 4 (Q4) = 21%.

As a conclusion, although the RMSE value obtained by
the emotional prediction system seems to be correct, it
was not possible to extend the functionality of this system
to achieve success in emotional classifications in four or
more quadrants through logical rules. The extension of a
prediction system to a classification system by obtaining a
prediction of the arousal and valence values is not enough
to make a successful classification. Therefore, this work is
extended in order to design and implement an emotional
classification system, that will be explained in detail in the
following section.

5 Categorical emotion prediction

In order to improve the emotional classification results a
new system is designed, which is trained with the same
MediaEval dataset. The main methodological tasks of the
classification system are shown in Fig. 5. Four different
processes are performed: labeling, data selection and data
balance (that conforms data pre-processing phase) and,
finally, the classification process.

Fig. 4 Classification based on prediction. Q1 top-left, Q2 top-right, Q3 down-left, and Q4 down-right. The quadrant locations of the predicted
values is far form being adequate for an emotion classification system (especially Q2 and Q4). Real values in blue dots, predicted values in orange
dots
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Fig. 5 Block diagram of the classifier tasks

This system has been developed in the Python language,
and the main libraries used for each phase are referenced in
Table 5.

5.1 Data pre-processing

In this initial phase, some transformations on the original
MediaEval dataset are performed. The main objective is to
obtain a properly divided training dataset and test dataset.
Due to the known unbalanced nature of the dataset, some
balancing strategies have been implemented and evaluated.

– Labeling. Each song is labeled with the appropriate
quadrant or binary class to which it belongs.

– Data selection. The proportion of data selected for
training, validating, and testing is defined. By default,
80% for training and validation and 20% for testing.
The validation dataset is established through the early
stop parameter, and typically is 20% of the training
dataset. The division of data between training and
testing is done with a stratified approach, allowing
datasets to be separated while maintaining class
proportions [16].

– Data balance. Different strategies have been imple-
mented to evaluate the class distribution in the training

Table 5 Implemented libraries

Phase Libraries

Data pre-processing model selection.StratifiedShuffleSplit

imblearn.over sampling

imblearn.under sampling

imblearn.combine

Classification klearn.neural network

sklearn.ensemble.RandomForestClassifier

sklearn.svm

dataset. It is important to highlight that unbalanced
datasets have a negative impact on the classification
metrics of minority classes. [5, 23]. For data balancing,
three strategies are tested and evaluated: over-sampling,
under-sampling, and a combination of over-sampling
and under-sampling [21]. Each of the above strategies
has different algorithms that are also evaluated accord-
ing to the results obtained with the classification system
in each of their experiments, as will be presented in
Section 6.

5.2 Classification

Three classifiers are implemented and evaluated: linear
SVM [6], random forest [25], and a MLP [20]. It is
important to note that for all the experiments the training
dataset is completely separated from the test dataset in a
stratified and random way. This a very important point to
guarantee the generalizing capacity of the classifier. In a
first step, the three proposed classifiers are evaluated with
the dataset annotated with 4 quadrants. Then, the MLP
classifier with a binary classification strategy is considered.
Finally, the influence of temporal averaging with different
analysis windows on dynamic emotional classification is
analyzed. The values of the main settings for each of the
implemented classifier are presented in Table 6.

For the linear SVM and random forest case there are
not many parameterization possibilities compared to MLP.
However, one of the most relevant parameters for this work,
which is also available in both classifiers, is the possibility
of assigning weights to the classes. As mentioned above,
the MediaEval dataset is unbalanced, and for this reason,
the balancing techniques available for each classifier are
of great importance in this study and must be activated.

Table 6 Settings values for each classifier

Classification technique Parameter Value

SVM class weight Balanced

Random forest n estimators 100

max depth 2

random state 0

class weight Balanced

MLP hidden layer sizes (160)

max iter 500

verbose True

activation relu

early stopping True

validation fraction 0.2

tolerance 0.0001

n iter no change 20
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Table 7 Multi-class classifier with balancing strategies for the MLP classifier

Balancing S. Algorithm F-measure Avg F

None None [0.74, 0.19, 0.60, 0.07] 0.40

OverSampler None [0.74, 0.19, 0.60, 0.07] 0.40

Resample [0.73, 0.35, 0.62, 0.25] 0.49

SMOTE [0.73 ,0.34, 0.69, 0.21] 0.49

ADASYN [0.71, 0.33, 0.60, 0.30] 0.48

BorderlineSMOTE [0.73, 0.29, 0.59, 0.29] 0.47

UnderSampler RandomUnderSampler [0.62, 0.25, 0.58, 0.32] 0.44

ClusterCentroids [0.51, 0.29, 0.53, 0.25] 0.39

Combination SMOTEEN [0.64, 0.36, 0.57, 0.32] 0.47

SMOTETomek [0.72, 0.31, 0.62, 0.34] 0.50

Best result is in bold

With respect to MLP, the most relevant parameters to avoid
overfitting and to improve the capacity of generalization are
early stopping, tolerance, and n iter no change.

The settings values of each classifier are presented in
Table 6. Some of the considerations presented in [18] were
applied for the definition of the optimal neural network
architecture, specifically with respect to the determination
of the number of hidden layers and their respective number
of neurons.

5.2.1 One vs. rest scheme for improving the classification
process

The success rates of two possible approaches in the
design of classification systems are also analyzed: binary
classifiers and multi-class classifiers. Although the use
of binary classifiers may require more computational
resources (various classifiers are executed in parallel), it
generally allows higher success rates in the classification
process [4, 9]. In addition, the use of binary classifiers is
also considered for reducing the impact of classification
complexity due to unbalanced data [40]. With this
precedent, in addition to designing a multi-class classifier,

the results obtained with binary classifiers by quadrant and
binary classifiers for valence and arousal are also analyzed.

5.2.2 Emotional classification over time

In Section 3, it was mentioned that the MediaEval dataset
was dynamically annotated. Even though each song has a
continuous 45-s annotation, it is important to discuss the
proper window length in which the emotional annotation is
the most accurate. For this reason, the classifying system
is trained with time windows between 0.5 and 10 s, with
0.5 s of increment. A new set of data is generated for each
of the time windows of different duration. The new data
are obtained by averaging in time the corresponding values
of both the acoustic features and the emotional annotations.
Finally, for each case, the F-measure is obtained and
its relation to the window length is determined. For this
dynamic classification process, the stratification algorithm
needs to be customized to guarantee a correctly separation
between training and test data. First, a stratification is
performed from the averaged database, and then all the time
windows of each song are completely separated and added
to the corresponding dataset (training or test).

Table 8 Comparison of multi-class classifier implementing SVM, Random Forest, and MLP

Classifier Balancing strategy F-measure Avg F

SVM None [0.75, 0.12, 0.61, 0.17] 0.41

class weight [0.69, 0.30, 0.62, 0.24] 0.46

Randon forest None [0.77, 0.04, 0.60, 0.21] 0.40

class weight [0.78, 0.19, 0.64, 0.17] 0.44

MLP None [0.74, 0.19, 0.60, 0.07] 0.40

SMOTETomek [0.72, 0.31, 0.62, 0.34] 0.50

Best result is in bold
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Table 9 Binary classifiers by quadrant

Quadrant Balancing strategy Algorithm F-measure Avg F

I None None [0.72, 0.76] 0.74

II None None [0.93, 0.04] 0.49

OverSampler Resample [0.91, 0.32] 0.62

SMOTE [0.91, 0.37] 0.64

ADASYN [0.89, 0.30] 0.60

BorderlineSMOTE [0.91, 0.39] 0.65

UnderSampler RandomUnderSampler [0.72, 0.24] 0.48

ClusterCentroids [0.54, 0.24] 0.39

Combination SMOTEEN [0.83, 0.23] 0.53

SMOTETomek [0.89, 0.33] 0.61

III None None [0.89, 0.60] 0.75

OverSampler Resample [0.88, 0.64] 0.76

SMOTE [0.87, 0.63] 0.75

ADASYN [0.86, 0.61] 0.74

BorderlineSMOTE [0.88, 0.64] 0.76

UnderSampler RandomUnderSampler [0.83, 0.63] 0.73

ClusterCentroids [0.75, 0.56] 0.66

Combination SMOTEEN [0.83, 0.65] 0.74

SMOTETomek [0.86, 0.61] 0.74

IV None None [0.92, 0.04] 0.48

OverSampler Resample [0.89, 0.22] 0.56

SMOTE [0.89, 0.28] 0.59

ADASYN [0.89, 0.18] 0.54

BorderlineSMOTE [0.89, 0.28] 0.59

UnderSampler RandomUnderSampler [0.75, 0.30] 0.53

ClusterCentroids [0.48, 0.27] 0.38

Combination SMOTEEN [0.81, 0.28] 0.55

SMOTETomek [0.88, 0.23] 0.56

Best result are in bold

6 Results and discussion

This section presents the results obtained from the
experiments described previously. These results are, in turn,
divided into two sections: classification system with average
values per song (Section 6.1) and classification system
analyzed by window length (Section 6.2).

6.1 Classifying systemwith averaged values per song

This section presents the classification results obtained by
working with the MediaEval dataset of 1802 songs and 260

Table 10 Binary classifiers for valence and arousal

Classifier F-measure

(V-,V+) (0.69, 0.77)

(A-,A+) (0.66, 0.72)

low-level features. The values of emotional annotation and
sound features were averaged over the duration of the song
obtaining a set of single values per song.

This work has considered the implementation of three
different classifiers. As indicated in Section 5.2, SVM and
Random Forest have the possibility to adjust class weights
to treat the problem of class unbalancing. In the case of
MLP, this parameter is not available, so the imbalanced-
learn2 library has been used to deal with data unbalancing.
This library has different strategies, which have been
evaluated in order to identify the best alternative for the
MLP classifier. The results obtained are shown in Table 7.
These results show that, without applying data balancing,
the classes less represented in the dataset are not properly
classified. Applying some data balancing strategy, the
classification performance improves substantially, although
it remains low.

2https://imbalanced-learn.readthedocs.io/en/stable/.
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Fig. 6 Success rate in binary classifier V/A

Once the best balancing strategy has been identified for
the MLP classifier, the three different proposed classifiers
have been compared. The F-measures for each quadrant
are calculated, and the classification performance of the
classifiers is summarized in Table 8. The experiment in
which the best-averaged F-measures are obtained for all the
classes is the one that implements MLP with SMOTETomek
[3]. However, it can be observed that, for classes Q1 and Q3,
other classifiers could classify with better results (Random
Forest with the class weight function), but with the less
represented classes in the dataset very low F-measure values
are obtained.

To improve the previous results, a set of binary classifiers
has been implemented. Table 9 presents four binary
classifiers applying MLP as the classification algorithm,
as well as all data balancing strategies. These results
are obtained through the one vs. rest approach, in which
independent classifiers are designed to identify each class
(quadrant). The best F-measures for each quadrant are
indicated in italics. Because the majority of the data belongs
to class I, it is not convenient to apply balancing strategies,
and there are no experiments with balancing strategies for
that class. In this case, the best common balancing strategy
for all the classes is Oversampling with BorderlineSMOTE,

Fig. 7 Performance for different window lengths without stratification
by song. Horizontal axis is the averaging window length in seconds
and the vertical axis is the F-measure for each class

Fig. 8 Performance for different window lengths with stratification by
song. Horizontal axis is the averaging window length in seconds and
the vertical axis is the F-measure for each class

instead of the combination SMOTETomek balancing
strategy of the previous four-quadrant classifier.

Finally, Table 10 presents binary classifiers for valence
and arousal and their respective F-measures obtained for the
same test dataset. These results are quite good, due to the
fact that the data of the dataset are distributed more evenly
between half-planes of the V/A plane.

In Fig. 6, from the same test dataset of 301 songs, it can
be observed that 267 songs (74%) are correctly classified in
valence, 250 songs (69%) are correctly classified in arousal,
206 songs (57%) are correctly classified in both dimensions,
50 songs (14%) are not classified in either of them, 61
songs (17%) are correctly classified in valence but they are
not correctly classified in arousal, and 44 songs (12%) are
not correctly classified in valence but they are correctly
classified in arousal.

6.2 Classifying system analyzed by the window
length

The final objective of this research is to analyze the success
rates in the classification process through the dynamic
emotional annotation process available in the MediaEval
dataset. As presented in Section 5.2.2, an averaged value
of low-level features and emotional annotations have been
obtained for different window lengths. In Figs. 7, 8, and
9, the horizontal axis represents the time span of the
averaging window in seconds. So, these figures represent

Fig. 9 Performance for different window lengths with stratification
by song and SMOTETomek. Horizontal axis is the averaging window
length in seconds and the vertical axis is the F-measure for each class
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the classification behavior, in terms of F-measure, when
more or less amount of temporal data are taken into account
in a dynamic emotional classification.

Although in Fig. 7 high F-measure values can be
observed for minority classes with short window lengths,
it is important to highlight that for this experiment the
stratification process did not guarantee complete separation
of the songs. The dataset is chosen from randomly separated
time windows without taking into account the precaution
of completely separating the songs in the training and test
datasets. This generates very good results, but they are due
to an overfitting that questions the ability of generalization
of the classifier.

In Figs. 8 and 9, a stratification process is carried out before
averaging. This ensures proper separation of all time windows
of each song in the training and test dataset. Figure 8 shows
the different values obtained of F-measure according to the
variation of the window length. Additionally, Fig. 9 shows
the same information but considering the data balancing
through the SMOTETomek technique. These results show
that in general, the variation of the window length does not
significantly improve the success rates in the classification
process. On the other hand, it can be seen that data balancing
slightly improves the F-measures values of minority classes
as presented in Table 7 for a multi-class classifier with
averaged values per song.

7 Conclusions and future work

This work has focused on the development of a music
emotional classifier using the MediaEval dataset. It is based
on a previously designed dimensional prediction system
using neural networks, in particular, a multilayer perceptron
(MLP). The prediction results shows that in spite of being
possible to reach low RMSE values (0.11) in the prediction
of valence and arousal, they are not valid enough to properly
identify an emotion on the V/A plane. The accuracy rates
obtained in a four-quadrant classification gives an averaged
value of 34%. These results lead to the development of a
categorical classifier based on the same dataset.

Three different classifiers have been designed and
evaluated: SVM, Random Forest, and MLP. The pre-
processing stage of the dataset has been analyzed and
it is a key element in the development of this work. A
stratification strategy has been implemented by randomly
and proportionally dividing the dataset into the training
data and the test data. Due to a clearly unbalanced dataset,
different balancing strategies has been evaluated, especially
in the case of the MLP classifier. It is shown that the
success rates between the three analyzed classifiers are not
very different, giving a slightly higher F-measure to the
MLP classifier. But, even using balancing strategies, the less

represented classes, that correspond with quadrants Q2 and
Q4, get a poor result in terms of F-measure (31% and 34%,
respectively, in the best scenario).

In order to improve the results obtained, a set of binary
classifiers have been implemented and evaluated using the
MLP classifier, which has provided the best results. The
classification proposed is a one vs. rest approach giving
the best-averaged F-measure for the four quadrants of 69%.
Therefore, a set of four binary MLP classifiers, trained with the
MediaEval dataset, and balanced with the BorderlineSMOTE
algorithm could give us a good enough emotional classification
of four quadrants. A simpler MLP binary classifier in terms of
valence and arousal gives similar results to properly identify
the positive and negative regions of the V/A plane (valence
is correctly classified at 73%, and arousal at 69%). Finally,
it has been shown that using an adequate stratification and
balancing scheme, there are very few differences in the
classification results using the dynamic annotation provided
by the MediaEval dataset. The F-measures are almost
constant regardless of the analysis time window used to
carry out the classification. However, a deeper analysis
considering variations and differences in time window
length will be done. It is possible to consider that the
labeling process was affected by the listeners’ mood or
something else, which could negatively impact the quality
of the emotional annotations in the music pieces.

It is important to note that the design of appropriate
emotionally annotated musical databases is one of the most
important challenges facing the development of emotional
classifiers based on music. Despite the effort made for years,
the current databases available to the scientific community
either have small amount of data or have labeling problems
or are not adequately balanced between the different
emotions. From our point of view, the development of this
type of database is essential for the progress of research
in the music emotion retrieval field. Beyond the possible
advances in the development of a dataset, in the near future,
our focus will be set in including the results obtained
with our classification system in the development of a
personalized emotional music recommender system.
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