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Abstract
Wireless sensor network (WSN) consists of a number of nodes that are mostly distributed in a random way to monitor or control
different phenomena, such as military operations, earthquake monitoring, environmental monitoring, factory automation and
security. A sensor network is formed from a large number of tiny, low energy, limited processing capability and low-cost devices
called sensor nodes (SNs) that communicate with each other in an ad-hoc fashion. SNs gather and forward data in order to achieve
targeted missions. However, the manual configuration for any sensor network is difficult especially when they are distributed in
such a harsh environment. The task of determining the exact position of SNs in WSNs is known as localization, which is an
important factor in all WSNs applications that deal with monitoring or controlling phenomena. The localization accuracy varies
from one application to another; localization techniques are deployed in different applications based on given requirements.
Localization techniques are categorized into two groups: range free and range based. In range-free techniques, localization
depends on the relationship between nodes and topological information of sensor nodes; however, in the range-based group, it
is required to calculate the distance between sensor nodes. The scope of this paper is on the range-free localization techniques
only. First, we survey different range-free localization techniques and discuss some of the localization-based applications where
the location of the SNs is vital and sensitive. Then, we describe five localization algorithms: Centroid, Amorphous, approximate
point in triangle, DV-Hop and DV-HopMax. After that, we simulate these algorithms using MATLAB based on different setups
and topologies. Finally, we make a comparative study between aforementioned localization algorithms based on different
performance metrics showing their pros and cons such as localization accuracy and energy consumption.
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1 Introduction

Wireless sensor networks (WSNs) are of major interest as they
enable us to continuously monitor and control the environ-
mental conditions. These devices are limited by resource con-
straints such low- power and limited processing. Due to the
rapid growth and development of WSNs, localization be-
comes a primary concern. The reported data event in WSN
is meaningful only if its position (and may be other data like
time) is known. It is not practical to provide each SN with

Global Positioning System (GPS) for large network sensors
because of power consumption and cost [1]. WSN is broadly
used in different areas such as military applications, industrial
applications, medical care, disaster relief and environmental
monitoring [2]. For such applications, we need to find out the
position of the gathered data in order to take the right decision.
The method to determine the position of a node assigned in a
network is often considered as localization problem [3].

Researchers proposed various ways of how to classify the
localization techniques. Localization techniques are widely
divided into two categories, namely, centralized and distribut-
ed techniques based on their computational model as illustrat-
ed in Fig. 1. In centralized localization techniques, there is a
base station that collects measurements and performs the com-
putation, and then simply, the outcomes are returned back to
the SNs. The virtue of this scheme is that all computations are
taking place at the base station so there is no computation
process in every node. The scalability remains the main
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problem for this scheme. Multi-dimensional scaling-mobile-
assisted programming (MDSMAP), semidefinite program-
ming (SDP) and simulated annealing–based localization
(LBSA) are the typical representations of the centralized lo-
calization techniques. On the other hand, in the distributed
scheme, each node involves the computation and nodes col-
laborate with each other to specify their positions [4–6].

Distributed localization schemes can be classified into two
groups: range-based and range-free localization techniques as
described in Fig. 2. Range-based localization determines the
distances between beacon nodes and sensor nodes based on
inter devices angles or device to device distances. After that, it

estimates their location by using different geometric methods.
The position of beacon nodes is known, either by using GPS
or manual pre-programming during the deployment stage,
while the sensor nodes can calculate their locations with ref-
erence to these beacon nodes. The benefit of using range-
based techniques is that it has a high ranging accuracy com-
pared to range-free techniques. However, the limitation of
these techniques is that they need additional hardware, expen-
sive for large systems, and also its deployment is very diffi-
cult. Some well known range-based techniques are as follows:
received signal strength indicator (RSSI), time of arrival
(ToA), angle of arrival (AoA) and others [5]. For range-free
localization techniques, there is no need to determine dis-
tances directly; instead, it uses hop count between beacon
nodes and SNs. Then, it computes location using geometric
methods. Some benefits can be achieved by using these tech-
niques that they do not need special hardware support; usual-
ly, they are cost efficient, mostly at the expense of the level of
accuracy [7]. The popular range-free localization techniques
are as follows: Centroid, Amorphous, approximate point in
triangle (APIT), DV-Hop and DV-HopMax. The comparison
between range based and range free is summarized in Table 1;
the range based is compared to range free in terms of addi-
tional hardware support, level of accuracy, power consump-
tion, deployment and robustness.

Fig. 1 Localization in WSNs

Table 1 Comparison between range-based and range-free techniques

Parameters Range-based technique Range-free technique

Additional hardware Needed Not needed

Level of accuracy High (85–90%) Low (70–75%)

Power consumption High Low

Deployment Hard Easy

Robustness High Low
Fig. 2 Classification of localization techniques
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Early range-free techniques have deployed a set of nodes
along with their GPS, which has the ability to know their exact
location. Range-free localization techniques are highly relying
on the communication and the cooperation between nodes in the
wireless network. However, using the communication modules
in these sensor nodes consumes a lot of energy while achieving
certain task and this process has highly impacts on the node’s
battery. Nevertheless, not much interest is offered to investigate
the influence of energy exhaustion on localization error.

The main contributions of this paper are as follows: it pro-
vides a detailed analysis of the various indoor position
schemes, in particular for the recent tracking techniques, which
were presented in the last 3 years. These techniques are ana-
lyzed using an assessment process to demonstrate the perfor-
mance metrics for these techniques as well as show their ad-
vantages and disadvantages. In particular, we concentrate on
more recent techniques that were published between 2016 and
2019 and have achieved a high accuracy. Then, we select five
techniques (Centroid, Approximate Point in Triangle (APIT),
Distance Vector Hop (DV-Hop), Amorphous, and DV-
HopMax) to study and compare between them based on differ-
ent performance metrics in square, C, O, L, U and W topolo-
gies. Moreover, we show the mathematical representation and
the main steps that are needed to implement these techniques.
After that, we evaluate the average consumption energy and the
localization error of the selected techniques for different topol-
ogies with random distribution. However, we selected the tech-
niques since we need to compare the DV-HopMax with the
basic famous techniques in terms of the average consumption
energy as well as the accuracy. Also, no one until now has
compared the DV-HopMax with other techniques. At the
end, we conclude our discussion section by comparing these
five techniques and tabulating the simulation results based on
our metrics. This work is mainly different from the previous
studies by observing the energy level during the localization
process. Moreover, we evaluate the nodes’ energy consump-
tion with respect to the transmitted and received packets be-
tween nodes in the same network, once the unknown node
specifies its position it stays as the usual node only. The re-
maining parts of this paper are divided as follows. In Sect. 2, we
discuss the main points of some previous literature surveys. In
Sect. 3, we investigate five range-free algorithms. The perfor-
mance analysis for the selected algorithms is presented in Sect.
4. Lastly, we conclude our work in Sect. 5.

2 Related work

Various localization algorithms are proposed to address the
localization issues. There are several metrics that are consid-
ered to compare between these algorithms. In this paper, we

survey different approaches from recent studies in the litera-
ture and try to identify the research gaps that can be addressed
in this study. Eva Tuba et al. [8] used a bat algorithm for
range-based localization to estimate the sensor node positions.
The algorithm has two stages: first stage, four mobile beacons
have been located at the edges of the region where nodes are
placed to estimate the coordinates of sensors. Then, in the
second stage, the beacons go to their ideal positions with the
lowest possible distance to sensor nodes. The proposed algo-
rithm is more suitable for regular localization.

In [5], a hybrid extendable range-based distributed cooper-
ative approach is proposed; the goal is to examine the impact
of the MAC layer on the localization process. It is crucial to
reduce collisions and re-transmissions of packets, which sig-
nificantly participate in saving of energy consumption. To
evaluate the performance, authors have varied parameters in
order to investigate their effects on the MAC. These parame-
ters include energy consumption, average localization accura-
cy, average localization time and the deployment strategy.
Authors showed the importance of integration the MAC pro-
tocol along with the localization algorithm; even though this
process minimizes the energy consumption and the localiza-
tion time, it needs to come with a localization method with the
capability of MAC optimizing energy consumption.

In [9], authors reduced the localization error in WSN, they
presented a model called adaptive information estimation
strategy time of arrival (AIES-TOA), and then they compared
it against root mean square standard (RMS-STD), in terms of
localization error, error tolerance and localization distance er-
ror. They showed that the AIEA-TOA outperforms the RMS-
STD by 12.64%, 10.62% and 86.62%, for localization error,
error tolerance and localization distance error respectively.
Authors in [10] concentrated on enhancing the localization
technique that basically relies on received signal strength
(RSS). To bear some nugatory errors in the information of
node location, a reference beacon node is used. Furthermore,
Dixon approach is employed to eradicate the aberrations of the
received signal strength indicator (RSSI) algorithm. The learn-
ing model here is used to minimize the ranging error of RSSI
and boost the localizing precision adequately.

Authors in [11] carried out a comparative evaluation per-
formance of various linear least-square (LS) approaches. To
determine the location of the intended node for ToA parame-
ters, linear or non-linear LS estimation approaches are applied.
In their work, they compared the performance of linear least
square techniques against the Cramer-Rao lower bound
(CRLB), and the results that have been demonstrated showed
the linear least-square based on ToA techniques yielded better
results. While many researchers are doing researches on RSSI
using various techniques, Moses A. Koledoye et al. [12]
worked on improving RSSI readings by using filtering
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techniques which are utilized to process unprocessed RSSI
data in order to enhance the preciseness of range estimation.
A number of filtering techniques have been selected as a can-
didate such as simple moving average (SMA), exponential
moving average (EMA), moving median and moving mode.
Moreover, the data are collected from commercial off-the-
shelf (COTS) devices since they are more suitable with the
selected filters, and then the COTS devices have been inves-
tigating within the presence of fixed nodes located in line of
sight (LOS) environment. They showed that the filtering tech-
niques were used with RSSI that enhance the preciseness of
range computing and produce good results compared to direct
computing from the raw data.

Researchers in [13] proposed a range-free localization ap-
proach that is used to estimate the positions of nodes. In their
work, they improved a minimummean square error technique
that makes the computation of the distance between the source
and destination nodes easier. Moreover, they considered the
hop counts between source and destination nodes and their
coverage radius. Some features of this approach have high
accuracy in determining geographical coordinates, low traffic
load and good performance for both homogeneous and het-
erogeneous environments. They showed that their approach
has good location estimation and minimized traffic load at the
same time compared to other existing localizing methods.
Authors in [14] introduced a 3D-GAIDV range-free localiza-
tion model for WSN. To modify the average hop size of bea-
con nodes, the correction factor has been used. Moreover, the
authors used a linear search approach to optimize the modified
hop size. The authors applied also the concept of the three-
dimensional spatial geometry (coplanarity) to minimize the
location errors generated by beacon nodes that are coplanar.
In order to furthermore improve the location precision, genetic
algorithm (GA) is applied. They evaluated their algorithm by
comparing it with other existing algorithms, and the results
showed that their algorithm outperforms the other existing
algorithms since their algorithm performs the process and cal-
culations at the target sensor level; this feature adds virtue to
this algorithm by making it more energy efficient.

Comparative evaluation of different range-free techniques
in [15] was carried out. They studied and compared each of
these techniques in terms of the localization error. The results
showed the presence of inverse proportional relation between
the number of nodes and the range value. They also demon-
strated the MDS-MAP technique that produces better results
compared to other existing techniques, even if both number of
nodes and range value are increased. On other hand, the error
is less changed for both distance vector hop (DV-Hop) and
Amorphous techniques. Moreover, in an effort to solve the
localization problem, Najeh et al. [16] developed a novel
range-free technique using genetic algorithms. The authors

calculated the position of the unknown node by using genetic
algorithms (GAs). They claimed that there is no need for extra
hardware in the network localization. In their work, they con-
centrated on two parts: first, they demonstrated the traditional
DV hop technique, and then they explained the proposed tech-
nique in both the theoretical and experimental analysis and
they showed that the proposed technique enhances the posi-
tioning accuracy of the traditional DV hop technique. To com-
pute the unknown node position, they placed a node on an
estimated position that has less connectivity difference com-
pared to the unknown node and they found that the most
accurate estimated position by just reducing the connectivity
difference using the GAs. Also, they showed that their tech-
nique outperforms some other existing techniques.

In [17], authors compared between two range-free locali-
zation algorithms: Fingerprint and Centroid algorithms using
the Tmote sky devices. The authors compared the algorithms
in terms of localization accuracy and average error. They
showed that the fingerprint algorithm has better performance
compared to the Centroid algorithm. Paper [18] presented an
improved version of Distance Vector Hop (DV-Hop) tech-
nique; the main goal is to save the energy by allowing only
one beacon node to broadcast his position information. When
the coordinates are estimated, the location error is reduced by
using the ratio position; consequently, location accuracy is
improved. The proposed algorithm was compared against
two other DV-Hop techniques: the first one is based on least
squares and the second relies on the improved particle swarm.
The proposed technique performs better in terms of localiza-
tion accuracy and energy saving.

Authors in [19] presented a multi-objective DV-Hop local-
ization technique called NSGA-II-DV-Hop based on the Non-
dominated Sorting Genetic Algorithm II (NSGAII). The main
target is to reduce the localization error, since the old version
from the DV-Hop localization technique depends only on the
single-objective optimization; however, it is converted into a
multi-objective DV-Hop localization technique. They deployed
the multi-objective constraint in order to minimize the conver-
gence domain of the unknown nodes that are distributed in the
network as well as achieve better localization accuracy.
Moreover, they built a better search approach by changing the
population constraint based only on three beacon nodes to the
constraint of all beacon nodes. They showed that the NSGA-II-
DV-Hop technique outperforms the old DV-Hop and the pre-
vious techniques in all topologies; also, it supports the reliabil-
ity and practicability of the multi-objective model in general.
Another interesting research [20] published recently to serve
the localization field based on the fuzzy decision for the local-
ization techniques in WSN. Firstly, the received signal strength
database of the reference points and the unknown nodes is
formed; after that, the distance relationships between these
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nodes are quantified, tested and saved through the fusion of the
main database. Last step, the positions of the unknown nodes
are calculated based on the process of different attribute deci-
sionmaking at the same time. They showed that the localization
error of this technique is stayed in the low level values for
different regions with different path loss values and noise inter-
ferences; this gives an indication that the technique has a high
reliability and good environmental adaptability.

Authors in [21] proposed a localization technique based on
fingerprint localization system for indoor and outdoor real time
applications. This system mainly depends on four improved
techniques: AFS technology (it used to achieve better robust-
ness and survivability for the whole system by identifying the
main problems), praxeological tracking (it used to improve the
localization accuracy as well as the user experience of the
targeted system), traffic regulation–based radio map establish-
ing and full-overlapping clustering (it was deployed to provide
the assistance to the tracking stage). This system showed a very
high performance under low- and high-speed tests, and it sup-
ported the reliability and validity of the system with low local-
ization error values. Paper [22] presented a new tool that gives
the researchers and designers a fast method to evaluate the
performance of the selected localization technique for specific
topologies. The Cramér-Rao lower bound (CRLB) has been
used as a lower bound in the TOA or RSS models. This bound
represents as a benchmark for testing the localization technique
for different channel characteristics and WSN topologies in
order to define the accuracy value. Moreover, the channel char-
acteristic for any node can be varied from one to another node
in the WSN by using this tool and you can test the cooperative
localization techniques in same WSN. Furthermore, the tool
allows to consider independent characteristics for each node
in the WSN and it has ability to run Monte-Carlo simulations
as well produce the statistical reports.

In paper [23], authors proposed a lightweight localization
technique for low resources and small WSNs, which compro-
mise andminimize the gap between the high accuracy demands
and the low resources that are available in WSNs. This tech-
nique is fully distributed and fulfils a high localization perfor-
mance for the targeted sensor network by looking at the uncer-
tainty values of the distance measurements in order to reduce
the positioning errors that might occur from the range measure-
ments and the interconnections between all neighbouring
nodes. The proposed technique validated the performance, ro-
bustness and feasibility of the whole system. Authors in [24]
presented a scheme to improve the Monte-Carlo localization
technique by deploying a modified-genetic algorithm based on
the coefficients of the Least-Mean-Square (LMS). This enabled
to reach the maximum sample sets and minimize the hop
counts. Based on that, the overhead communication, network
traffic, and the localization inaccuracy are decreased

accordingly. According to the Maximum Likelihood
Estimator (MLE), authors in [25] proposed an adaptive iterative
localization approach based on the steepest gradient descent.
This approach considers the cost function to be the requested
function, and within the context of the gradient error, the re-
quired location can be identified. Moreover, they improved the
localization accuracy and the convergence speed by using the
Sigmoid function in the searching technique with a variable
step. In three-dimensional WSNs [26], authors presented a
new approach which is combination between the RSS and
AoA localization techniques, where sensor nodes are randomly
distributed with unknown transmission power and path loss
exponents. Also, the authors derived a weighted east squares
approximations to evaluate jointly the position of the unknown
nodes and the channel components. This sub-optimal solution
achieved high accuracy and save the energy of the SNs. In
researches [27, 28], authors studied an event-driven received
signal strength based localization for underwater WSNs. Based
on a centralized system, they designed a fast localization ap-
proach using a linear fitting model for the received signal
strength and distance relationship between sensor nodes.
Moreover, they have also developed a technique for calculating
the relative distance and optimizing the effects of the error in
distance estimation. The suggested localization approach
achieved better performance comparing with other approaches
and the accuracy almost reached 90%. Authors in [29] derived
the MLE for estimating the node position, where the transmis-
sion power can be considered as either a known or unknown
variable, the generalized trust area technique has been applied
with different approximations in order to change the MLE into
an easy solvent form. The main drawback of this approach is
that the overall performance may be degraded due to the ap-
proximations stage, and the output solution will be a sub-opti-
mal solution. In paper [30], authors studied the problem of
localization and synchronization of a SN in WSNs at same
time. Hence, they created a bi-iterative estimator that evaluates
the position and time of the source node alternately. Moreover,
the convergence of the bi-iterative is proved by using the in-
variance theory of LaSalle. This joint approach achieved better
accuracy with less number of anchor nodes and less communi-
cation overload comparing with other approaches in terms of
the structure size and the network resources requirements.
Authors in [31] proposed an intelligent approach called
DeepML; it is a deep long short-term memory-based model
for indoor localization requirements using light sensors and
smartphone magnetic. They developed the DeepML approach
to create bimodal pictures through data pre-processing stage
and then train the deep network to visualize the local position
features. After that, newly acquired magnetic field and light
intensity data are used in an advanced probabilistic approach
to determine the orientation of the mobile node. A fingerprint
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localization technique based on the improved weighted k-
Nearest Neighbor (KNN) approach and the RSS distance was
proposed in [32]. The data base of this technique is constructed
in the offline phase, and real-time measurements of the RSS are
collected in the online phase. Moreover, the two-stage received
signal strength distance is evaluated using the Euclidean for-
mula. Eventually, they used an optimized weighted KNN ap-
proach to determine the last coordinates of the measuring point
to resolve the issue of the non-Gaussian distribution noise. This
approach can reduce the impact and improve the accuracy of
signal strength fluctuations. Authors in [33] proposed a
Cooperative Localization and Tracking Approach (CLTA) for
complex and crowed indoor environment based on grid. The
CLTA approach is split into two phases: offline and online. A
collaborative fingerprint data base based on reliable nodes is
constructed during the offline phase. On the other phase, a
region overlapping technique is deployed to tight positions in
the multi-network environment. To tight more the position ar-
ea, they used a predictive technique to predict the mobile target
position. Finally, a cross-grid technique is applied to increase
the accuracy, if necessary, by upgrading the related information
in the fingerprint database. This approach shows good results
for the multi-network over the single network comparing with
other approaches. A soft-clustering approach for the finger-
print-based localization method was proposed in [34]. The re-
ceived signal strength is used as the main signal parameter in
this approach. A perfect spatial resolution of a database corre-
sponds to the time needed to match the patterns is required for
the high precision of the localization. Clustering can be used to
decrease the evaluation time by grouping similar data in the
same cluster since it basically reduces the database sizes. The
main consideration is the exactness of the algorithm for clus-
tering the target and fingerprint positions. Eventually, the target
position can be determined more easily by using soft clustering
with the fingerprint strategy than by using traditional finger-
print strategies since the target position is calculated within a
small set of cluster fingerprints rather than in the database using
all fingerprints. In paper [35], authors presented an optimal
Weighted K-Nearest Neighbour (WKNN) approach in order
to acquire the optimized node location estimate for finger-
print-based localization technique in a noisy environment for
WSNs. This approach is based on two algorithms: Adaptive
Kalman Filter (AKF) andMemetic Algorithm (MA). The AKF
is used to minimize the RSSI measuring noise between the
WSN nodes. Next, MA is used to maximize the reference point
weight in order to approximate the location of a node according
to the filtered RSSI and the measured radiomap. At the end and
based on the optimized weight, the optimal location of the node
is achieved. Extensive results show that this method has ob-
tained high accuracy regardless of the location of the requested

node, the number of anchor nodes and the calibration cell.
Authors in [36] proposed a theoretical framework to determine
how the temporal similarity of the received signal strength will
affect the efficiency of the position prediction, which depends
on a newly radio propagation model, taking into account the
time-varying properties ofWi-Fi access point signals. Then, the
method used to evaluate the localization in one-dimensional
space and show the basic reason why localization efficiency
can be enhanced by exploiting the temporal similarity of the
received signal strength. Next, they expand the research to
high-dimensional situations and mathematically represent the
limits of the signal strength space that separate one physical
position from another. Paper [37] presented a diversity-leverag-
ing architecture for indoor localization named by Wireless
Locator (Wi-LO) approach.Wi-LO is a client-server model that
achieves a high accuracy by comparing the obtained signal
samples with a previous reference for each sender, thereby
allowing astand-alone decision for these sensing states. In this
paper [38], authors updated the basic DV-Hop approach and
used a metaheuristic (Particle Swarm Optimization (PSO))
strategy to solve a positioning mistake without raising the ad-
ditional hardware and the expense of computing. During the
upgrading stage, average hop size, hop count value, location
analysis estimates and error analysis were determined and a
mathematical structure for the implementation of the
metaheuristic method was developed. They studied the effi-
ciency of the proposed approach in terms of accuracy, location
error, error variance, and coverage. Authors in [39] invented a
cheap solution based on the support vector machine (SVM) and
twin SVM (TWSVM) approaches. The network is trained to
indicate the closed nodes to the source or the destination; thus
the event region is detected. Next, the central location of the
target area is an approximation of the source position.
However, the SVM and TWSVM learning approaches are used
to show the region of event detection. Consequently, the SVM
and TWSVM approaches were referred to as “Red-S” and
”Red-T,” respectively. It has been demonstrated by simulating
various scenarios that Red-S and Red-T operate adequately in
target location, especially in dense networks. A RSS based
localization approach was proposed in [40] for energy harvest-
ing underwater optical WSNs. The sensor nodes with inade-
quate battery collect ambient resources and start communicat-
ing when they have suitable energy storage. However, the lo-
calization of the network is achieved by calculating the re-
ceived signal strengths of the active SNs. Moreover, a block
kernel matrices are then determined for measurements of the
range based on the received signal strength values. When the
full block kernel matrices are usable, a closed-form localization
method will be built to locate each optical sensor node in the
network. As a result, the proposed approach reduces the error
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values by introducing a novel matrix completion technique in
estimating the shortest paths, in block kernel matrices. In this
research [41], authors presented an iterative positioning ap-
proach that deploys mobile beacon nodes and transmit location
information to its neighbors to determine where they are locat-
ed roughly. A progressive approach also used to identify
low beacon sensor nodes. The proposed approach depends
on the multilateration technique; it is applied to determine
the location by using the distance between nodes. It is
observed that the error of localization is further decreased
throughout their mobility by receiving multiple beacons
from the mobile anchor nodes from the different location.
The main benefit of the mobile beacon node over the fixed
beacon node is that with fewer mobile beacon nodes, lo-
calization is achieved across the entire network, which is
preferable for energy-restricted WSN. In paper [42], au-
thors suggested a target location approach focused on the
FuzzyInference System (FIS) in three-dimensional WSNs.
The suggested solution measures the distance between bea-
con and target nodes by adding a correction factor with a
beacon node hop dimension. In order to enhance position
precision for this approach, the principle of fuzzy logic-
based edge weight evaluation is implemented. Based on
this addition, the proposed approach when compared to
the existing tracking technique, it achieved less location
error and greater accuracy. Table 5 and Table 6 in the
Appendix compare between these techniques with respect
to the used localization technique, performance metrics,
advantages, and disadvantages/limitations.

3 Range-free algorithms

In this section, we are going to describe five popular range-
free algorithms (Centroid, DV-Hop, Amorphous, APIT and
DV-HopMax) in details since they are mostly used in the
literature reviews:

3.1 Centroid algorithm

The centroid localization algorithm was proposed by Bulusu as
in [43]. It is one of the simplest range-free algorithms since it
requires only a minimum number of computations and little
communication expenses comparing with other algorithms.
Simply, all unknown nodes calculate their locations as the cen-
troid of all received packets from the beacon nodes within the
communication range. Generally, this algorithm is like a binary
information whether the unknown node is within the communi-
cation range or not in order to consider it as the estimated value.
However, each beacon node has a circular shape and nodes who
are located inside this circle can communicate with them as
described in Fig. 3. Here, there are four beacons in the circular
range and there is only one unknown node; in this figure, the
estimated location for the beacons is the centroid value.

This algorithm consists of three stages:

– Stage one: all beacon nodes send their locations to all
sensor nodes within their communication range. At the
same time, each unknown node listens to the medium for
a specific period of time and then collects the received
packets from the beacon nodes.

– Stage two: these unknown nodes evaluate their locations
by the centroid determination from all locations of the
beacons.

– Stage three: this centroid is a simple operation that uses
only the beacon nodes locations; this value can be evalu-
ated by the following:

Ci x; yð Þ ¼ 1

N
∑
N

j¼1
Bj x; yð Þ ð1Þ

where, Ci (x,y) represents the location of unknown node i and
this gives us the coordinates of this node. Bi(x;y) is the location
of the beacon j, where this includes all beacons that are in
range with this node and it starts from beacon 1 up to last
beacon N, where N ≥ 3.

Fig. 3 Nodes representation in
the Centroid Algorithm

183Pers Ubiquit Comput (2021) 25:177–203



The pseudocode of this algorithm can be described as
follows:

As we mentioned in the beginning, Centroid algorithm is a
simple algorithm but the achieved accuracy is high compared
with other algorithms and this is due to the centroid formula.
However, the accuracy of the estimated location depends on the
beacon nodes density and the type of distribution; usually, the
uniform distribution topology increases the localization accuracy.

3.2 DV-Hop algorithm

Another well-known algorithm from the range-free localization
group is called DV-Hop algorithm. This algorithmwas proposed
by Niculescu et al. [44] in 2003; it is a distributed hop-by-hop
localization algorithm. Mainly, it is based on the distance vector
as in the traditional routing algorithms. However, this gives an
approximate value for the estimated location of any unknown
node in the network by using a few numbers of known location
nodes, which are most probably equipped with GPS.
DV-Hop algorithm is not using the usual ranging techniques

to localize and find the distances of the unknown nodes.
Simply, each sensor node calculates its distance based on the
minimum hop number and average distance with respect to the
beacon node. After that, the distance can be computed between
the usual node and the beacon node by multiplying the mini-
mum hops with the average distance of each hop. Finally, each
node estimates its position coordinates using different estima-
tors, such as triangulation, trilateration, maximum likelihood
estimators and so on. DV-Hop algorithm consists of three
stages as described in the following detailed manner:

– Stage one: Finding the minimum number of hop counts
for each node; each beacon node broadcasts a beacon
message including his position coordinates and the hop
count, which is set to 0 at the beginning of the transmis-
sion. This value is incremented by other neighbour nodes
when they receive it and then they re-broadcast again.
Therefore, if the beacon or normal node receives a beacon
message, it stores the coordinates of the sender node and
increment the hop count by one. In the meantime, it

initializes a new field called hop size, where this value
represents the minimum number of hops between the
sender and the node itself. Actually, if the receiver node
receives a message from the same beacon node, it first
checks the hop number and increment it directly and then
compare it with the stored one if it is less, it updates its
value and rebroadcast it with the new hop value.
Otherwise, it drops the message. At the end of this stage,
all nodes, beacon and normal, will have the minimum hop
counts with respect to all beacon node in the network.

– Stage two: Evaluating the average hop distance; each beacon
node evaluates the average distance per hop by using the
received coordinates from other beacon nodes along with
the minimum number of hops that is needed to reach this
beacon; this value can be estimated by using the following:

HopSizei ¼
∑n

j¼1 j≠ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−x j
� �2 þ yi−y j

� �2
r

∑n
j¼1 j≠iHopCountij

ð2Þ

where (xi,yi) and (xj,yj) are the coordinates of the beacon
nodes i and j respectively, HopCountij is the number of hops
between i and j and n is the total number of beacon nodes.
Then, each beacon node needs to flood this value to other
nodes. Once, this value is received by the unknown node; it
stores the first received packet only and then sends it again to
its neighbours. This process assures that most of the nodes
receive the value of the nearest beacon node. In the meantime,
once the unknown node receives this value and stores it, it
evaluates the distance between itself and the beacon node; this
can be done by using the following:

Distanceub ¼ HopSizei � HopValueub ð3Þ
where HopSizei is the hop value received by this unknown node
from the nearest beacon node ί, and HopValue is the minimum
hops between the beacon node and this unknown node.
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– Stage three: Estimating the location of the unknown node;
the unknown node can estimate its location by using the
triangulation estimator [45] along with the evaluated
values from stage two. First, let the coordinate of the
unknown node be (x, y), the coordinate of the beacon
node is (xi, yi) and the distance between this beacon node
and the unknown node is di. Then, we have n beacon and
we would like to estimate the position of this unknown
node; this can be done by using this equation:

x−x1ð Þ2 þ y−y1ð Þ2 ¼ d21
x−x2ð Þ2 þ y−y2ð Þ2 ¼ d22

:
:
:

x−xnð Þ2 þ y−ynð Þ2 ¼ d2n

8>>>>><
>>>>>:

ð4Þ

After that, in order to simplify our system and make these
equations linear, just subtract the last equation from the pre-
vious n − 1 equations and rearrange them. In the meantime, we
will get the following set of equations:

x21 þ y21−x
2
n−y

2
n−2 x1−xnð Þx−2 y1−ynð Þy ¼ d21−d

2
n

x22 þ y22−x
2
n−y

2
n−2 x2−xnð Þx−2 y2−ynð Þy ¼ d22−d

2
n

:
:
:

x2n−1 þ y2n−1−x
2
n−y

2
n−2 xn−1−xnð Þx−2 yn−1−ynð Þy ¼ d2n−1−d

2
n

ð5Þ

These equations can be represented in a matrix form as
follows:

AX ¼ B ð6Þ

where A, B and X are a matrices and equal to the following:

A ¼
2 x1−xnð Þ 2 y1−ynð Þ
2 x1−xnð Þ 2 y2−ynð Þ

⋮ ⋮
2 xn−1−xnð Þ 2 yn−1−ynð Þ

2
664

3
775 ð7Þ

B ¼

x21 þ y21−x
2
n−y

2
1−d

2
1 þ d2n

x22 þ y22−x
2
n−y

2
n−d

2
2 þ d2n

:
:
:

x2n−1 þ y2n−1−x
2
n−y

2
n−d

2
n−1 þ d2n

2
666664

3
777775

ð8Þ

X ¼ x
y

� �
ð9Þ

Finally, in order to solve the targeted equation, we need to
do some simple operations and then we will get the following
value for the position:

X ¼ A0Að Þ−1A0B ð10Þ
where A′ is the transpose of matrix A.

However, to simplify and summarize the procedure of the
DV-Hop algorithm, the following pseudocode describes all
steps that mentioned before:
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The main advantages of the DV-Hop algorithms are
being simple, less complexity and low-cost (i.e. no need
for ranging techniques). On the other hand, it may suffer
from low accuracy, especially when we have a small net-
work. If we have a pair of nodes with the same hop dis-
tance value from all beacon nodes, we will get the same
estimated location. But this is not the case, since the phys-
ical distance might be different. Therefore, most of the
researches after 2003 tried to improve the localization
accuracy regardless how many beacons and unknown
nodes are in the network and the distances between them.

3.3 Amorphous algorithm

This algorithm [46] was proposed separately from DV-Hop
algorithm; it has some similar specification of the DV-Hop
algorithm; however, the main idea is to evaluate the hop dis-
tance between any two nodes rather than finding the linear
distance between them. It consists from the following steps
[47]:

– Step one: evaluate the minimum hop number from the
unknown node to the beacon node, where every beacon
node transmits packets to the unknown nodes using the
flooding technique. The minimum hop number from the
unknown node i to the beacon node k is evaluated by
using this formula:

S i;kð Þ ¼
∑ j∈nbrs ið Þh j;kð Þ þ h j;kð Þ

jnbrs ið Þj þ 1
−0:5 ð11Þ

where S(i,k) is the minimum hop value from the unknown
node i to the beacon node k; h(j,k) represents the hop value
from the unknown node j to the beacon node k; h(i,k) repre-
sents the hop value from the unknown node i to the beacon
node k; nbr(i) represents the number of neighbour nodes
around the unknown node i; jnbr(i)∣ represents the number
of neighbour nodes around the unknown node i.

– Step two: evaluate the distance value from the unknown
node to the beacon node; however, the average distance
value of one hop is evaluated by using this formula:

HopSize ¼ r 1þ e−nlocal−∫1−1e
− nlocal=πð Þ arcos t−t

ffiffiffiffiffiffi
1−t2

pð Þ
dt

� �
ð12Þ

where r represents the wireless range of the node and nlocal
represents the average connectivity of the network. Formula
(13) is used to evaluate the distance value d from the unknown
node to the beacon node based on the average distance value
for one hop and the minimum hop number from the unknown
node to the beacon node.

d ¼ HopSizei � S i;kð Þ ð13Þ
– Step three: use the least squares technique to locate

the unknown nodes; when the estimated distances
from the unknown node to three or more beacon
nodes have been gained, the position value of the
unknown node can be evaluated by using same cal-
culations deeply discussed in the DV-Hop algorithm
for the least square estimation.

3.4 APIT algorithm

Approximate point in triangle (APIT) is a free range algorithm
[48]. It needs a heterogeneous network of sensing equipment
where a small number of these devices should have a high-
powered transmitters and location data gained via a GPS de-
vice or any other mechanism. We called these location-
equipped devices as the beacon nodes. In this algorithm as
described in Fig. 4, the network area is split into a triangular
shape between beacon nodes, where inside or outside every
triangle there is a node that allows to decrease down the main
area in which it can potentially reside. By utilizing the com-
binations of the beacon locations, the diameter of the evaluat-
ed area in which a node resides can be decreased; this accord-
ingly will give a good position estimate with satisfactory
accuracy.

The hypothetical technique that is used to decrease
down the area in such way that the targeted node re-
sides is the point-in-triangulation (PIT) test. In this test,
a node selects three beacon nodes from all noticeable
beacons and tests if this node is inside the triangle that
formed by connecting these three beacons. APIT then
repeats this PIT test with different noticeable beacon
groups until all groups are exhausted or the needed
accuracy is achieved. After that, APIT evaluates the
centre of gravity (COG) for the intersection between
all triangles in which a way that the node resides to

Fig. 4 Area-based APIT Algorithm Overview
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defined its estimated location. APIT technique mainly
consists from three steps and these steps are completed
at separate nodes in a distributed way. Before starting with

the detailed description of these steps, we present the
pseudocode of this algorithm.

APIT algorithm consists of the following three steps:

– Step one: gather data such as info of the beacon node near
the unknown node: identification number, location and
signal strength.

– Step two: test whether the unknown node is inside the
triangle area that constructed with different beacon nodes
or not. Figure 5 shows an example of the APIT testing.
For the three given beacons, A(ax,ay), B(bx,by) and
C(cx,cy), we will specify whether a point M with an un-
known location is inside the triangle DABC or not.
Proposition 1: If M is inside the triangle area DABC,
whenM is shifted in any direction, the new location must
be closer to at least one beacon A, B or C as we can see in
Fig. 5a. Proposition 2: If M is outside the triangle area
DABC, whenM is shifted, there must a direction in which
the location ofM is further from or nearer to all the three
beacons A, B and C as we can see in Fig. 5b.

– Step three: calculate the overlapping area between all
triangles that cover the unknown nodes. Once the
APIT tests are completed, the APIT collects the results
through a grid SCAN technique as in Fig. 6. In this
technique, a grid array is deployed to find the maxi-
mum area in which a node will reside.

For each APIT, inside decision, the collected values of the
grid regions over which the triangle resides are incremented.
For the outside decision, the grid area will be similarly
decremented. Once all triangular areas are found and comput-
ed, the resulting data usually is used to specify the maximum
overlapping area (e.g. the value 2 in Fig. 6 is the maximum)
and then calculate the centroid of the overlapping area and the
location of the unknown node. The pseudocode of the APIT
aggregation/collection technique is as follows:
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3.5 DV-HopMax algorithm

Shahzad et al. [49] proposed an extended technique for the
DV-Hop called DV-Hop-Max for both anisotropic and isotro-
pic networks. Authors in this paper introduced a new param-
eter called MaxHop; this parameter value is related and de-
pending on the characteristics of the network topology in a
way that may improve the accuracy of the whole network. The
concept of this algorithm is very simple; it follows the same
steps of the DV-Hop with minor modifications. The main
difference is that the hop count value is restricted by a thresh-
old value and nodes will not forward the received packet if the
value is larger than this value. If the hop count is more than
MaxHop, the unknown node neglects the information from
the beacon nodes. Since the distance estimation of some nodes

is inaccurate, especially that are not helping or even deforming
the accuracy; this produces some errors in the estimation and
increases the delay factor, which is not suitable for most of the
Internet of things (IoT) applications. Authors found that
MaxHop value is between 5 and 12 hop count, and this gives
a good result for different topologies and anisotropic factors.
This value can be adjusted based on the needs such as desired
accuracy, power consumption and convergence time. The fol-
lowing algorithms (5) and (6) can be used to find the optimal
MaxHop value based on the required accuracy or the desired
convergence time.

Fig. 5 APIT testing example

Fig. 6 SCAN approach
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It is clear from their results that the convergence time, local-
ization accuracy, computational overheads and energy consump-
tion in both isotropic and anisotropic networks are improved
compared with other similar algorithms. However, these metrics
depend on the MaxHop value and the network topology.

4 Performance analysis

There are many constraints in WSNs such as node size, energy
and cost.Many localization algorithmswere proposed during the
last decade, but most of them were deployed to serve a specific
application and they were not necessarily suitable for other ap-
plications. For example, some of these algorithms are specifically
designed only for mobile nodes and it is not applicable for fixed
nodes. Based on that, evaluating the performance of any locali-
zation algorithms in WSNs is highly needed, either to validate
the algorithm and compare it with the previous algorithms or to
select a specific localization algorithm that is more suitable than
others for a specific application. Indeed, it is important for the
researchers to define the performance evaluation metrics that are
used in comparison with other algorithms and to deeply under-
stand the application requirements. Some of the famous evalua-
tion metrics are as follows: localization accuracy, coverage, scal-
ability, topology, cost and robustness. Consequently, these
metrics have highly impact on the WSN constrains such as
complexity, power consumption and scalability. In this
study, we focus only on the following factors:

– Topology model: Random distribution strategies will be
used, where the unknown and beacon nodes are distrib-
uted in a random way with different shapes like square,
C-shape, W-shape, U-shape, L-shape and O-shape.

– Localization error: The commonly used metric for any
comparison between the localization algorithms is the
location estimation error (accuracy), where this metric is
defined as in the following equation:

Error ¼
∑
n

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−x

0
i

� �2
þ yi−y

0
i

� �2
r

NR
ð14Þ

where (xi,x′i) represents the exact and estimated x-coordinates,
and (yi,y′i) represents the exact and estimated y-coordinates,
respectively. N is the number of unknown nodes, and R is the
radio range for the unknown node.

– Energy consumption: The biggest challenge in sensor
nodes is how to keep them working as long as possible
with respect to their remaining energy. This amount of
energy is defined as the lifetime of the sensor node, and
the energy consumption in the sensor nodes is mostly

viewed in three parts: computation part, communication
part and the sensor/actuator part. Computation part repre-
sents the microprocessor section where the node carries
out different functions and tasks in one direction or an-
other to achieve a certain purpose in an efficient manner.
Generally, the microcontroller’s functions may contain
the following: data acquisition coming from the sensor/
actuator part in the sensor node. In the WSN, in order to
conserve the energy, it is more suitable for a node to be
inactive and change its mode to active when an event
happens. The microcontroller usually manages the power
usage by changing to different modes based on different
operating conditions or conditions differ from one appli-
cation to another or from one manufacturer to another.
The communication part is related to the physical layer
and the medium access control (MAC) layer, where a
node uses part of its energy in sending, listening and
receiving data. Sensor network uses the same wireless
channel for all nodes. This communication channel stays
idle most of its time; it mainly generates a low traffic
value. On other hand, keeping nodes awake during all
time consumes a lot of energy, and accordingly, the life-
time of the sensor network is reduced. Nodes should go to
the sleep mode when there is nothing to send or receive
and wake up if they require to send information or if there
is another node has transmitted information to them.

In order to find the approximate consumed energy for our
targeted techniques, let n neighbours to the unknown nodes,
Es is the consumed energy in sending packets, Er is the con-
sumed energy in receiving packets and lastly and Ec is the
energy consumption in the computation part. Table 2 shows

Table 2 Consumption energy in the five algorithms

Technique Step Consumed Energy

Beacon Node Unknown Node

Centroid One E = Es E = n_(Er +Ec)

DV-Hop One E = Es E = n_(Er +Es)

Two E = Ec +Es E = Er +Es +Ec
Three - E = Ec

Amorphous One E = Es E = n_(Er+Ec)

Two E = Es E = Er +Ec

Three - E = Ec
APIT One E = Es +Er -

Two - E = n_Er
Three - E = Ec

DV-HopMax One E = Es E = n_(Er + Es)

Two E = Ec +Es E = Er + Es + Ec

Three - E = Ec
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the approximate consumed energy for the selected localization
techniques [50]:

From Table 3, in DV-Hop and DV-HopMax, the Hop size
value is evaluated by the beacon nodes then flooded in the
network. Therefore, DV-Hop algorithm has high overhead
value compared to Amorphous, APIT and DV-HopMax due
to the flooding process and the number of hops. The energy-
saving factor in these techniques has been studied with respect
to the consumption value resulted from the execution of each
localization technique according to the number of nodes and
beacon nodes. The estimated energy can be evaluated as
follows:

Econs ¼
∑
n

i¼1
Ebi þ ∑

N

i¼1
Eui

nb þ N
ð15Þ

where nb represents the number of the beacon nodes, Ebi in-
dicates the average consumption energy by the beacon nodes,
N represents the number of the unknown nodes and Eui is the
average consumption energy by the unknown nodes.

We have simulated different algorithms under different to-
pologies and parameters like radio range configuration, bea-
con node density and node density. Figure 7 shows these
topologies for only one single run. However, in order to
achieve 95% confidence interval, we run the simulation for
this experiment fifty times and reported the average results for
varying beacon and total nodes. The performance metrics for
our comparison are the location estimation error and the ener-
gy consumption. We conduct a variety of experiments to cov-
er a wide range of system configurations including varying (1)
beacon density, (2) node density and (3) degree of Integrity.
Simulation parameters are described in Table 3.

Then, we studied the behaviour of the localization error and
the energy consumption under changing the following
parameters:

– Impact of anchor/beacon density: It represents the num-
ber of beacons that are distributed in our network and
used to estimate the location of the unknown nodes.
Consequently, more beacon nodes will improve accuracy
but will increase the overall cost of the whole system. In
our simulation, the number of beacons will be varied from
10 to 45 nodes and 20% of total nodes when the node
density is set to be varied from 100 to 500 nodes.

Figure 8 shows the localization error curve for the five
selected algorithms for all topologies when the number of
beacons is varied from 10 to 45 beacon nodes. Overall, it
shows that the average localization error decreases as the num-
ber of beacon increases. It can be observed also that the APIT
and DV-HopMax algorithms perform the best in term of lo-
calization error when the number of beacons is varied for
(Square, O-Shape and W-Shape) topologies compared to the
DV-Hop, Centroid and Amorphous algorithms. For APIT and
DV-HopMax algorithms, it can be notified that the localiza-
tion errors of are between 0.28 and 0.35 when the number of
beacons is only 10 for all topologies. However, for most to-
pologies, the localization errors of are between 0.27 and 0.3
when the number of beacons is 45. It is very important to note
that different algorithms show different behaviours based on
the topology type. For example, the centroid scheme performs
worse than the DV-Hop and Amorphous algorithms in square
and O-shape random topologies. On the contrary, the centroid
scheme outperforms both of the DV-Hop and Amorphous
algorithms in C-shape, L-shape, U-shape and W-shape ran-
dom topologies.

Figure 9 shows the energy consumption behaviour of the
beacon and normal nodes in the network. We can observe that
with a small number of nodes, the localization error for all
algorithms is the highest compared to other points. DV-Hop
algorithms are based on multi-hop communications; thus, the
beacon nodes that are unreachable by other beacons are con-
nected in a multi-hop fashion. Moreover, the unknown nodes
are required to cooperate with the beacon nodes by broadcast-
ing the hop size to its neighbours. As a result, the number of
transmitted and received packets is the highest for the DV-
Hop algorithms compared to other algorithms; this increases
the consumption energy in the network. Moreover, in random
topology, more beacon nodes are required due to the distance
estimation in the hop count computation which is mainly af-
fected by a wrong shortest path. Centroid algorithm has the
least number of received packets compared to other localiza-
tion algorithms since the node depends only on the position of
the beacon nodes which broadcast directly to the unknown
nodes without sending any packets to their neighbours.

Table 3 Parameters Setting

Type Value

Covered Area 2D- 250m x 250m

Nodes 150 nodes

Beacon Nodes 20% of Nodes

GPS Error Zero

Radio Range 100m

Distribution/Topology Random/[Square, C, L, U, O, W]-Shape

Simulation Runs Repeated 50 times

MaxHop 6 hops

Initial Cons. Energy 0.02 mJ

Transmission Energy 0.15 mJ

Receiving Energy 0.115 mJ

Computation Energy 0.05 mJ
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However, this requires more beacons to achieve the needed
accuracy, especially in random topology.

The received packets in the APIT algorithm increased when
we added more beacon nodes in the network. This is due that in
APIT process, beacon nodes are required to broadcast their

positions to all unknown nodes so that the three beacons in
the triangle will save their positions and the needed RSS values.
On the other hand, the number of transmitted packets decreased
when the beacon density increased. These transmitted packets
are representing the step when the unknown nodes received

(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 7 Topologies (Square Shape, C-Shape, O-Shape, L-Shape, U-Shape. andWShape). a Square Shape. bC-Shape. cO-Shape. d L-Shape. eU-Shape.
f W-Shape
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packets from the beacon nodes; it would directly send the pack-
et that contains the information to its neighbours within its
communication range. Nevertheless, the APIT has same shape
for the energy consumption for different topologies. Lastly,
DV-Hop algorithms need a high communication cost but they
can achieve a good accuracy by using less number of beacons
comparing with APIT and centroid.

– Impact of node density: It represents the number of bea-
con and unknown nodes who are in communication range
with a specific node. We changed this number between
100 to 500 nodes to study the behaviour of the localiza-
tion error and energy consumption.

(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 8 Localization error for different numbers of beacon nodes. a Square Shape. b C-Shape. c O-Shape. d L-Shape. e U-Shape. f W-Shape
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Figure 10 demonstrates the localization error of DV-
HopMax, APIT, DV-Hop, Centroid and Amorphous algo-
rithms for all topologies by setting the beacon nodes to be
20% of the total nodes and changing the number of nodes

from 100 to 500 nodes. In general, it shows that the average
localization error decreases as the number of neighbours in-
creases. As we can see from Fig. the DV-HopMax and APIT
algorithms are robust to varying node density and produce

(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 9 Average energy consumption for different numbers of beacon nodes. a Square Shape. b C-Shape. c O-Shape. d L-Shape. e U-Shape. fW-Shape
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good results as long as the neighbour density increases and it
achieves the best performance in terms of localization error
when the number of nodes is changing in square topology
compared to other localization algorithms. It also shows that
the localization errors of the DV-HopMax and APIT

algorithms for most topologies except C and U shapes are
0.26–0.34 for 100 nodes and 0.25–0.29 for 500 nodes.
Moreover, Centroid algorithm produces better results than
the DV-Hop, DV-HopMax and Amorphous algorithms in C-
shape, L-shape, U-shape and W-shape random topologies as

(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 10 Localization error for different numbers of nodes. a Square Shape. b C-Shape. c O-Shape. d L-Shape. e U-Shape. f W-Shape
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long as the neighbour density increases, whereas DV-Hop and
Amorphous algorithms perform better than the Centroid algo-
rithm in square and O-shape random topologies.

In Figure 11, the number of nodes is varied between 100
and 500 nodes, the number of beacons is 20% of the total

nodes and the communication range is the same as in the
previous parts. Moreover, the area of this network is
250 m × 250 m. For APIT, DV-Hop and DV-HopMax, the
transmitted packets are directly proportional to the number
of nodes. However, in APIT, the number of transmitted

(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 11 Average energy consumption for different numbers of nodes. a Square Shape. b C-Shape. c O-Shape. d L-Shape. e U-Shape. f W-Shape
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packets is less compared to DV-Hop. Dv-hop mainly needs to
transmit packets to all beacon nodes in the network, but APIT
transmits only to the neighbouring nodes with only one single
hop. The energy consumption is less due to that reason.

In the Centroid algorithm, the number of transmitted
packets received by the node in the networks is directly pro-
portional to the node density due to its process in finding the
unknown node location by using the centroid equation.
Hence, the energy consumption depends on the neighbouring
beacons for any unknown node. Additionally, in the APIT
algorithm, the area is divided into sub-areas and each sub-
area contains three beacons. The energy consumption in-
creases when one beacon from one area transmits a packet
to the next area, especially in the random topologies. In DV-
Hop, as explained before, SNs that are closed to the beacons
receive more packets than others when the number of nodes
increases based on the shortest path algorithm. Hence, this
increases the traffic in the network as well as increases trans-
mitting, receiving and computation energy that is needed for
the network in order to achieve the localization process.

– Impact of communication range: most of the pre-
vious localization algorithms assume that the node
has a circular radio range. Nevertheless, we are
going to change the degree of irregularity (DOI)
in this section. It is defined as the maximum path
loss percentage variation per unit degree change in
the direction of radio propagation. When the DOI
is 0, there is no range variation, and the communi-
cation range is a perfect sphere. Otherwise, the
communication range becomes irregular as shown
in Fig. 12. We change this parameter from 0.1 to
0.5 in order to study the new behaviour for these
metrics.

Figure 13 demonstrates the localization error for the
five algorithms for all topologies as the degree of integrity
values are changed. Overall, Fig. 13 shows that the aver-
age localization error increases as the DOI value

increases. We notify that APIT and Centroid algorithms
are robust to varying DOI value and they attain better
results than DV-HopMax, DV-Hop and Amorphous, in
terms of localization error, when the DOI value is chang-
ing, for all topologies. This is obvious from Fig. 13,
which shows that the DV-Based algorithms especially
the Amorphous algorithm are more sensitive to irregular
radio patterns than the APIT and Centroid algorithms as
well. This is mainly due to the fact that the HopSize
values in DV-Hop and Amorphous algorithms are less
precise in the presence of irregular radio patterns.

The number of nodes, including the beacon nodes, is
the same as described in the simulation setup. We vary
the communication range to study the impact on the lo-
calization error and the consumption energy for the whole
network based on the needed number of transmitted/
received packets. In Fig. 14, there are no changes in the
Centroid algorithm behaviour when the communication
range value is changed to achieve better accuracy in spite
of using different topologies. This is because the algo-
rithm does not require more connectivity between nodes
in finding their positions. On other hand, for Amorphous,
DV-Hop/Max and APIT, the communication range is an
important parameter for specifying the exact estimated
position. In random topology, finding the shortest path
in the DV-Hop algorithms is hard if the communication
range increases as more nodes are closed to each other.
Nevertheless, this figure shows that the consumption
values are increased when the communication range value
increased. This is due to the increment in the needed
number of transmitted and received packets. In APIT al-
gorithm, the localization accuracy is improved when the
communication range increased since more information is
received from the new neighbouring nodes. Accordingly,
this changes the energy consumption for the whole net-
work based on the transmitted/received packets.

In order to summarize our simulation results, we com-
pare five techniques in terms of accuracy, network type,
hardware size, overhead, communication cost, scalability,
localization error, and consumption energy as illustrated

Fig. 12 Degree of irregularity
[51]
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(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 13 Localization Error with different DOI values. a Square Shape. b C-Shape. c O-Shape. d L-Shape. e U-Shape. f W-Shape

197Pers Ubiquit Comput (2021) 25:177–203



(a) Square Shape (b) C-Shape

(c) O-Shape (d) L-Shape

(e) U-Shape (f) W-Shape

Fig. 14 Average Energy Consumption for different DOI values
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in Table 4. We select the square random topology for our
comparison, in order to show the impact of these tech-
niques on the network behavior under the popular topol-
ogy. Both APIT and DV-HopMax are the best comparing
with other techniques in term of error and consumption
energy. On the other hand, Centroid considers as the
worst technique in term of the localization error.
Whereas, DV-Hop and Amorphous have similar results
but with less performance comparing with DV-HopMax
and APIT and better than Centroid in term of the locali-
zation error. At same time, APIT has higher complexity
comparing with other four techniques due to the needed
stages during the APIT setup. In term of the communica-
tion cost, DV-Hop and Amorphous techniques have the
highest values due to the increment in the number of hops
and the network will be more connected when the number
of beacons and nodes are increased. Therefore, the con-
sumption energy will be increased directly in both tech-
niques. However, DV-HopMax consumes less energy
since the number of hops is limited during the update
stage. Moreover, when the DOI values are increased dur-
ing the simulation, the localization error and consumption
energy increased dramatically in DV-Hop and Amorphous
comparing with other techniques. The comparison be-
tween these localization algorithms for the previous sec-
tion is summarized as in Table 5. DV-HopMax is the best
in terms of accuracy and has less error value compared to
other techniques.

5 Conclusion

In this paper, we have reviewed and compared different
range-free localization algorithms, namely Centroid,

Amorphous, APIT, DV-Hop and DV-HopMax algorithms
in different topologies (Square, C, O, L, U and W) shapes.
Based on topology, localization algorithms have different
accuracy values. For instance, Centroid algorithm per-
forms worse than the DV-Hop and Amorphous algorithms
in square and O-shape random topologies. In contrast, the
Centroid algorithm outperforms both of the DV-Hop and
Amorphous algorithms in C-shape, L-shape, U-shape and
W-shape random topologies. However, DV-HopMax
technique reduces the computational overhead and the
overall cost of the network compared with all algorithms.
Moreover, the communication range parameter for the
beacon nodes and unknown nodes in executing the local-
ization techniques absolutely has a direct impact on their
energy consumption values experienced by the sensor
node within the localization process. Distances between
sensor nodes have an impact on the energy consumption
of the whole sensor network, especially in the flooding
step. Future work on WSNs localization techniques
should address the current tracking challenges and the
problem of low accuracy in realistic applications.
Indeed, we need to extend the comparative study to in-
clude more recent techniques that adopt in the new tech-
nologies in term of the popular performance metrics.
Moreover, we need to study the behaviour of the WSNs
when the anchor nodes have predefined positions not ran-
domly distributed as in this comparative study.
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Table 4 Comparison between five localization algorithms

Metric Centroid DV-Hop Amorphous APIT DV-HopMax

Accuracy Fair Average Average Good Good

Classified as Proximity
Based

Network-Connectivity
Based

Network-Connectivity
Based

Proximity
Based

Network-Connectivity
Based

Hardware Size Low Low Low Medium Low

Overhead Low High High Medium Lowest

Communication Cost Low High High Low Low

Scalability Yes No No Yes Yes

Localization Error Beacons
(+)

High Medium Medium Low Low

Nodes (+) High Change Small Change Small Change High Change Small Change

DOI (+) Low High High Low High

Consumption
Energy

Beacons
(+)

Medium High High Low Medium

Nodes (+) Medium High High Low Low

DOI (+) Medium High High Medium Low
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Appendix

Table 6 Part 2 - Comparison between group of localization techniques

Ref.
Year Localization Technique Performance

Metric
Advantages Limitations/Disadvantages

[27,
28]

2019,
2018

Event-driven RSS based
localization for
underwater WSNs.

Accuracy. It is a fast localization approach. It needs a linear fitting and optimization
stages.

[29 ] 2018 MLE and the generalized
trust area technique.

Localization Error. It achieves good accuracy values. The performance may be degraded due to
the approximations stage, and the
output solution will be sub-optimal
solution.

[30] 2019 Bi-iterative estimator. Structure size and
network
resources
requirements.

It studies the localization and
synchronization at same time.

It achieves better convergence.
Less anchor nodes and resources.

It needs to use the invariance theory of
LaSalle.

[31] 2018 Deep long short-term
memory basedmodel for
indoor localization
(DeepML).

Localization Error. It achieves a high accuracy. Training time is high.

[32] 2018 Fingerprint, weighted
KNN approach, RSS.

Accuracy. It improves accuracy when there is signal
strength fluctuations.

Data base is required.
Online and Offline phases.

[33] 2018 Collaborative Fingerprint. Localization Error. It is for complex and crowed indoor
environment based on grid.

It reduces the error values.

Predictive technique.
Data base is required.
Online and Offline phases.

[34] 2018 Fingerprint-based
localization.

Localization Time,
Localization Error.

It achieves high precision. RSS is the main parameter.
It needs a spatial resolution of database.

[35] 2018 Fingerprint-based
localization.

Accuracy. It minimizes RSS measuring noise
between WSN nodes.

It achieves high accuracy regardless the
location of the target node, the number
of anchor nodes and the calibration cell.

Complexity is high.

[36] 2018 Temporal correlation of the
RSS.

Reliability and
localization
error.

It achieves high accuracy. It assumes some parameters in the model
rather than to optimize them.

[37] 2018 Diversity-leveraging
architecture.

Accuracy and
localization
error.

It achieves high accuracy by comparing
the obtained signal samples with a
previous reference for each sender.

It is a client-server model.

[38] 2018 DV-Hop and PSO. Accuracy, location
error, error
variance, and
coverage.

No additional hardware and less
computational process.

It decreases the localization error.
It outperforms the basic DV-Hop.

It is time consuming technique.

[39] 2019 SVM and twin SVM
approaches.

Accuracy and
localization
error.

SVM and TWSVM are used to show the
region of event detection.

It is suitable for dense networks.

The central location of the target area is an
approximation of the source position.

Training is time consuming stage.

[40] 2019 RSS in underwater WSNs. Energy harvesting
and localization
error.

It reduces the error by introducing a novel
matrix completion technique in
estimating the shortest paths.

Nodes start communicating when they
have only the suitable energy storage.

The block kernel matrices is used.

[42] 2019 FIS three-dimensional
WSNs.

Accuracy and
localization
error.

It achieves less location error and high
accuracy.

Complexity is high.
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Table 5 Part 1 - Comparison between group of localization techniques

Ref. Year Localization Technique Performance Metric Advantages Limitations/Disadvantages

[8] 2016 Swarm Intelligence Bat
Algorithm.

Localization Error. It reduces the error rate. Only for regular localization.
It needs semi-mobile anchor nodes.

[5] 2016 Cooperative Range
Based.

Energy, Accuracy,
Localization Time,
and Deployment
Strategy.

It reduces energy wastage and localization
time by using MAC and routing
together.

It is affected any external
environment.

[9] 2017 AIES-TOA, RMS-STD. Error, Error tolerance,
and Distance Error.

It outperforms other techniques in terms of
error.

It depends on the TOA only.

[12] 2018 RSS indicator with
filtering techniques.

Accuracy. It achieves minimal computational
overhead.

Filtering stages causes delays.

[13] 2016 DV-Hop. Position Estimation
Error.

High precision, less traffic load and good
performance in the homogenous and
non-homogenous environment.

Extra Hardware.

[14] 2017 3D genetic algorithm
based Improved
Distance Vector Hop.

Accuracy,
Computational
Efficiency, and
Positioning Coverage.

It finds the optimal hop size.
It increases the localization coverage and

accuracy.
It is an energy-efficient technique.

Not applicable for terrains
environment.

[16] 2017 Range-free with genetic
algorithms.

Optimal path and
accuracy.

Good accuracy and it is flexible.
No extra hardware is needed.

Error is still high.

[17] 2016 Fingerprint, Centroid. Accuracy and Average
Error.

Comparative study using Cooja. It is limited to two techniques.

[19] 2019 DV-Hop, NSGA-II. Localization Error and
Convergence.

It reduces the positioning error.
It studies DV-Hop as multi-objective

localization algorithm.
It reduces the convergence domain of

unknown nodes.

Suitable for network with no
obstacles.

Complexity is high.

[20] 2019 RSS indicator with
Fuzzy.

Localization Error. It is a decision making technique
(intelligent).

Low localization error.
It has high reliability and good

environmental adaptability.

Complexity is high.

[21] 2019 Fingerprint Localization Error. It shows very high performance under low
and high speed tests.

It support the reliability and validity of the
system with low localization error
values.

It depends on four technologies.
Complexity and delay are high.

[2 ] 2019 TOA, RSS indicator. Accuracy. It improves accuracy. Complexity is high due to variable
channel characteristic.

[23] 2019 RSS indicator. Accuracy and resources. It is a lightweight technique.
It is a fully distributed technique.
It achieves high performance.

It tracks neighbouring nodes.
It is for small, low resources
WSNs.

[24] 2019 Genetic algorithm with
LMS.

Overhead
communication,
network traffic, and
accuracy.

It minimizes the hop counts.
Overhead, network traffic, and localization

inaccuracy are decreased.

Complexity is high.

[25] 2019 Adaptive iterative
localization based on
steepest gradient
descent.

Accuracy and
convergence speed.

It improves the accuracy and the
convergence speed.

Sigmoid function in the searching
technique is used with a variable
step (complexity and delays).

[26] 2019 TOA, RSS indicator. Accuracy and remaining
energy.

It achieves high accuracy and it is an energy
efficient algorithm.

It depends on the unknown nodes
location and the channel
components.
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