
https://doi.org/10.1007/s00779-018-1117-6

ORIGINAL ARTICLE

CRPD: a novel clustering routing protocol for dynamic wireless sensor
networks

ShaoqingWang1 · Jiguo Yu1 ·Mohammed Atiquzzaman2 ·Honglong Chen3 · Lina Ni4

Received: 09 September 2017 / Accepted: 10 December 2017
© Springer-Verlag London Ltd., part of Springer Nature 2018

Abstract
Awireless sensor network (WSN) consists of a large number of static or mobile, low-cost, and low-power sensor nodes. And
energy is one of the most important factors that should be considered. In this paper, we propose clustering-based routing
protocol for dynamic networks (CRPD) to reduce energy consumption and improve energy efficiency through clustering
and routing algorithms. The basic idea is to periodically update the network topology and select the node with larger degree
and high residual energy as the cluster head to be responsible for data aggregation and transmission. With the nodes moving,
joining, and choosing the optimal clustering radius, the energy load of the whole network can be evenly distributed to
each sensor node, which can significantly prolong the network lifetime. Extensive simulations show that CRPD is more
energy-efficient than the existing protocols.

Keywords Wireless sensor networks · Dynamic · Clustering · Routing protocol · Energy efficiency

1 Introduction

A wireless sensor network (WSN) is a wireless network
composed of a group of sensors in an ad hoc mode. It
aims to perceive, collect, and process the information of
the sensing objects in the geographic area covered by the
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network, and transmits the sensed data to one or more sink
nodes. For the last two decades, wireless sensor networks
have been applied to many fields, such as habitat monitoring
[1], target tracking in battlefields [2], structural monitoring
[3], and gas monitoring [4]. Specially, with the development
of the Internet of Things (IoT),WSNs obtained a sustainable
development.

However, the sensor nodes usually only rely on battery
power, and the battery cannot be replaced once deployed.
In addition to the precious and scarce power resource, there
are also some limited resources, such as the processing
power, the wireless bandwidth, and the storage space.
And the limited resources have posed great challenges
to WSN technologies. Therefore, how to reduce energy
consumption and get efficient usage of the storage space in
the process of collecting and gathering data is particularly
important. Furthermore, the neighbor nodes may have
strong correlation among the sensed data due to their spatial
position, which makes the highly redundant aggregated data
occupy an extra part of the storage space and consume
more energy. Hence, in order to improve the performance of
WSNs, various network technologies (such as compression
technology [5] and data aggregation technology [6, 7]) have
emerged in recent years.

Essentially, a WSN is a dynamic network. The topology
of a WSN may change due to some of the following factors:
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• A sensor node may exit from a running network due to
its battery power exhaustion or other failures;

• We sometimes need to add new nodes to the network
due to actual requirement;

• The sensor nodes, sink nodes, and sensing objects
themselves may move in some cases [8–11];

• The changes of environmental conditions may lead to
changes of wireless communication link bandwidth, or
even temporary interruption.

Therefore, the WSN technology is required to be able to
adapt to these dynamic changes, that is, the network should
have the function to dynamically update topology. Luckily,
clustering, an effective topology control method, has
been widely studied. However, there are some differences
between the existing dynamic clustering and the clustering
in dynamic wireless sensor networks:

• Dynamic clustering [12, 13]:

– It is assumed that the nodes are static after
deployment and no longer move;

– It does not consider the situation in which the
new nodes can join in;

– There is no case of node death, and the
robustness is poor.

• The clustering in dynamic wireless sensor networks:

– Nodes can move after deployment;
– It allows new nodes to join into the network;
– It can deal with the situation of node death

in order to ensure the normal work of the
network.

Since the communication distance of the node in the
network is limited, if a node wants to communicate with the
node outside its radio frequency coverage range, it needs
intermediate nodes to route. That is to say in a multi-hop
environment, a sensor node sends data to the sink through
the intermediate sensor nodes. In energy-constrained sensor
networks, networks often need energy-efficient routing
protocols to transmit data to ensure the data reliability.
Reliable routing significantly reduces re-transmission of
data, which can reduce energy consumption. Therefore,
the sensor nodes need appropriate energy conservation and
reliable routing for data transmission.

In this paper, a clustering-based routing protocol for
dynamic networks (CRPD) is proposed to solve the above
requirements. In WSNs, using clustering technology can
help reduce the network traffic and energy consumption,
thus extending the lifetime of the entire network. The
routing algorithm we adopted selects the nearest node to
the target node as the next hop in real time, which not only
ensures the selection of the shortest path but also saves the
energy of some nodes. In addition, we adopt the confirm

packets to achieve the reliable delivery of data, and thereby
improve the reliability of the network.

The rest of the paper is organized as follows: the related
work is discussed in Section 2. The working principle and
algorithm of the proposed protocol is presented in Section 3.
In the Section 4, simulation parameters, results, and analysis
are discussed. Finally, Section 5 gives the conclusion and
future work.

2 Related work

Many clustering algorithms have been proposed in past
few years. In this section, we briefly review the existing
clustering algorithms from different perspectives.

• According to the different implementation ways, the
clustering algorithms can be divided into centralized
and distributed. A centralized clustering algorithm
requires the global information of the network and can
select a certain number of cluster head nodes with
better distribution, but this approach is limited in large-
scale networks since the global information of the
network cannot be obtained. However, a distributed
clustering algorithm does not need to acquire the
global information of the network. Instead, the nodes in
the network perform the clustering task independently
according to the local information, which leads to lower
energy consumption and is more suitable for large-scale
networks.

LEACH, proposed by Heinzelman et al. in 2000, is
the most typical round-robin distributed clustering pro-
tocol [14, 15]. In LEACH, each round consists of two
phases: cluster establishment and data transmission. In
the cluster establishment phase, each node selects a ran-
dom number between 0 and 1, and if the number is
less than a certain threshold, then the node becomes a
cluster head. After that, the cluster head broadcasts a
message to all its neighbors to inform that it has been
a cluster head. After receiving the message, each node
decides which cluster to join according to the strength
of the received signal, and replies to the cluster head.
In the data transmission phase, all nodes in the cluster
send data to the cluster head according to TDMA (Time
DivisionMultiple Access) mechanism. The cluster head
fuses all the received data and then sends the results to
the base station (BS). After a period of continuous oper-
ation, the network re-enters the start up phase, the next
round of cluster head selection, and re-establishment
of clusters, to make the role of the cluster head in the
whole network being periodically rotated. The protocol
is simple and it does not require large communica-
tion overhead. However, the cluster head location is not

546 Pers Ubiquit Comput (2018) 22:545–559



uniform and the cluster head selection does not consider
energy.

The algorithms proposed in [16, 17] are centralized
version of LEACH. They improve LEACH by using
central control, that is, the BS is responsible for
collecting information (e.g., node energy and location
information) from all sensor nodes and selecting the
best cluster head. The drawback of this type of protocol
is that the clustering process can be very complex
and can incur additional overhead. Therefore, the
centralized clustering algorithm has weak scalability,
and only applies to small- or medium-sized network.
Hence, most efficient clustering algorithms (e.g., [18–
24]) are distributed.

• According to the layer number of clusters, clustering
algorithms can be divided into single-layer clustering
and multi-layer clustering. The single-layer clustering
divides the network into two layers, in which the cluster
heads are as high level and the cluster members are
as low level. The whole network is composed of high-
level cluster heads and low-level cluster members for
each cluster. In a multi-layer clustering, the low-level
cluster head usually serves as a member of the high-
level cluster head, so it can further reduce the energy
consumption, but its implementation is complex and its
overhead is often larger.

In [25], a top-down approach is used to construct
a multi-layer cluster topology. In the cluster establish-
ment stage, the nodes become the first-layer cluster
heads with the probability p1(u), and the other nodes
become the first-layer cluster members. Then, the first
layer cluster heads inform its cluster members to carry
out the second-level cluster head election, the nodes
in the first-layer cluster members could become the
second-layer cluster heads with the probability p2(u),
the remaining nodes become the second-layer cluster
members, and the same process is done until the num-
ber of nodes within a cluster is not more than three. In
the data transmission phase, the T-layer cluster mem-
bers send data to the T-layer cluster head, T-layer cluster
heads send the fusion data to the (T − 1)-layer cluster
heads and so on, until the one-layer cluster heads send
the fusion data to the BS.

In [26], Alkalawi et al. also proposed a cross-layer
clustering-based multipath routing protocol. The sink
initiates the cluster forming phase through broadcasting
a control packet, and then, the node becomes the
cluster head according to the strength of the received
signal and its power. Cluster heads are divided into
different layers; they send data through the upper cluster
heads. There are two thresholds in this protocol: upper
threshold and lower threshold. And the upper threshold
is used to determine which node is a cluster head and

which node is a cluster member. The lower threshold is
used to establish a link between cluster heads.

• According to the different application range of cluster-
ing algorithm, it can be divided into static and dynamic.
Most of the clustering algorithms assume that the nodes
in the network are static. Once the network topology
is constructed, it will not change. Therefore, this kind
of algorithm is only suitable for static networks. How-
ever, in some cases of wireless sensor networks, nodes
have mobility, such as target tracking [27, 28], and
then, the clustering algorithm needs to meet the require-
ment that the network topology can be updated in real
time.

The CMRP protocol, proposed by Sharma et al.
[29], is a clustering routing protocol for static networks.
This protocol reduces the energy of the sensor nodes
by giving sink more responsibility. The sink node
is required to collect neighbor information from the
sensor nodes and create a neighbor adjacency matrix.
Then, it can identify the cluster heads, select the
appropriate path, and send the path to the selected
cluster heads. Obviously, the cluster construction and
path selection are both done by the sink, and it is
completed only under the premise of that the sink
knows the whole network nodes layout. Therefore, it
has a great limitation. In [27], Voronoi diagram is used
to realize dynamic clustering, so as to achieve the target
tracking. Moreover, an adaptive dynamic cluster-based
tracking scheme is also proposed in [28] to track the
mobile objects.

Different from the most of the previous protocols
which assume that the nodes are static, we propose a
novel clustering protocol being suitable for dynamic
sensor networks. In addition, cluster heads are in heavy
responsibility in the previous protocols, and they are not
only responsible for inter-cluster communication but
also in charge of intra-cluster communication, which
causes the energy consumption rate of cluster heads
too fast. In our proposed protocol, the responsibility of
cluster heads is reduced; we can obtain a better load
balancing and a higher energy efficiency.

3 Clustering routing protocol for dynamic
wireless sensor networks

In this section, we describe our clustering protocol with
theoretical analysis in detail. The CRPD protocol is a
cluster-based protocol which is suitable for dynamic sensor
networks. It realizes the network data aggregation and
data communication by updating the network topology in
real time. And the selection of its communication path is
determined by each node itself.
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Table 1 Description of states of nodes

State Description

sleep The node is in sleep state.

idle The node is in idle state.

chead The node is a cluster head node.

member The node is a cluster member node.

3.1 Networkmodel

Assume that the initial sensor network consists of n sensor
nodes and a sink node (i.e., BS). The BS has storage,
computing ability and unlimited battery power, which is
static after the network deployment. In this paper, we make
the coordinate of BS is (0, 200). However, other sensor
nodes are randomly deployed in the planar region and can
move, that is, the network topology is dynamic. Each node
is assigned a unique Id . All nodes are homogeneous, that
is to say, the computational, communication capabilities
and initial energy are identical and predefined. Furthermore,
all nodes know their position coordinates (such as GPS
positioning system or positioning scheme, e.g., [30, 31])
and their residual energy, and each sensor node knows the
location of the sink node coordinates. We use 40% of the
initial energy as the energy threshold.

The states of the nodes, the message types, and the
variables involved in the protocol are given in Tables 1, 2,
and 3, respectively.

3.2 Clustering routing protocol for dynamic network

CRPD includes four phases: neighbor discovery, cluster
head selection and cluster formation, data aggregation
and route construction, and re-clustering and re-routing,
and the duration of each phase is T1, T2, T3, and T4,
respectively. In this section, we discuss each phase of

Table 2 Description of control messages

Message Description

detect Tuple(Id,x,y,Er)

degree Tuple(Id,degree)

i am chead Tuple(Id)

you are chead Tuple(Id)

ordinary Tuple(Id)

Inf or data Tuple(Id,data)

Data f orward Tuple(Id,data)

dead Tuple(Idi , Ids ) or Tuple(Idi )

joining Tuple(Id,x,y,Er)

OK Tuple(Id,x,y,Er,my ch)

leave Tuple(Idi , Ids ) or Tuple(Idi )

CRPD in detail. Figure 1 shows the diagram of the four
stages.

3.2.1 Neighbor discovery

After the sensor nodes are randomly deployed, the neighbor
discovery phase is initialized. Within the time period T1,
each sensor node i broadcasts the detect message in a
range of Ra with the power Plow (The variable can be
seen in Table 3), and the message includes the Idi , the
coordinates (xi, yi), and the remaining energy information
of the node (see Algorithm 1 for details). After that, the
information is recorded and stored at each received node
j to form a neighbor information list. That is, after the
neighbor discovery phase, each sensor node has information
about all of its neighbor nodes.

The basic idea of this algorithm is that each sensor node
has two sets: Nbr and Nbr INFO. The Nbr set only
stores the Id of neighbor nodes; however, the Nbr INFO

set is used to store the Id , coordinate, and residual energy
information of its neighbors. Apparently, the sensor nodes
need to have a certain storage capacity. First, each sensor
node broadcasts the detect message to send its own Id ,
coordinates, and residual energy information to all its
neighbors. After that, each sensor node will receive the
detect messages from its neighbors and then store the
information of the message accordingly. Therefore, after
completing the neighbor discovery phase, each node has
information about all its neighbors.

Theorem 1 The time complexity of distribute neighbor
discovery algorithm is O(Δ), and the message complexity is
O(m), where Δ is the maximum node degree in the network
and m is the number of edges (number of links).

Proof Since the distribute neighbor discovery algorithm
is distributed, the time complexity of the entire network
is equal to the time complexity of a single node. And
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Table 3 Description of variable

Variable name Description

Plow The transmit power of a node

Ra Clustering radius

Rc Communication radius

currstate To record the current state of a node

Nbr A set that records all neighbors’ Ids within Ra range of the current node

Nbr INFO A set that records all neighbors’ (Id, x, y, Er) information within Ra range of the current node

received A set that records the received messages

To ensure that all its neighbors’ messages have been received

my cheads A set which records the nodes to be sent the you are chead message

Nbr degrees A set which records the degree of all neighbors

Eri The remaining energy of the current node i

Ethreshold Energy threshold

candidate heads The candidate cluster heads set of the current node

degreei The degree of the current node i

Idi The Id of the current node i

my ch The cluster head of the current node

Data To store the data gathered from cluster members

Distancei To record the distance between the node and its neighbors to the sink

xsink, ysink The x-coordinate, y-coordinate of sink node

next hop To record the next-hop node

Ed The energy threshold of a dying node

Route Nbr A set that records all neighbors’ information within Rc range

each node needs to receive detect messages from all its
neighbors, then the worst case time complexity of a single
node is O(Δ) (Δ is the maximum node degree in the
network). Thus, the time complexity of the algorithm is O(
Δ).

Note that each node sends a detect message, and there
are at most two detect messages on one edge. Therefore,
the total number of messages is 2m, that is, O(m).

3.2.2 Cluster head selection and cluster formation

After completion of the neighbor discovery phase (T1), the
phase of cluster-head selection and cluster formation is

started, and its duration is T2. As assumed above, all sensor
nodes have the same energy at first, and each node knows
its own residual energy Er. The energy threshold Ethreshold

is 40% of the initial energy. We use the following principles
to select a number of cluster heads:

1. We select the nodes that have the largest degree (i.e.,
the node that has the largest number of neighbors)
compared to all its neighbors.

2. The residual energy Er is greater than the energy
threshold Ethreshold.

3. If the Er of the node with the largest degree is not
greater than Ethreshold, then we select another node with

Fig. 1 The diagram of the
dynamic clustering routing
protocol

549Pers Ubiquit Comput (2018) 22:545–559



the largest degree among its neighbors, and the residual
energy Er of the selected node needs to be greater than
Ethreshold, to be the candidate cluster head.

4. Any two cluster heads cannot be neighbors of each
other. From the above principles, the selection of cluster
head depends on two factors: one is the node degree and
the other is the residual energy Er of the nodes.

After the cluster head selection is completed, the cluster
formation phase is started. The concrete implementation
process is shown in Algorithm 2. The algorithm consists of
two phases: the first stage is to obtain the degree of all the
neighbors. The second stage is the cluster formation. First,
each node is in the sleep state; when the timer interrupts, the
node is awakened to the idle state. Next, the cluster head is
selected according to the cluster head selection principles.
If a node has a maximum degree in all its neighbors and its
remaining energy is greater than Ethreshold, then we select
the node as the cluster head and mark its state as chead

state, and the node broadcasts an i am chead message. In
addition, if the node is a node with the largest degree among
all its neighbors but its residual energy is not greater than
Ethreshold, then we select its neighbor node (possibly more
than one) with the largest degree among its neighbors and
the remaining energy of the selected node(s) is/are greater
than Ethreshold, to be the candidate cluster head(s). Next, the
current node (with the largest degree among all its neighbors
but its residual energy is not greater than Ethreshold) sends a
you are chead message to the candidate cluster head node
to inform the node that it may be a cluster head, and sends
an ordinary message to other neighbors. And at the same
time, the current node marks its own state as member state.

For a node that received a you are chead message,
it needs to further decide whether it has received an
i am chead message; if not, it marks its own state as chead

state and broadcasts an i am chead message. Otherwise,
it broadcasts an ordinary message. Note that, since it is
a distributed algorithm, there may be a case that a node
and one of its neighbor may received a you are chead

message at the same time and both of them did not
receive the i am chead message. To solve this problem, we
introduce the intelligent waiting policy. After receiving the
you are chead message, the two nodes that did not receive
the i am chead message wait for a certain period of time
according to the intelligent waiting policy. After the certain
period of time, the two nodes determine whether they can
become a cluster head according to whether they received
an i am chead message. The waiting time of the intelligent
waiting policy is calculated as follows:

ti = λ ×
(
1 − Di

Rc

)
×

(
1 − Eri

E

)
, (1)

where Di is the relative distance between the node and
the sending node from which the you are chead message
received, Rc is the communication range of the node, and
Eri is the residual energy of the node. E represents the
initial energy of the node, and λ is the time coefficient used
to prevent both nodes from simultaneously broadcasting
i am chead messages. The value of λ is determined
according to the specific requirements of the waiting.

In addition, other nodes that do not satisfy the cluster-
head conditions and did not receive the you are chead

message broadcast the ordinary message. The node received
the i am chead message records the information of the
candidate cheads set, so that it can select a node with
the largest remaining energy from the candidate cheads

set as its own cluster head, and then becomes a member of
the cluster, marking its state as member . Note that when
there are nodes with the same maximum residual energy,
we choose the one whose Id is larger. After the algorithm
is finished, the sensor nodes in the network are in one of
chead and member states. The FSM of cluster formation is
shown in Fig. 2. Figure 3 shows the process of cluster head
selection and cluster formation.

Here, we give an example to further illustrate the
algorithm, as shown in Fig. 4. We assume that the residual
energy of all the nodes satisfies Er > Ethreshold, except node
7, and the remaining energy of node 5 is greater than node
1. According to the Algorithm 2, we choose the cluster head
nodes 1, 5, and 8. The reason for the selection of the node
8 is that the remaining energy of node 7 does not satisfy the
principle 2, then the node 7 selects a node with the largest
degree and the residual energy greater than Ethreshold from
its neighbors (3, 6, 8) as its cluster head. However, only the
node 8 finally becomes the cluster head according to the
intelligent waiting policy. As shown in Fig. 4, cluster head
nodes 1, 5, and 8 broadcast an i am chead message to their
neighbors. In particular, the node 7 sends a you are chead

message to nodes 3, 6, and 8, and sends an ordinary

Fig. 2 The FSM of cluster formation
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Fig. 3 The process of cluster head selection and cluster formation

message to node 2. Other nodes broadcast an ordinary

message. For the sake of simplicity, a part of the ordinary

messages in the figure is not shown. After the algorithm
is finished, three clusters (green dashed circle) are formed,
as shown in the figure. The chead nodes are 1, 5, and
8. The member nodes are 2, 3, 4, 6, 7, 9, 10, 11, 12,
and 13.

Theorem 2 Completing the algorithm 2 only needs O(1)
rounds. And the message complexity of Algorithm 2 is
O(m), where m is the number of edges.

Fig. 4 An example of cluster formation

Proof For each node, the operation of sending, receiving,
and processing messages is called a round. The nodes that
determine themselves as cluster heads (such as nodes 1
and 5 in Fig. 4) send the i am chead message and receive
ordinary messages from their neighbors. The nodes (such
as the node 7 in Fig. 4), which have largest degree but do not
satisfy the energy principle, will send the you are chead

message to the neighbor nodes which have the largest
degree and satisfy the energy principle, and send the
ordianry message to other nodes, and they will receive
the i am chead and ordianry messages from neighbors;
in addition, the member nodes send ordianry messages,
and receive i am chead, ordianry and you are chead

messages. To sum up, each node only needs to send, receive,
and process messages only once; after that, it can determine
its own state, that is, it only needs O(1) round.

There are at most two degree messages on each
edge at the stage of getting all the degree of neighbors.
At the cluster formation stage, there are also at most
two messages per edge, which may be i am chead and
ordinary, you are chead and ordinary, you are chead

and i am chead, i am chead, and ordinary or ordinary

and ordinary. Therefore, there are at most four messages
per edge; then, the message complexity of this algorithm is
O(4m), that is O(m).
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3.2.3 Data aggregation and route construction

After the cluster selection and cluster formation phase (T2),
it is the phase of data aggregation and route construction,

and the duration of this phase is T3. Based on the formed
cluster, each sensor node sends the sensed data to the
cluster head, and then, the cluster head sends the data
to the sink. The path selection is done by the distributed
Algorithm 3. The sink and sensor nodes all know their
position coordinates, and the sink is stationary, while the
sensor nodes can move. In addition, each node knows the
position of the sink, so we choose a node, closest to the sink,
from the neighbors of the node as the next hop until the data
is sent to the sink. For the next-hop node selection,

1. Select from the communication range of the current
node.

2. Select the node closest to the sink.

Before executing Algorithm 3, we need to get the
neighbor set in the Rc range of each node at first, so we use
the idea of Algorithm 1 to send the detect message to get
the route set Route Nbr . After that, we execute Algorithm
3. The basic idea of the algorithm is that the member nodes
gather data to their chead nodes, and then, the chead nodes
send the data to the sink according to the route. In the
execution of this algorithm, we adopt the ack and ACK

552 Pers Ubiquit Comput (2018) 22:545–559



confirmation messages to ensure the reliable delivery of
data. In addition, in order to avoid the same message being
sent repeatedly for many times, we set a time value is t ime1,
which is used for saving energy.

Taking Fig. 4 for an example, we show the analysis of
Algorithm 3 in Fig. 5. We choose a chead node (node 1) to
explain. First, the chead node 1 receives the Inf or data

message from all its cluster member nodes and then sends
an ack message to the neighbors. After that, node 1 sends
a Data f orward message to node 4, where the node 4 is
the nearest node which is close to the sink in its neighbors
(including itself) . After receiving the Data f orward mes-
sage, node 4 sends an ACK to node 1, and then forwards the
Data f orward message to node 5 which is the clos-
est neighbor to sink. Similarly, node 5 receives the
Data f orward message, then sends an ACK to node 4,
and forwards the Data f orward message to node 9. After
receiving the Data f orward message, node 9 sends an
ACK to node 5. And after finding that the node nearest to
the sink among its neighbors is itself, the node 9 sends the
Data f orward message to the sink directly. Once the sink
receiving the Data f orward message from the node 9, it
will reply an ACK message, and then, the route is finished.

Theorem 3 The time complexity of Algorithm 3 is O(Δ +
�d/Rc�) rounds, and the message complexity is O(m),

Fig. 5 An example of data aggregation and route construction

where Δ is the maximum degree of the nodes in the network,
d is the furthest distance from the sink in all cluster heads,
Rc is the communication range of the node, and m is the
number of edges.

Proof The Algorithm 3 consists of two phases: data aggre-
gation phase and routing phase. For the data aggregation
phase, each cluster member sends an Inf or data mes-
sage to its cluster head and will receive an ack message,
which only needs one round. The cluster head node receives
Inf or data messages and sends ack messages, which
requires Δ rounds. Therefore, completing the data aggrega-
tion stage needs O(Δ) rounds. For the routing phase, each
node on the path receives a Data f orward message and
sends an ack message. In other words, how many nodes on
the path determines how many rounds we need. The hops
of the longest route in the network are �d/Rc�. Therefore,
completing the routing phase needs O(�d/Rc�) rounds. In
conclusion, this algorithm needs O(Δ + �d/Rc�) rounds.

From the analysis above, in the data aggregation phase,
each edge has two messages: Inf or data message and ack

message. In the routing phase, only the links which compose
to the route will have two messages: Data f orward

message and ACK message. So there are at most four
messages for one edge. Therefore, the message complexity
of this algorithm is O(4m), i.e., O(m).

3.2.4 Re-clustering and re-routing

The nodes in the network have mobility, which makes the
topology of the network change dynamically. In addition,
sensor nodes may not work properly due to the energy
depletion or other failures; sometimes, new sensor nodes
need to be added into the network to meet the work
requirements, all of these also can cause the topology
of the network to change. So it needs to update the
network topology in real time, to ensure the normal network
communication. For the network changes, we divided it into
three situations:

(1) Node death: Once the residual energy of a node is
less than or equal to Ed, then the node firstly needs to
judge whether it is a cluster head node. If it is, then
this node needs to select another node to replace itself
as the cluster head at first. And the selected node is
the nearest neighbor node to the current node, and it
also satisfies the energy threshold. Secondly, it needs
to broadcast dead(Idi, Ids)messages to its neighbors,
where Idi is the Id of the dead node and Ids is the Id

of the alternative cluster head node. If the dead node is
not a cluster head, then the dead message only has the
first parameter. The node received the dead message
firstly determines whether the Idi is its own cluster
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head’s Id . If it is, it will replace its cluster head’s Id

with Ids , and then removes the Idi from its neighbor
list. Otherwise, it directly deletes Idi from its neighbor
list.

(2) Node join: If a new node is added to the network,
then the node broadcasts a joining(Idi, xi, yi, Eri)

message to its neighbors. The node that received
the message updates its neighbor list and replies an
OK(Idi, xi, yi, Eri, my chi) message, where my chi

is the cluster head Id of the node i. After receiving
the OK message, the newly added node stores the
neighbor information and selects the node closest to
itself as its cluster head from the received information
my chi .

(3) Node movement: If a node moves, we must know
whether it is a cluster head node or not at first. If it is an
ordinary node, then the node broadcasts a leave(Idi)

message to inform the nodes in its original area when
it starts to move, after that the node received the
leave(Idi) message will delete the sending node from
its neighbor list. When a node movement stopped, the
node broadcasts the joining(Idi, xi, yi, Eri)message
to its neighbors in the new area and then operates
according to situation (2). If the moved node is a
cluster head, then the node chooses the nearest node
whose energy satisfies the energy threshold from its
neighbors to replace itself as the cluster head, and
then broadcasts the leave(Idi, Ids) message to its
original area. The node received the leave(Idi, Ids)

message will determine whether Idi is its own cluster
head; if it is, it will update its own cluster head
to Ids and then removes Idi from its neighbor list.
If it is not, the Idi will be directly removed from
the current node’s neighbor list. When the movement
of the node is stopped, a joining(Idi, xi, yi, Eri)

message is broadcasted to the new area, and then the
algorithm operates according to situation (2).

Theorem 4 The time complexity of re-clustering algorithm
is O(n) rounds and the message complexity is O(m), where
n is the number of current network nodes and m is the
number of edges.

Proof When “node death” occurs, the dead node broadcasts
the dead message, and its neighbors receive dead

messages. In this process, nodes either send messages or
receive messages, which only needs one round to complete.

When “node join” occurs, the new joining node
broadcasts the joining message and receives the OK

message, and its neighbor nodes receive the joining

message and sends an OK message. Completing this
process only needs one round.

When “node movement” occurs, the node broadcasts a
leave message before leaving, and its neighbors receive
leave messages, so the process only needs one round before
the node leaving. After the node enters the new area,
it broadcasts the joining message and receives the OK

message, while its new neighbor nodes receive the joining

message and send the OK message, which needs a round to
complete. Therefore, for the whole movement of the node,
it needs two rounds to be finished.

Based on the above analysis, we now assume that the
total number of times for all three cases is a (0 ≤ a ≤ n),
so in the worst case (i.e., every time is the node movement),
the re-clustering algorithm takes 2a rounds, and because of
0 ≤ a ≤ n, it needs at most O(n) rounds.
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Table 4 Simulation parameter

Parameter name Value

Network area 200 × 200

Number of sensor nodes 100–500

The coordinate of sink (BS) (0,200)

Data packet size 512 bytes

Broadcast packet size 20 bytes

Eelec 50 nJ/bit

ε f s 10 pJ/bit/m2

ε mp 0.0013 pJ/bit/m4

do 86 m

E 2 Joules

EDA 5 nJ/bit

α 1/150

β 3/50

From the analysis above, we can get that there is only
one message on one edge in the case of “node death.” In
the case of “node join,” there are two messages on one edge
(joining message and OK message). In the case of “node
movement,” there is only one leave message on one edge

before the node moving, while after the movement, there
are two messages on one edge, which is similar to the case
of “node join.” In summary, we can get that in the worst
case there are two messages on one edge, so the message
complexity of re-clustering algorithm is O(2m), that is,
O(m).

4 Performance evaluation

4.1 Simulation parameters

We use the MATLAB platform to evaluate the performance
of the protocol. We simulate 100–500 nodes randomly
deployed in the square region M × M , where M = 200.
For the same number of nodes, we randomly generate ten
network topologies, run the protocol algorithm respectively,
and then take the average as the simulation result. For the
same network topology, we adopted the average of the first
100 rounds of experimental results as the simulation result.
In addition, the BS is located at (0, 200). Specific simulation
parameters are shown in Table 4, where E is the initial
energy of the node, α is the probability of “node joining,”
and β is the probability of “node movement.”

Fig. 6 100–500 node clustering diagram
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4.2 Results and analysis

4.2.1 Simulation results

First, we simulate the clustering of 100–500 nodes, as
shown in Fig. 6. The (a), (b), (c), (d), and (e) in the figure are
the clustering results of 100, 200, 300, 400, and 500 nodes,
respectively. And the red dot in the upper left corner is the
BS.

After the data aggregation and routing phase, the routing
diagram for the five scenarios is shown in Fig. 7. The red
arrows are the routing paths.

It can be seen from Fig. 5 that the number of cluster
member nodes connected by a cluster head node increases
significantly with the increase of the node density in the case
of the same size of the network region, which will make
the cluster head node consume too much energy during
the intra-cluster communication and be dead prematurely.
Therefore, in order to reduce the burden of the cluster head
nodes in the dense network, we can adjust the clustering
radius according to the density of the network and control
the cluster size, which can avoid the premature death of the
cluster head to prolong the network lifetime.

Fig. 8 The variation trend of network lifetime as the cluster radius
changed

For a 500-node dense network, we use different values
as the cluster radius and plot the variation trend of the
network lifetime as the cluster radius change, as shown in
Fig. 8. From the figure we can see that when the cluster
radius is between 45 and 50, the network lifetime is the
longest. Therefore, we can adjust the optimal cluster radius
to achieve the purpose of extending the network lifetime.

Fig. 7 100–500 node clustering diagram
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Fig. 9 The effect drawings of
different cluster radii

In addition, the effect drawings of different cluster radius
(Ra = 30, 45, 60, 75) are shown in Fig. 9.

4.2.2 Comparison of simulation results

A variety of performance metrics are used to compare the
performance of protocols in WSNs. In this paper, we use the
following metrics:

• Average energy: This metric gives the average energy of
all nodes at the end of the simulation.

• Energy consumption: This metric gives the energy
consumption of all the nodes in the network area for
sending the data packet to the sink.

• Standard deviation of energy: This metric gives the
average deviation between the energy levels on all
nodes.

• Network lifetime: This metric gives the time when the
first node exhausts its energy.

By using the simulator developed by MATLAB, we
compare the proposed scheme with LECP [24], TEEN
[32], MP [33], MACS [34], and MRP [35] protocols.
Figures 10, 11, 12, and 13 show simulation results for
different network-scale studies. It can be seen that the
performance of CRPD is better than the other algorithms in
terms of average energy, energy consumption, and standard

deviation of energy, but the performance on the network
lifetime is general. However, we can adjust the optimal
cluster radius according to the density of the network to
achieve the goal of prolonging the network lifetime.

In Fig. 10, the average energy of CRPD and MRP is
higher than that of other algorithms, while the average
energy of LECP is slightly lower than that of CRPD and
MRP. When the number of nodes is less than 300, the
performance of CRPD is better than that of MRP. But when
the number of nodes is more than 300, the performance of
CRPD is slightly lower than that of MRP. This is because
with the number of the nodes in the network increasing, the
number of cluster member nodes connected to each cluster

Fig. 10 Average energy
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Fig. 11 Energy consumption

head relatively increases, then the energy consumed by the
cluster head relatively increases, so the average energy trend
of CRPD decreases slightly. The figure shows that there are
lots of nodes with more residual energy in CRPD and MRP,
which means that CRPD and MRP require less energy to
transmit data.

Figure 11 shows the energy consumption of each
protocol. The more nodes in the network, the more traffic
in the network, which makes TEEN and MACS energy
consumption be significantly higher. MACS is one of the
most costly algorithms, because it cannot make use of
the data correlation and clustering to remove redundant
information between neighboring nodes. Since MRP is
event-dependent, only nodes around the event consume
energy, so its energy consumption is low. Although TEEN
is a dynamic clustering algorithm, the structure of cluster
in TEEN is not related to the event region. Therefore,
the energy consumption of TEEN is higher than that of
MRP. And the energy consumption of MP is less than
that of TEEN and MACS. The reason is that the main
route in the MP is formed according to some metrics,
such as low power consumption. Therefore, when source
nodes always use the primary route to transmit data, the
energy consumption of MP is low. However, the trend of
CRPD energy consumption tends to be stable, and it is the
lowest and the best one. This is because once clusters are

Fig. 12 Standard deviation

Fig. 13 Network lifetime

constructed in the network, only a few nodes consume energy
even if there are nodes joining,moving, or dying, which greatly
reduces the energy consumption of the whole network.

In Fig. 12, the standard deviation of CRPD is signifi-
cantly lower than the other algorithms, which shows that
CRPD can effectively balance the energy consumption of
all nodes and plays a role in balancing the load.

Figure 13 shows the network lifetime of the six
algorithms. It is evident that the network lifetime of MRP is
almost twice of that obtained by the other algorithms. The
influences of network size on MRP is small. This is because
MRP is related to the event area, and only a small number
of nodes in the event area consume energy. The network
lifetime of CRPD decreases with the increase of network
size. However, as the network size increases, the network
lifetime of the CRPD decreases. This is because that there
are more nodes in the network. More cluster members in a
cluster will speed up the death speed of cluster heads, which
will reduce the lifetime of CRPD networks. TEEN is better
than MACS because it can use clusters to transfer data.
The poor performance of MP is because it always adopts
the main path to transmit data, which causes the energy
of nodes in the main path to be quickly exhausted. Some
cluster heads close to the sink in the network are responsible
for the intra-cluster communication and the inter-cluster
communication; thus, their energy consumption is too fast,
which makes LECP performance low.

5 Conclusion

In this paper, a novel energy-efficient routing scheme is
proposed for dynamic clustering networks. Through the
real-time updating of the network topology, the energy load
of the whole network is evenly distributed to each sensor
node, which achieves the purpose of load balancing. The
routing algorithm uses an acknowledgment mechanism to
ensure the reliable delivery of data. In addition, clustering-
based data collection reduces the traffic and energy
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consumption, and appropriately adjusting the optimal
clustering radius can correspondingly extend the network
lifetime. Simulation results show that the performance of
the proposed protocol is superior to the existing protocols
MRP, TEEN, MACS, MP, and LECP in terms of energy
efficiency. In the future work, we should further solve the
energy efficiency problem of the cluster head node in the
communication process, thus further improve the lifetime of
the network.
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