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Abstract Flow experience is often considered as an

important standard of ideal user experience (UX). Till now,

flow is mainly measured via self-report questionnaires,

which cannot evaluate flow immediately and objectively.

In this paper, we constructed a physiological evaluation

model to evaluate flow in virtual reality (VR) game. The

evaluation model consists of five first-level indicators and

their respective second-level indicators. Then, we con-

ducted an empirical experiment to test the effectiveness of

partial indicators to predict flow experience. Most results

supported the model and revealed that heart rate, interbeat

interval, heart rate variability (HRV), low-frequency HRV

(LF-HRV), high-frequency HRV (HF-HRV), and respira-

tory rate are all effective indicators in predicting flow

experience. Further research should be conducted to

improve the evaluation model and conclude practical

implications in UX and VR game design.

Keywords Flow experience � Physiological evaluation
model � User experience � Virtual reality game

1 Introduction

User experience (UX) delineates a multifaceted and com-

plicated process. According to ISO9241-210, UX is defined

as focusing on a person–user’s perceptions and responses

that result from the use and/or anticipated use of a product,

system, or service. Because of the complexity of UX, many

different components and measure approaches have been

evolved to evaluate the process [1]. Traditionally, UX is

usually assumed to be synonymous with usability. Yet, it

involves much more than that. Nowadays, researchers pay

increasing attention to the affective experience in UX. It

could be summarized that UX is a process involves two

important aspects: traditional human–computer interaction

usability and accessibility balanced with hedonic and

affective design [2].

Flow experience is a key component of UX in virtual

reality (VR) [3]. Flow is a state in which an individual is

completely immersed in an activity without reflective self-

consciousness but with a deep sense of control [4]. It

represents a highly enjoyable mental state where the indi-

vidual is fully immersed and engaged in the process of

activity [3–5]. In flow state, the emotions are positive and

aligned with the task at hand. For this reason, keeping the

user in a flow state contributes to optimizing UX and

improving VR games design [6, 7]. Therefore, flow expe-

rience, an important standard of ideal experience, is used to

evaluate the UX in VR game designs [8–10]. Conse-

quently, how to accurately and comprehensively measure

flow becomes a key issue.

The most common methods to measure flow experience

are questionnaires and interviews which are retrospective

by nature. But flow appears during an activity, in which a

person is fully immersed in the task and self-referential

thoughts are completely inhibited. Thus, the conflict here is
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that when participants are asked for experience, they have

left the flow state and entered into self-reflection. Namely,

the self-report method is subjective and performed after the

activity. An available solution is to provide physiological

flow indicators that are objective and can be measured

during the activity without interrupting the participant [11].

Existing theoretical and empirical researches discuss

possible physiological mechanisms of flow and associate

the flow state with cortex activity, cortisol activity, auto-

nomic nervous system (ANS) activity, dopamine, and

facial muscle activity [12–16]. These physiological indi-

cators cover several characteristics of flow, such as arousal,

positive valence, mental effort, and attention. Although

some valuable evidences were found, there are also some

inconsistent results [17], and a comprehensive frame of

physiological indicators is absence. Besides, flow experi-

ence is considered as one important goal in VR system

design [7]. Researchers in the field of HCI show increasing

interest in physiological investigation of flow [18–20]. By

measuring physiological parameters of the user, they aim to

distinguish ideal flow experience from boredom or frus-

tration. Their common purpose is using physiological

indicators to develop real-time adaptive systems that

optimize gaming experience and/or efficiency of interac-

tion. However, few empirical researches on physiological

flow were conducted in VR games, so the possibility to

evaluate flow in VR games based on previous results

should be further tested. For above reasons, a reliable

physiological flow evaluation model for VR games is

necessary to be put forward.

In this paper, one main purpose was to summarize a

physiological flow evaluation model based on previous

studies. The other purpose was to test the effectiveness of

partial indicators in predicting flow in a VR game. Our

work can be used to guide future studies to develop more

comprehensive and credible psychological flow indicators.

This paper makes the following contributions:

1. We design a physiological flow evaluation model. The

model includes five first-level indicators and their

respective second-level indicators, which may signif-

icantly predict flow experience.

2. We carry out an examination on the effects of partial

indicators on flow experiences in a VR game. The

outcome shows they are all effective indicators in

predicting game flow in VR environment.

Moreover, our work contributes to optimizing the VR

game design. For example, if rich physiological data can be

captured and accurately computed to reflect flow experi-

ence, the parameters of dynamic motion seat can be con-

trolled more appropriately for different players (see Fig. 1).

2 Related work

2.1 Flow in VR system

Flow is an autotelic nature experience, which suggests that

flow is generally related with positive consequences for the

individual engaging in an activity [21]. Flow is also an

optimal experience. People simultaneously feel cognitively

efficient, motivated, and happy in the state [22, 23]. Thus,

flow is a positive experience and is associated with feelings

of enjoyment [11].

For above reasons, keeping users in the flow state is

considered as one important goal in VR system design [7].

For instance, Sweetser and Wyeth developed a GameFlow

model to evaluate UX and improve game design [5]. The

model consists of eight elements, and each element

includes a set of criteria. The evaluations show that the

GameFlow model is useful for reviewing VR games and

identifying issues, as well as developing a concrete

Fig. 1 Screenshot of the VR game ‘‘Air Bombardment’’ and the experimental scene. a A snapshot of a VR game, b a snapshot of experimental

scene
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understanding of what constitutes good design and player

enjoyment. In addition to guiding the VR design, the flow

is also used as an important criterion to evaluate the UX in

different VR environments. The components of UX are

usually integrated with flow theory, which has been studied

in various human activities. Takatalo [24] provided a

psychological Presence-Flow-Framework (PFF) to study

the components of UX in virtual environments Later, they

developed it to Presence-Involvement-Flow Framework2

(PIFF2) to evaluate the UX in 3D Stereoscopic Games

[25]. Hwang et al. developed embodiment interactive video

games and measured flow as the evaluation indicator [26].

In another research, Cheng et al. [27] evaluated virtual

experience in a three-dimensional VR interactive simulator

environment by examining the flow state.

However, flow was mainly measured with method of

questionnaire and interview in above researches. As pre-

viously noted, these methods have limitations. In order to

make better use of flow in UX, a small portion of

researchers tried to evaluate flow experience in VR [10, 28]

with physiological indicators. The physiological mecha-

nism of flow and related indicators needs to be introduced

first.

2.2 Physiological definition of flow experience

Flow is one kind of subjective experience. However, the

psychological phenomena can be expressed in bodily and

biological process, which can be used as objective indi-

cators of flow. De Manzano et al. [17] provided a physi-

ological definition of flow experience, ‘‘flow is experienced

during task performance as a result of an interaction

between emotional and attentional systems,’’ in which both

cognitive and physiological processes can be evoked. They

held that flow is ‘‘a state of effortless attention, which

arises through an interaction between positive affect and

high attention.’’ However, this definition is not clear

enough on the physiological processes of flow.

Later, summing up the existing theoretical approaches

and the reported empirical findings, Engeser [11] integrated

affective, cognitive, physiological, and behavioral compo-

nent and arrived at a working definition, which means that

flow is a positively valenced state (affective component),

resulting from an activity that has been appraised as an

optimal challenge (cognitive component) and characterized

by optimized physiological activation (physiological

component) for full concentration on coping with envi-

ronmental/task demands (behavioral component). Opti-

mized physiological activation during flow refers to:

1. A decreased activation in default networks of the brain.

2. Moderate peripheral arousal following a u-shaped

function of activation.

2.3 Theoretical perspectives related to physiological

mechanisms of flow

Some theoretical works discuss the physiological process

of flow experience. These theories are mainly produced

from the view of brain activity, ANS activity, and endo-

crine system activity.

2.3.1 Flow in the brain

Hamilton et al. [29] investigated physiological aspects of

flow experience and concluded that individuals are different

in ability and effort needed to control attention. Referring to

their findings, Csikszentmihalyi [3] firstly concluded that

individuals with autotelic personality have the ability to

shut down mental activity in all information channels that

are irrelevant for task fulfillment. Later, Goleman [12]

described the neurophysiology of flow experience as a

subjective state of effortlessness. He suggested that flow is

connected to a decrease in cortical activation, which means

a minimum of mental energy leads to maximum efficiency

in highly practiced activities. And he showed that activation

and inhibition of neural circuitry are fully adapted to

momentary activity demands during flow experience.

In line with above-mentioned approaches [3, 12, 13],

Dietrich proposed a neurophysiological theory [30] address-

ing the brain processes during flow. His hypofrontality

hypothesis suggests that flow results from a down-regulation

of prefrontal activity in the brain [14]: During flow, well-

trained activities are performed without interference of a

conscious control system, which makes the process very fast

and efficient. Given that the conscious control system is

subserved by prefrontal regions, a flow experiencemust occur

during a state of transient hypofrontality that can bring about

the inhibition of the explicit system.’’

Moreover, Austin [31] suggested the thalamic gateway

hypothesis, which argued that the thalamus plays a key role

in effortless attention as experienced during flow. The

thalamus serves as a filter selecting events becoming aware

and events shielded from awareness. Further, a deactiva-

tion of thalamic nuclei inhibits self-referential pathways in

order to enter a state characterized by selflessness and

effortlessness as typical for flow.

Aggregating the existing theories on the physiology of

flow in the brain, it seems that flow results from a down-

regulation of task-irrelevant processes, which leads to

decreased activity in default networks due to focused

attention [11].

2.3.2 Endocrine system activity, ANS activity, and flow

Another theory focusing on the physiology of flow is

synthetic theory suggested by Marr [13]. He confirmed that
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flow is a highly intrinsically rewarding state. This process

could be seen as an upward spiral of positive reinforcement

that increases people’s motivation toward the rewarding

activity. The mesolimbic dopamine system is regulating

reward-related motivational, emotional, and cognitive

processes [32]. Therefore, he discussed the neurotrans-

mitter dopamine as a possible neurophysiological correla-

tion of flow experience.

Moreover, the flow channel model adapted from Csik-

szentmihalyi [4] and Rheinberg [15] was often referred to

in later empirical studies: physiological arousal increases

continuously from a low arousal state (boredom/relaxation)

to a high arousal state (anxiety/stress). It suggests that flow

experience comes along with moderate physiological

arousal. From a physiological point of view, Peifer et al.

[16] further detailed the model. Physiological arousal state

can be indicated by increased hypothalamic–pituitary–

adrenal (HPA) axis activation (an end product of the HPA

is cortisol). Flow experience occurs between high arousal

(characteristic for anxiety) and low arousal (characteristic

for boredom). Thus, flow experience is at a state of mod-

erate activation of the HPA axis. Similarly, physiological

arousal state can also be indicated by increased sympa-

thetic nervous system; thus, flow state is at moderate

activation of sympathetic nervous system.

It can be summarized that previous flow theory on the

physiological mechanism mainly associated the flow state

with cortex activity, dopamine, ANS activity, etc.

2.4 Empirical researches on physiological

mechanisms of flow

Theoretical views of the physiological flow processes are

needed to be comprehensively tested. Some empirical

papers examined these views to some extent.

2.4.1 Brain activity and flow

In order to test the theoretical view, researchers investi-

gated default networks in the brain to study the physio-

logical process related to flow experience. It is consistently

found that blood flow in regional brain activity, like in the

medial prefrontal cortex (mPFC), decreases in a passive,

relaxing state compared to a task-focused state [33–35].

However, few researchers directly studied flow in the brain.

Berta et al. conducted a different study. In order to

distinguish flow state from non-flow state (boredom and

frustration) during playing video games, they investigated

the relations between electroencephalogram (EEG) and

flow experience [7]. The results revealed that the difference

in shape for alpha (8–12 Hz), low beta (12–15 Hz), and

mid-beta (15–20 Hz) bands could distinguish the flow

condition from non-flow conditions (both boredom and

frustration). The results were in line with conclusion of

Sheikholeslami et al. [36].

2.4.2 ANS activity and flow

Recently, researchers have paid more and more attention to

the relationship between ANS and flow.

Peifer et al. investigated flow experience with psy-

chophysiological arousal indicators in a computer program

[16]. They suggested that the relation of flow with sym-

pathetic arousal and HPA axis activation follows an

inverted-u-curve function: Moderate physiological arousal

should facilitate flow experience, whereas excessive

physiological arousal should hinder flow [16].

Harmat et al. analyzed cardiovascular and respiratory

responses during computer game playing and showed that

flow experience was associated with respiratory depth and

low-frequency band of heart rate variability (LF-HRV) [9].

Here, larger respiratory depth and lower LF-HRV are

indicative of a more relaxed state with an increased

parasympathetic activity.

Recently, Tozman et al. investigated the relationship

between heart rate variability (HRV) and flow in a VR

game [8]. They found that in a balanced skill-demand task,

experiencing flow was associated with a decreased LF-

HRV activity compared to anxiety condition, in which

higher levels of flow were related to moderate parasym-

pathetic activity (HF-HRV) as well as to moderate

baroreflex function (LF-HRV).

Aggregating the existing empirical results on the ANS

activity of flow, both linearly and nonlinearly relationships

can be found.

2.4.3 Endocrine system activity and flow

The empirical studies on endocrine secretion and flow

mainly focus on two kinds of secretions: dopamine and

cortisol.

As far as we know, the first and only demonstration of

an association between flow proneness and dopaminergic

function was given by de Manzano et al. [37]. They tested

the hypothesis that the availability of dopamine D2

receptors in the striatum is positively associated with flow

proneness. They suggested that the proneness to experience

flow is related to personality dimensions that are under

dopaminergic control.

In addition, Peifer et al. [38] and Keller et al. [39] found

empirical evidences of the association between flow and

the hormonal stress mediator cortisol. A positive relation of

the stress hormone cortisol and flow experience was found.

Additionally, Peifer et al. [40] found an inverted-u function

of flow and cortisol, which was further tested and verified

[41].
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2.4.4 Facial muscle activity and flow

The muscles that are close to the eyelid (involved in gen-

uine smiling) are often used as physiological indicators of

emotional valence [42]. Since flow experience is consid-

ered to be a positive state, researchers have started to use

facial electromyography (EMG) measures to investigate

flow.

In a representative study, Kivikangas [43] concentrated

on facial electromyographic (EMG) activity indicating

emotional valence. He found the corrugator supercilii (CS,

‘‘frowning muscle’’) activity can negatively predict flow in

a HCI game. However, neither effect of zygomaticus major

(ZM, ‘‘smiling muscle’’) nor that of OO (orbicularis oculi,

indicating positive valence) was found. In contrast to

Kivikangas, Nacke and Lindley found flow associated with

increased activity of ZM and OO, but not with CS [44].

De Manzano et al. [17] investigated physiological

aspects of flow experience. They found high flow values

associated with activation of ZM. However, no relation

between CS activity and flow was found.

So far, empirical researches have associated flow with

the facial EMG [17, 43, 44], release of dopamine and

cortisol [16, 41, 45], EEG [7, 36], and an activation of the

ANS [16, 17, 40]. These physiological indicators cover

several characteristics of flow, such as arousal, positive

valence, mental effort, and attention. Thus, Peifer et al.

described flow as a state of effortless attention that arises

through an interaction between positive affect and high

attention, in which both sympathetic and parasympathetic

systems are activated [46, 47]. In sum, we can conclude

that flow is a state of moderate arousal accompanied by a

state of joy [8]. Any physiological parameters related to

these psychological processes are likely to predict flow

state.

Nevertheless, a comprehensive evaluation model is

lacked. Therefore, a physiological flow evaluation model is

necessary to be put forward.

3 Design of physiological flow evaluation model

After integrating existing studies, we summarize an eval-

uation model to provide a reference frame to investigate

the physiological flow experience in VR game (see

Table 1). Although the relationship of dopamine and cor-

tisol activity to flow is discussed, they are excluded from

the model, because the two indicators cannot be captured

immediately. They are not suitable to optimize UX in VR

game in real time. The model hence contains five first-level

evaluation indicators, with their own second-level

indicators.

Table 1 Physiological evaluation model for flow experience

First-level physiological

indicators

Second-level physiological

indicators

Functions

Electromyography (EMG) Corrugator supercilii (CS) Increased by negative affect and inhibited by positive affect; indicator for mental

effort

Zygomaticus major (ZM) Increased by positive affect and inhibited by negative affect

Orbicularis oculi (OO) Increased by positive affect and inhibited by negative affect

Cardiovascular activity Heart rate (HR) Increased by sympathetic nervous system activity and decreased by parasympathetic

nervous system activity

Heart period (HP) Inverse of HR

Interbeat interval (IBI) Decreased by sympathetic nervous system activity

Heart rate variability (HRV) An indicator for mental effort

Low-frequency band (LF) Indicator for sympathetic activity; a marker for physiological arousal

High-frequency band (HF) Indicator for parasympathetic activity

LF/HF ratio (LF/HF) Reflecting sympathetic modulation; a marker for physiological arousal

Electrodermal activity

(EDA)

Skin conductance (SC) Increased by sympathetic activation; increased by stressful situation

Skin resistance (SR) Inverse of skin conductance

Tonic EDA Indicator for vigilance, sustained attention, and heightened arousal over time

Phasic EDA Event-related skin conductance response

Respiratory activity Respiratory rate (RR) A marker for physiological arousal

Respiratory depth (RD) Indicator for parasympathetic activity

Electroencephalogram

(EEG)

Alpha Indicator of relaxed, but not drowsy, tranquil, conscious mental state

Low beta Indicator of relaxed yet focused, integrated mental state

Mid-beta Indicator of thinking, aware of self and surroundings
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3.1 Facial electromyography (EMG)

Electromyography measures action potentials discharged

during facial muscle activity [48]. Some facial EMG

indicators are associated with affective valence. Flow

experience is considered to be a positive state. Thus, facial

EMG might be used as effective measures to measure flow

[17, 43, 44].

The CS, ZM, and OO are usually selected as potential

physiological indicators of flow. Compared to baseline

activity, CS activity is increased by negative affect and

inhibited by positive affect, so it will be inhibited in flow;

ZM and OO activities are stimulated by positive affect, so

they increase in flow [49]. Moreover, CS activity can be

served as an indicator for mental effort [50]. When

objective effort decreases during subjective effortlessness

in flow, the activity in CS will increase [11].

3.2 Cardiovascular activity

The cardiovascular activity is further influenced by the

ANS: The sympathetic part is related to physiological

arouse, and on the contrary, the parasympathetic part is

related to the relax state [51, 52].

Cardiovascular activity is a common indicator for

measuring flow in games. The main parameters are show in

Table 1. Specifically, heart rate (HR) is stimulated by the

sympathetic nervous system activity and inhibited by

parasympathetic nervous system activity. Heart period does

the opposite way. The interbeat intervals (IBI), also known

as R–R intervals (R waves to R waves intervals), are

inhibited by sympathetic nervous system activity.

HRV represents the variability in the length of the IBI, and

it represents a high ability to adapt to environmental

demands [51, 53].HRV is a sensitive cardiovascularmeasure

that allows a differentiation of central sympathetic and

parasympathetic influence. HRV includes time-domain

features and frequency-domain features. Time-domain fea-

tures are computed from the mean and standard deviation of

the detected R peaks. Frequency-domain features are com-

puted with power spectral analysis. The differentiation can

be realized by decomposing different frequencies within a

series of IBIs. Low-frequency band (LF 0.14–0.15 Hz),

high-frequency band (HF 0.15–0.4 Hz), and quotient LF/HF

are seen as common indicators of HRV [9]. LF-HRV is an

indicator for sympathetic activity; HF-HRV is a reliable

indicator for parasympathetic efferent activity. Besides, LF/

HF ratio is also a parameter for physiological arousal, and the

ratio reflects sympathetic modulation [51, 53].

Flow experience is related to cardiovascular activity

[16, 17, 40]. An activation of the sympathetic branch of the

ANS might be associated with flow [17]. Accordingly,

increased HR and increased LF/HF ratio may be found. An

interesting aspect of HRV is that flow is an indicator for

mental effort: Higher mental effort is associated with lower

HRV (mainly in HF band) [54, 55]. Therefore, if objective

effort is increased during flow, one may find a decrease in

HRV.

LF-HRV and HF-HRV were also associated with flow

[9]. It is remarkable that the relations of LF-HRV and HF-

HRV to flow may be inverted-u-curve nonlinear relations

instead of simple linear relations [8, 16].

3.3 Electrodermal activity

EDA, defined by the skin’s power to conduct (or resist)

electricity, is an indicator for general arousal or attention. It

is a reliable measure for sympathetic activation [56]. EDA

contains four main second-level indicators (see Table 1):

SC and SR are two sides of the same coin. Tonic refers to a

long-term skin conductance level (SCL), indicating vigi-

lance, sustained attention, and heightened arousal over time

[56]. Phasic EDA reflects an event-related skin conduc-

tance response.

EDA is a promising measure to investigate flow [43]. It

is generally elevated during task performance, information

processing, and cognition [57]. In flow state, a down-reg-

ulation of irrelevant brain processes may come along with

sympathetic activation as reflected by an increase in EDA.

Furthermore, flow experience is associated with physio-

logical arousal, and EDA is a reliable indicator to reflect

arousal [11, 16]. However, the relation of EDA and flow

might be inverted-u-curve nonlinear relations instead of

simple linear relations. The increase in EDA depends on

the demands of the task in relation to the skills of the

person to a great extent. Higher levels of flow are related to

moderate EDA levels, which can be visualized in an

inverted-u function.

3.4 Respiratory activity

Respiratory activity mainly contains respiratory rate (RR)

and respiratory depth (RD). RR is related to arousal [58],

while RD is an indicator of relaxed state.

As noted above, the physiological process of flow

experience is associated with physiological arousal. So RR

can be expected to increase with flow. Additionally, the

higher RD is indicative of a more relaxed state with an

increased parasympathetic activity. Thus, when flow enters

an effortless stage, higher level of flow should be associ-

ated with larger RD [10].

3.5 Electroencephalogram (EEG)

Electroencephalogram detects electrical activity of the

brain. This procedure tracks and records brain wave
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patterns. Alpha (8–12 Hz), low beta (12–15 Hz), and mid-

beta (15–20 Hz) bands are main second-level indicators

selected to evaluate flow.

The most effective indicators in investigating flow are in

the alpha and beta bands when user playing video games

[7, 36]. The difference in shape for alpha, low beta, and

mid-beta bands can distinguish the flow condition from

non-flow state (both boredom and frustration).

4 Validity test of physiological indicators
in predicting flow experience

4.1 Purpose and hypotheses

The test aims to check the effectiveness of the model in

predicting flow in a VR game. We select three physio-

logical measures from the model: cardiovascular function,

respiration, and ZM electromyography. The reason why

select these measures is because they can reflect physio-

logical arouse, affective valence, and mental effort, which

are key characteristics of flow experience.

Referring to above analyses and reviews, we formulate

hypotheses about the relations of these physiological

indicators and flow.

Hypothesis 1 An increase in flow could be associated

with (i) increased HR and decreased IBI; (ii) increased LF/

HF; we postulated an inverted-u-shaped relationship

between (iii) HRV and flow, (iv) LF-HRV and flow, as well

as that between (v) HF-HRV and flow.

Hypothesis 2 An increase in flow could be associated

with (vi) increased RR and (vii) increased RD.

Hypothesis 3 An increase in flow could be associated

with (viii) increased activity in ZM.

4.2 Participant

Thirty-six undergraduates (20 males and 16 females) were

recruited to participate the experiment with total voluntary.

The ages of the sample range from 20 to 27 years

(M = 23.06 years, SD = 2.14 years). All of them are

healthy adults without any physical damage.

4.3 Experimental task

The VR game ‘‘Air Bombardment’’ is used as the experi-

mental task. It is a shooting game based on interactive VR

environment, where the player shall drive a fighter plane

and battle with the enemy (see Fig. 1a). Shooting the target

correctly scores, which is recorded by the game system.

The higher the score, the better the performance of the

player. An Oculus device is equipped to the game system

to display an immersive virtual three-dimensional scene

with a full range of views. A dynamic seat and a game gun

are installed to the system to provide rich interaction

experience (see Fig. 1b).

4.4 Measures and apparatus

In this work, a wireless Biopac MP150 physiological data

acquisition system with the AcqKnowledge 4.3 software

was used for physiological signals acquisition. A sampling

rate of 1000 Hz was used for all channels. For all mea-

surements, we used the recommended standard filter set-

tings for the BioNomadix systems.

Cardiac activity. Cardiac activity was recorded with

bipolar EL 504 Cloth Base Electrodes from the left and

right chest, using an Electro Lead 3 9 30 cm (BN-EL30-

LEAD3) connected to the BIOPAC Bio Nomadix RSP&

ECG amplifier. The participant’s skin was cleaned with a

low-alcohol detergent to minimize impedance. Generally,

the quality of the recorded data is high, with little inter-

ference caused by movement. Then, the recorded electro-

cardiographic (ECG) data were imported to

AcqKnowledge 4.3 software to calculate HR, HP, and

associated variability (HRV) [58]. HRV includes time-do-

main features and frequency-domain features. Using the

time-domain analysis method, the overall HRV was cal-

culated from the mean and standard deviation of IBIs.

Using the frequency-domain method, power spectral

analysis is performed to localize the sympathetic and

parasympathetic nervous system activities associated with

different frequency bands [59]. The power of the LF-HRV

(0.04–0.15 Hz), the HF-HRV (0.15–0.40 Hz), and the LF/

HF of the HRV was calculated in this study. Spectrum

analysis was performed using FFT routine provided by the

software.

Thoracic respiration was measured using a piezo-elec-

tric respiratory belt transducer with an output range of

20–400 mV and a sensitivity of 4.5 ± 1 mV/mm. The belt

was attached around the chest below the nipple line for

men (or below the breast for women) [9].

Muscle tone of the ZM was recorded using an Ag/AgCl

Electro Lead 3 9 30 cm (BN-EL30-LEAD3) attached to

muscle sites on the right side of the face. The participant’s

skin is also cleaned with a low-alcohol detergent to mini-

mize impedance. The raw EMG signal was amplified and

filtered for frequencies between 20 and 400 Hz by a

notchfilter of 50 Hz and bandpass filter [9].

Because one electrode loosens during the experimental

task, one participant is excluded from ECG analysis and

another participant is excluded from EMG analysis. Their

recording data are no longer analyzable.
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Flow experience is measured with the Flow Short Scale

to provide a criterion for evaluating these physiological

measures. The scale has been proved to be a reliable

measuring instrument [11, 21]. The scale includes two

subscales: absorption by activity and fluency of perfor-

mance. The items are assessed on a seven-point Likert

scale from 1 (I don’t agree) to 7 (I agree). Absorption by

activity consists of four items (e.g., ‘‘I am totally absorbed

in what I am doing’’) and fluency is measured by six items

(e.g., ‘‘My thoughts/activities run fluidly and smoothly’’).

The reliabilities of absorption (Cronbach’s a = 0.815) and

fluency (Cronbach’s a = 0.890) are good in this study.

Participants answered the scale immediately after they

finish the experimental task.

4.5 Procedure

First, each participant is put on a chest belt and surface elec-

trodes before the experiment. Second, they are clearly shown

experimental instructions. Prior to the experimental task, each

participant takes a 5-min baseline measure. In this time, they

are instructed to sit back and relax. Fourth, they are trained

with the handling of the game in an exercise program. In the

last, participants are exposed to the formal experimental task

lasting for about 6 min. When the mission is over, the par-

ticipants are asked to complete a flow questionnaire.

4.6 Result

To investigate the relations between these physiological

indicators and flow, we conduct a series of descriptive

statistics and Pearson’s bivariate correlation analyses.

Results are shown in Table 2. In order to further explore

the prediction effect from these indicators on flow, a series

of linear regression and quadratic regression models from

flow value to these physiological parameters are tested.

Table 3 shows the detailed results of the linear and quad-

ratic regression models.

4.6.1 Cardiovascular measures and flow experience

To investigate Hypothesis 1, we test the relations between

cardiovascular measures and flow experience. Correlation

analysis results reveal a marginally significant positive

correlation between HR and flow experience, as well as a

marginally significant negative correlation between IBI and

flow experience. Moreover, significant positive correlations

of HRV and LF-HRV to flow experience are found.

Next, regression analysis results reveal that the linear

regression model of flow regressed on HR and IBI is

marginally significant while the quadratic model of flow

experience regressed on the two indicators is not. The

result means the relations from HR and IBI to flow are

linear. The linear and quadratic regression model of flow

experience regressed on HRV and LF-HRV is all very

significant. Moreover, the linear model of flow experience

regressed on HF is not significant while the quadratic

regression model is very significant.

Taken together, above results support (i) of Hypothesis

1, suggesting that increased HR, decreased IBI, and

increased HRV could significantly predict an increase in

flow. That is, if user’s HR is increasing, or IBI is

decreasing when playing a VR game, it is likely that his/her

flow level is improving.

Moreover, the results also support (iii), (iv), and (v) of

Hypothesis 1. Significant quadratic regression model

reveals an inverted-u-shaped relationship between HRV,

LF-HRV, HF-HRV, and flow experience. These inverted-

Table 2 Descriptive statistics and intercorrelations of physiological

indicators and flow experience

Physiological indicators M SD R p

Flow 48.88 10.90 1

HR 80.29 9.53 0.329? 0.058

IBI 0.75 0.89 -0.312? 0.073

HRV 0.05 0.18 0.521** 0.002

LF-HRV 80.47 97.72 0.356* 0.039

HF-HRV 55.74 123.19 0.213 0.227

LF/HF 2.51 3.82 -0.003 0.988

RR 8.28 1.84 -0.338? 0.051

RD 4.46 2.58 0.171 0.333

ZM EMG 0.04 0.04 0.221 0.259

? p\ 0.08 (two-tailed); * p\ 0.05 (two-tailed); ** p\ 0.01 (two-

tailed)

Table 3 Linear and quadratic regression models for flow experience

regressed on physiological parameters

Physiological indicators Linear model Quadratic model

R2 p R2 p

HR 0.108 0.058? 0.141 0.094

IBI 0.097 0.073? 0.146 0.086

HRV 0.272 0.002** 0.543 0.000**

LF 0.127 0.039* 0.416 0.000**

HF 0.045 0.227 0.286 0.005*

LF/HF 0.000 0.988 0.032 0.601

RR 0.114 0.051? 0.115 0.151

RD 0.029 0.333 0.056 0.407

EMG 0.049 0.259 0.111 0.231

R2 indicates the explanation of variance of the regression model
? p \ 0.08 (two-tailed); * p \ 0.05 (two-tailed); ** p \ 0.01

(two-tailed)
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u-shaped relationships mean that flow experience does not

simply linearly increase/decrease with the increasing in

HRV, LF-HRV, and HRV. There are moderate levels for

these parameters, lower and higher levels of them are

associated with lower levels of flow, whereas moderate

levels of them are associated with higher levels of flow.

4.6.2 Respiratory measures and flow experience

To investigate Hypothesis 2, we test the relationship

between respiratory measures and flow. Correlation anal-

ysis results reveal a marginally significant positive corre-

lation between RR and flow experience (r = -0.329,

p\ 0.08). The correlation between RD and flow was not

significant.

Further regression analysis reveals a significant linear

regression model of flow experience regressed on RR.

Other regression models are not significant.

These results supported (vi) of Hypothesis 2, suggesting

that an increased RR could linearly predict an increase in

flow. That is, if user’s RR is increasing when playing the

VR game, it is likely that his/her flow level is improving.

However, any relation between RD and flow is not found

which does not support (vii).

4.6.3 ZM Electromyography and flow experience

To investigate Hypothesis 3, we test the relationship

between ZM electromyography and flow experience. Yet,

any significant effect in correlation analysis and regression

analysis is not found. The result does not support

Hypothesis 3.

Based on above results, it can be summarized that HR,

HRV, RR can positively predict flow experience, while IBI

can negatively predict flow. The results also reveal an inver-

ted-u-shaped function between HF-HRV and flow as well as

function between LF-HRV and flow. In the present study,

however, LF/HF and RD do not predict the flow experience.

5 Discussion

Flow experience is often considered as an important stan-

dard of ideal UX in VR games. An accurate and compre-

hensive evaluation of physiological flow experience is

helpful to accomplish better UX. In this paper, we propose

a physiological evaluation model, which provides a refer-

ence frame to identify the physiological parameters of flow

state in VR games.

Based on existing studies, physiological process of flow

experience is characterized by positive affections, arousal,

mental effort, and automaticity in action.. The physiolog-

ical processes related to these characteristics include the

activity of ANS, HPA axis, facial muscles, and brain

[8, 9, 16, 17, 41, 43]. Existing physiological studies of flow

mainly focus on these aspects. Thus, the evaluation model

proposed in this study covers these available aspects in VR

game with five first-level indicators and their own respec-

tive second-level indicators. The potential roles of these

indicators in predicting flow are concisely introduced in the

model. As far as we know, our model is the first compre-

hensive physiological flow evaluation model for UX and

VR game design. It needs to be further improved and tested

in future studies.

We select partial indicators (cardiovascular activity,

respiration, and ZM electromyography) and investigate the

relations of these parameters to flow experience in a VR

game. The results partially support our hypotheses. When

looking at cardiovascular activity, increased HR and

decreased IBI could significantly predict an increase in

flow, which are in line with previous studies [9, 40].

The heart is further influenced by the ANS. LF-HRV

and HF-HRV are spectral components of the HRV, they are

indicators for ANS activity. Researchers conclude an

inverted-u-shaped relationship between HRV and flow, as

well as that between LF, HF-HRV, and flow [8, 40], which

is further supported by our study. Taken theoretical and

empirical evidences together, it can be concluded that the

relation of flow and ANS activation follows an inverted-u

function rather than a linear one. Very low and very high

cardiovascular activation indicates a state of relaxation and

a state of stress, respectively. The optimal activation to

experience flow should be located in between and might

differ individually.

When considering respiratory activity measured by RR

and RD, both consistent and inconsistent results with pre-

vious study are found. Our results show that increased RR

can be used to predict an increase in flow, which further

supports the hypothesis. However, any relation between

RD and flow is not found, which is inconsistent with pre-

vious studies [9, 17], where an association between flow

values and deep breathing was found. The reason may lie

in the VR game, where the player is hanging in the sky, and

the flying height and angle are always changing. In addi-

tion, the player needs to attack the enemy constantly. The

features of this VR environment make it difficult to relax

the breath.

Similarly, any relation between ZM EMG and flow is

not found, either. The muscle activity representing the

affective valence does not predict flow in this study. It is

consistent with the conclusion of Kivikangas [43], but

inconsistent with Nacke and Lindley [44]. This may also be

caused by the situation, where the simulation of high-alti-

tude flight is hard to excite a pleasant facial muscle

response. The other possible reason may be the VR game

used in our study contains violence. Thus, this result should
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be treated cautiously. Since only few studies investigated

facial muscle activity in relation to flow, it is too early to

draw conclusions. Our results provide references for fur-

ther clearing inconsistence.

Integrating our findings on relations between flow

experience and physiological parameters, we conclude that

flow value is closely associated with ANS activation. It

means that other physiological parameters associated with

these aspects may also be effective to predict flow expe-

rience. HR, IBI, HRV, LF-HRV, HF-HRV, and RR are all

effective indicators which can be served as physiological

parameters of flow in VR game of this study. These results

in the VR game are mostly consistence with previous

study. Whether other indicators (ZM EMG, LF/HF, and

RD) can predict the flow or not needs to be further tested in

more VR games. In a word, the results supported that the

evaluation model proposed by us is an effective reference.

Following this research, there are many directions that

worth further studying. First direction of future work is to

investigate flow more widely with EEG or imaging tech-

niques (fMRI, PET scan) [32]. Although flow experience

can be reflected in a number of physiological indicators,

i.e., ANS activities, the most essential and accurate phys-

iological reflection may be observed in brain activity.

Therefore, investigating the flow with EEG and brain

imaging technology will better reveal the nature of flow

experience. The second direction is to explore contribu-

tions of different physiological indicators, because differ-

ent indicators may have different weights in predicting

flow experience. To clarify this issue will contribute to

computing and evaluating flow more accurately. Thirdly,

flow can be affected by many factors (antecedents), and it

can also further affect many subjective experiences or

behavioral outcomes (consequences). In further research,

the evaluation model should be improved and used to fully

understand the antecedents and consequences of flow.

Fourthly, the complexity of previous results may imply that

it is better to treat flow as a process rather than just an

overall state in the future [60, 61]. In particular, we should

study the relationships between flow and various physio-

logical parameters over time. On this issue, the size of

samples in the previous study was small, so there might be

sample differences, which led to inconsistent results. Big

data analysis may be an innovative research method to

clarify these issues in flow study [62–64]. Fifthly, the

physiological flow in VR game has its own particularity.

After all, except for being activated by flow state, these

physiological parameters may also be affected by the VR

environment to some extent. Therefore, whether previous

conclusions can be stable across various situations needs to

be further investigated. Finally, future study should con-

clude practical implications, e.g., how to reach the state of

flow, how to switch from stress or bore state to flow state.

The studies of physiological flow can contribute to more

intelligent game interaction and optimal UX. For instance,

when engaging a VR game, physiological data of the

player can be captured in real time. Based on these data,

flow experience of the player can be evaluated and input to

the game system. Then, the system can provide feedback to

player through adjusting the device or the game parameters

to optimize the UX in VR game by automatically adapting

to player’s state. Through solving these questions, the

physiological study of the flow can be effectively used to

achieve better VR game design.

6 Conclusion

In conclusion, we provide a comprehensive physiological

evaluation model for measuring flow experience in VR

games. The model consists of five first-level indicators and

their respective second-level indicators. An empirical study

is conducted to test the effectiveness of partial indicators to

predict flow. Most results support the model and reveal that

HR, IBI, HRV, LF-HRV, HF-HRV, and RR are all effec-

tive indicators. Flow experience is closely associated with

ANS activation, and an inverted-u-shaped function

between flow and HRV, LF-HRV, HF-HRV is found.

These indicators could be further served as physiological

parameters of flow experience to optimize the VR game

design.

Further research is needed to improve the evaluation

model and conclude practical implications in optimizing

UX in VR games in the future.
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