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Abstract Femtocell is featured with a low-power and low-

cost cellular access in indoor environments, and thus offers

an effective yet flexible way to implement information

exchange over Internet of Things. In femtocell networks, the

dense deployment of home eNodeBs causes severe inter-cell

interferences and imposes heavier load on the scarce fre-

quency spectrum. In this paper, we propose an inter-femto-

cell interference coordination scheme to enable random and

fractional reuse of frequency resources in a 3D in-building

scenario. Specifically, we consider the regular femtocell

deployment, where all the femtocells are divided into two

groups and two neighboring femtocells will be classified into

different group. Each group is initially allocated with a half

of frequency resources. To more sufficiently utilize the

spectrum, either group of femtocell is allowed to transmit

over the frequency assigned to the other group of femtocell in

a random way at the cost of introducing some interferences,

i.e., reuse based on a specified probability. This probability is

determined by maximizing the geometric mean of users’

average throughput, such that the fairness among users is

guaranteed simultaneously. Moreover, an equivalent

scheme generated from full frequency reuse between two

femtocells groups is also given. Here, either group of

femtocell will avoid transmitting over fractional frequency

randomly with a certain probability and the interference to

the adjacent femtocell can be reduced. The simulation results

show that the proposed schemes could obtain the larger

system average rate and edge user performance compared

with the baseline schemes. Moreover, the geometrical

average throughput per user achieved by our method is

highest, and amore fair resources allocation can be realized .

Keywords Femtocell � Interference coordination �
Randomly occupying fractional spectrum � Randomly

releasing fractional spectrum � Geometric mean

1 Introduction

Internet of Things can be looked at as a highly dynamic and

radically distributed networked system, composed of a very

large number of smart objects producing and consuming

information. These smart objects can communicate with

each other and/or with humans in order to offer a given

service, in many cases by wireless connection [1–3]. Under

this demand, communications among devices in cellular

networks are regarded as the important networking com-

ponent for Internet of Things (IoT) widely [4]. Many IoT

applications occur indoors, including smart homes, smart

offices, smart industrial plants and smart museum [5–8]. In

these cases, femtocells, which are designed to improve

indoor coverage and capacity, can serve as wireless com-

munications devices for the smart objects to access the core

network or to correspond with each other.

Femtocells are deployed overlaying the existing macro-

cells, so the spatial reuse and spectral efficiency can be

improved. On one hand, a significant amount of traffic can

be moved from the macrocells and the operator’s cost can be
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reduced. On the other hand, due to the short transmit dis-

tance, the power and battery of user devices can be saved

[9]. Thus, femtocell has gained comprehensive attention in

recent years. However, with the more cells are introducing

into the network, more challenges appears, such as the

interference environment becoming more complicated,

information security guarantee and QoS provision tending to

be more difficult [10–15]. In the two-tier network formed by

macrocell and femtocell, there are two kinds of interfer-

ences: interference between the macrocell and femtocell,

i.e., the cross-tier interference, and the inter-femtocell

interference or cotier interference [16, 17].

Early studies mostly focused on the cross-tier interfer-

ence mitigating. Considering the challenges of the network

scale, and the exact number and position of femtocells

being unknown by operators, in [18], a distributed dynamic

spectrum access and power allocation algorithm are pro-

posed to minimize the sum interference suffered by

macrocells’ users. In [19, 20], the authors proposed two

distributed interference control methods, based on potential

game and Q-learning, respectively, to realize a tradeoff

between improving the system capacity by introducing the

femtocells and compromising the macrocell capacity.

Another kind of researches focused on utilizing cognitive

radio (CR) channel sensing techniques to determine chan-

nel availability and avoid interference to the macrocell

users [21–24].

In the above works, it was almost assumed that the

number of users in a femtocell is small and the density of

the femtocells in a macrocell is low; thus, the inter-fem-

tocell interference had not gained much attention. How-

ever, with the progressing of looking for new femtocell

markets, the femtocells may be installed in some chal-

lenging scenarios, such as the smart apartment buildings

and the smart office buildings in IoT, where more femto-

cells may coexist and numerous users may need to access

femtocells. In these scenarios, the interference between the

femtocells sharing the same radio resources becomes

serious [9]. Therefore, some researchers have addressed the

radio resources management problem to coordinate the

cotier interference of femtocells in the recent literatures. In

view of the on/off states and positions of home eNodeBs

(HeNBs) being semi-statically varying, the graph-based

dynamic channel allocation methods were proposed to

reduce the interference between femtocells [16, 25, 26].

This kind of scheme generally includes three phases:

establishment of interference graph, partitioning of fem-

tocells into groups or clusters and allocation of frequency

resources among the clusters. Although the graph-based

scheme can adapt to the change of the femtocells deploy-

ment, the frequency resources cannot be used sufficiently,

for the femtocells interfering each other only use the

orthogonal channels. Moreover, there is a threshold used in

the interference graph construction, which is difficult to

optimize. In addition, the authors of [9] proposed autono-

mous and coordinated resource allocation algorithms for

cotier interference mitigation in femtocell network, over a

transmit power minimization-based self-organization rule.

Here, the modulation and coding scheme (MCS) of users,

subchannels (SCs) and transmit powers (TPs) were jointly

assigned in each femtocell. The optimization problem was

so difficult to solve that the subproblem of SC and TP

allocation is isolated to find a suboptimal solution. In [17],

on the basis of taking each femtocell’s capacity as the

game utility, a distributed subchannel allocation method

was designed to coordinate the inter-femtocell interference.

In the distributed scheme, the needed information exchange

overhead between femtocells is low, but the cost is the

decrease in the system performance. Therefore, the cen-

tralized interference coordination schemes with reasonable

backhaul overhead and complexity are still necessary to

obtain a better performance in some scenarios supporting

the centralized management, such as an office building,

where the base stations (BSs) of femtocells are connected

via a wired network to a central controller located within

the building [27].

In this paper, we propose an Interference Coordination

(IC) method based on reusing partial spectrum randomly

for femtocells network, which is built on the orthogonal

channel allocation or the full frequency reuse among

femtocells, over the assumption of macrocells and femto-

cells being assigned to orthogonal spectrum. Our major

works can be summarized as follows.

(a) For a regular femtocell block of a multi-story

building, all femtocells are divided into two groups

based on whether the two femtocells are the direct

neighbors. Each group is orthogonally allocated a

half of frequency resources initially. In order to

improve the frequency using efficiency, we let each

femtocell in one group can use the resources of

another group randomly with a selected probability

in the proportional fairness (PF) user scheduling.

This design is called Randomly Occupying Frac-

tional Spectrum (ROFS) scheme.

(b) For the same scenario, the full frequency resources are

initially assigned to both groups of femtocells. Then,

in user scheduling, one group of femtocells retreats

randomly with a chosen probability over one half of

frequency resources. Through the randomly retreat-

ing, the interference between the neighboring femto-

cells could be mitigated. This scheme is named

Randomly Releasing Fractional Spectrum (RRFS)

scheme.

(c) To obtain an appropriate probability value, an

optimization problem to maximize the geometric
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mean of user average throughput is constructed and

solved. Here, the geometric mean rather than the

arithmetic mean [28] is utilized to guarantee the

fairness among users [29, 30], which corresponds

with the objective of PF algorithm.

Being similar to the graph-based resources allocation

methods, the proposed IC scheme is a kind of dynamic

and adaptive channel allocation. But there are some

differences between them. First, the applicable scenarios

are different. The graph-based frequency allocation

method is suitable for the irregular and dynamically

changing network topology, which generally includes an

adaptive and complicated clustering or grouping process

according to the practical inter-femtocell interference

level, while our scheme considers a regular femtocell

network, so a very simple femtocell grouping scheme is

needed. Second, the realization of dynamic resources

allocation is different. In the graph-based method, the

interference graph is built dynamically, so the final

resources allocation can apply to different interference

conditions. However, the adaptive frequency allocation

is realized through allowing the random fractional

spectrum reuse between the femtocells interfering each

other in the proposed schemes. Furthermore, the opti-

mized reuse probability according to the practical

interference environment makes our schemes adapt-

able to different interference scenarios.

Moreover, the proposed schemes have two advantages

compared with the graph-based ones. Firstly, the higher

resource usage efficiency is obtained, for fractional

resources would be dynamically and randomly reused

between two femtocells interfering each other severely.

However, the orthogonal resources are assigned to such

femtocells in the graph-based methods, although some

users maybe have weak interference and could reuse the

same resource. Secondly, there is a threshold in the con-

struction of interference graph, which has important and

indirect influence on the performance of graph-based

schemes. But it is difficult to optimize this threshold,

because the explicit expression between the threshold and

the system performance is difficult to build. However, the

optimization of the key probability is provided in our

schemes.

The remainder of this paper is organized as follows.

Section 2 describes the system model, including the

femtocells scenario and channel model. The proposed

ROFS and RRFS schemes are given in detail in Sect. 3.

Section 4 discusses the optimization of the key proba-

bility used in ROFS and RRFS. Section 5 presents and

analyzes the simulation results. Section 6 summarizes

the paper.

2 System model

In this section, the concerned femtocell scenario and the

frequency resources structure based on OFDMA are

introduced. Then, the channel model is described.

2.1 Femtocell scenario

Let us consider a downlink femtocell network in Fig. 1,

where Femto Access Points (FAPs) are densely installed in

the apartments of a multi-story building, such as a resi-

dence and a commercial building. There is only one stripe

of apartments in each floor. Each stripe has M apartments,

and the building includes N floors. Each apartment uses one

FAP to serve the users in that apartment in a closed access

mode, so the total number of FAPs in the network is

NF ¼ M � N. In our study, it is assumed that macrocells

and femtocells are allocated to the orthogonal frequency

spectrum, so we only focus on the cotier interference of

femtocell. In the downlink direction, interference is

induced by the transmissions from other FAPs to their

served users, as shown by the dashed lines in Fig. 1. In such

a regular building, it can be deemed that the strongest

interference on one femtocell comes from its neighboring

cells, including the cell upstairs, the cell downstairs, the

left neighbor and the right neighbor. That is to say the

dominant interference links only involve the penetration of

one internal wall or floor. This rule will be used in our

simple femtocells grouping. It should be noted that,

although the interference coordination for downlink com-

munication is mainly studied in this paper, the proposed

schemes are also suitable for the uplink one.

Fig. 1 Illustration of femtocell network
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Moreover, in an integrated wired/wireless femtocell

scenario given in [27], all the FAPs are connected to a

central controller located within the building via a wired

network. This central controller may be a femto gateway

that could support 20,000 to 500,000 HeNBs per installa-

tion [25], and it can be in charge of the optimization of

femtocells. Through the femto gateway, the information

exchange among femtocells deployed in the same building

becomes easy and a centralized interference coordination

scheme could be realized.

2.2 Frequency resources structure

LTE radio resource management framework is used in this

paper. In LTE system, the downlink multiple access tech-

nique is orthogonal frequency division multiple access

(OFDMA). The spectrum is divided into resource blocks

(RBs), and each RB consists of 12 adjacent subcarriers. For

each Transmission Time Interval (TTI), the allocation of

RBs will be executed, or the allocating duration is 1 ms

[31]. There are a variety of bandwidths supported by LTE,

such as 3, 5, 10, 15 and 20 MHz, corresponding to 15, 25,

50, 75 and 100 RBs, respectively. Considering the

macrocells would use the major resources, we set the

available bandwidth to be 3 MHz on the femtocell tier in

the following study.

2.3 Channel model

Because our study focuses on the interference environment

among the femtocells deployed in the same building, so an

indoor channel model is used which is composed of path

loss, shadowing fading and fast fading.

The channel gain in dB on the i-th RB between the user

k served by FAP n and FAP m can be expressed as [22, 27]

Hhk;ni;m;i ¼ �PLhk;ni;m þ nhk;ni;m þ 10log10ðFhk;ni;m;iÞ ð1Þ

where the first term represents the propagation loss, and its

expression can be written as [32]

PLhk;ni;m ¼ 38:46þ 20log10ðdhk;ni;mÞ þ 0:3dhk;ni;m

þ 18:3aððaþ2Þ=ðaþ1Þ�0:46Þ þ qLiw:
ð2Þ

In Eq. (2), dhk;ni;mis the indoor distance in meter between

user k in femtocell n and FAP m. a and q are the number of

penetrated floors and the number of penetrated walls from

user k served by FAP n to FAP m, respectively. Liw is a per

wall penetration loss. The first term 38:46þ
20log10ðdhk;ni;mÞ in (2) is the distance-dependent free space

path loss, and the second term 0:3dhk;ni;m indicates the

indoor distance-dependent attenuation modeling the pene-

tration loss of walls within an apartment.The term

18:3aððaþ2Þ=ðaþ1Þ�0:46Þ models the propagation loss across

floors, and the last term is the penetration loss of walls

between apartments.

The second factor nhk;ni;m in Eq. (1) represents log-nor-

mal shadowing fading with zero mean and a standard

deviation of rn. The last term corresponds to Rayleigh

fading power in dB between user k of FAP n and FAP m

over the i-th RB, with a Rayleigh parameter b meeting

Ef bj j2g ¼ 1. Here, we assume that Rayleigh fading is

approximately constant over the subcarriers of a given RB

and is independent identically distributed (i.i.d.) over dif-

ferent RBs.

3 Proposed randomly reusing fractional spectrum
based IC schemes

This section begins with partitioning the femtocells into

groups. According to the positions of femtocells, all the

femtocells are divided into two groups as shown in Fig. 1,

where one femtocell and its four neighbors are partitioned

into different groups. The femtocells indicated by gray

filling are classified into group 1, and the femtocells with

white filling are partitioned into group 2, denoted by F1 and

F2, respectively. Through this grouping, the femtocells in

the same group can be regarded as the ones interfering with

each other weakly, because the signal transmission from

one cell to the other one has to penetrate at least two floors

or walls and the signal power decreases quickly. In

resource management, we can let them reuse the same

frequency spectrum. Assume a same number of users are

served in every femtocell, so a same number of frequency

resources should be allocated to each group. The number of

users per cell is denoted by K. The proposed two inter-

ference coordination schemes both obey such a basic

resource allocation criterion.

3.1 Randomly occupying fractional spectrum

scheme

In order to mitigate the interference of the whole femto-

cells network, orthogonal frequency resources could be

assigned over groups. The total resources are equally par-

titioned into two parts, one of which is allocated to group 1

and the other one is assigned to group 2. Two resources sets

are represented with R1 and R2, respectively.

Considering the users’ distribution and channel condi-

tions maybe change in practice, the static resources allo-

cation could not adapt to the variety of interference

environment obviously. So the main drawback of orthog-

onal resources allocation is the low using efficiency of

resources. Therefore, we propose a dynamic resources

allocation method that allows the femtocells in one group
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randomly occupy the resources allocated to another group

with a selected probability of p and vice versa. Because

how many and which resources of another group would be

really occupied by this group in each user scheduling are

uncertainty and stochastic, we call this scheme the Ran-

domly Occupying Fractional Spectrum (ROFS)-based

interference coordination. The main idea of ROFS

scheme is given in Fig. 2. Through selecting an appropriate

probability p according to the current interference situation

of network, a dynamic frequency reuse can be realized. It

should be noted that the similar idea is utilized to coordi-

nate the cross-tier interference in a macro-pico HetNet by

us and the performance improvement has been obtained

[28]. In this paper, we adjust it to fit for managing cotier

interference in femtocells. Moreover, the optimization of

probability p is improved to more closely match the PF

scheduling algorithm used widely (the detail will be given

in Sect. 4).

In user scheduling, one RB can only be allocated to one

user in each femtocell at the same time. A full buffer traffic

model is assumed for each user, so the resources allocation

will go on until all available RBs have been assigned. From

Fig. 2, it can be seen that the RBs in R1 are fixedly allo-

cated to the users in group F1. That is to say the RBs in R1

will be used by the users in F1 with a probability of 1,

while the RBs in R2 will be used by the users in F1 with a

variable probability p and 0� p� 1. The same case is for

F2.

The proportional fairness scheduling algorithm is

adopted here which can achieve a good balance between

overall system throughput and user fairness [29]. In PF

scheduling, every user has a scheduling priority over each

RB and the one with the highest priority over some RB will

be served with this RB. The detail is

kS;i ¼ arg max
fk:Usersg

frk;i=rkg; ð3Þ

where rk;iis the user instantaneous data rate at the i-th RB,

and rk is the user average data rate counted during a period

of time.

In ROFS scheme, the calculation of rk;i has to be

adjusted to consider the stochastic interference caused by

opposite group that would randomly occupy a fractional

spectrum of this group. The modified PF scheduling algo-

rithm is written as

Case1 : i 2 R1; kS;i ¼ arg max
fk2Um1

g
frType1hk;m1i;iðpÞ=rkg

Case2 : i 2 R2; kS;i ¼ arg max
fk2Um1

g
frType2hk;m1i;iðpÞ=rkg

Case3 : i 2 R2; kS;i ¼ arg max
fk2Um2

g
frType1hk;m2i;iðpÞ=rkg

Case4 : i 2 R1; kS;i ¼ arg max
fk2Um2

g
frType2hk;m2i;iðpÞ=rkg

ð4Þ

In Eq. (4), Case 1 and Case 3 correspond to the case that

the users in the femtocells of one group are scheduled at the

RBs allocated to the group itself. Case 2 and Case 4 are the

cases that the users are scheduled over the RBs of the

opposite group. There are two types of instantaneous data

rate calculated for different case, and they are both asso-

ciated with p. In Eq. (4), Um1
and Um2

represent the set of

users in the m1-th femtocell and the m2-th femtocell

belonging to F1 and F2 , respectively.

When we compute the instantaneous rate, not only the

interference from the same group, but also the interference

from the other group should be included. For the first type of

instantaneous rate, the interference from the other group is

dynamic for its randomly occupying behavior. Take Case 1

as an example. Since which femtocell in F2 would utilize the

RBs of R1 is not known in advance as calculating r
Type1

hk;m1i;iðpÞ,
it should be averaged over different cases. Then we have

r
Type1

hk;m1i;iðpÞ ¼
XN2

n¼0

Cn
N2
ð1� pÞN2�n

pnEðrnhk;m1i;iÞ
h i

; ð5Þ

where

Eðrnhk;m1i;iÞ ¼
1

Cn
N2

XC
n
N2

j¼1

WRBlog2ð1þ SINR
j;n
hk;m1i;iÞ

h i
; ð6Þ

SINR
j;n
hk;m1i;i

¼
hhk;m1i;m1;iP

b12F1;b1 6¼m1
bhk;m1i;b1 þ

P
b22NN2 ;n;j

bhk;m1i;b2 þ r2
PRB

:

ð7Þ

In Eq. (5), Cn
N2
ð1� pÞN�n

pn is the probability of the event

that the number of femtocells in F2 using the i-th RB is just

n. And the number of the corresponding possible combi-

nations is Cn
N2
. Furthermore, these possible combinations

are written as fNN2;n;1; . . .;NN2;n;C
n
N2
g, where the subset

NN2;n;j is the femtocell index set corresponding to the j-th

combination, which can be denoted as

NN2;n;j ¼ ff 1j ; . . .; f lj ; . . .; f nj g, 8f lj 2 F2. In addition, Nl is the

size of Flðl ¼ 1; 2Þ and WRB is the bandwidth of a RB. PRB

is the transmit power at a RB and is assumed to be same
Fig. 2 Schematic of ROFS scheme
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over each RB for every femtocell. r2 is noise variance and
remains same at each receiver.

Equation (7) gives the instantaneous signal interference

and noise ratio (SINR) for one combination NN2;n;j. Here,

hhk;m1i;m1;i represents the channel fading power from fem-

tocell m1 to the user k in femtocell m1, which can be

computed as hhk;m1i;m1;i ¼ 10Hhk;m1i;m1 ;i=10. bhk;m1i;bl is the

large-scale fading power from femtocell bl to the user k in

femtocell m1 and can be obtained by

bhk;m1i;bl ¼ 10ð�PLhk;m1i;b1þnhk;m1i;b1 Þ=10. From (7) we can see

that only the large-scale fading information is used in

calculating the average interference power of denominator.

The decoupling of the small-scale fading from the

denominator of SINR makes the exchange of cross-channel

information among the femtocells only need to follow the

change in large scale and the backhaul rate can be reduced

significantly. Moreover, the computation complexity could

also decrease.

For the second type of instantaneous rate, the interfer-

ence from the same group is dynamic for its randomly

occupying behavior over the other group’s resources. Take

Case 2 as an example. For the similar reason to Case 1,

r
Type2

hk;m1i;iðpÞ also should be averaged over different cases.

Then, we can obtain a group of equations similar to (5)–

(7), given by

r
Type2

hk;m1i;iðpÞ ¼
XN1�1

n¼0

Cn
ðN1�1Þð1� pÞN1�1�n

pnEðrnhk;m1i;iÞ
h i

;

ð8Þ

Eðrnhk;m1i;iÞ ¼
1

Cn
ðN1�1Þ

XC
n
ðN1�1Þ

j¼1

WRBlog2ð1þ SINR
j;n
hk;m1i;iÞ

h i
;

ð9Þ

SINR
j;n
hk;m1i;i ¼

hhk;m1i;m1;iP
b12F2

bhk;m1i;b2 þ
P

b12NðN1�1Þ;n;j

bhk;m1i;b1 þ r2
PRB

:

ð10Þ

The main difference from Case 1 is that the random

interferences come from the other femtocells in the same

group excepting the target cell itself.

In Eq. (5), for p ¼ 0, only the term corresponding to

n ¼ 0 has nonzero value, meanwhile, NN2;0;1 is empty.

Furthermore, r
Type1

hk;m1i;iðpÞ degenerates into

r
Type1

hk;m1i;ið0Þ ¼
hhk;m1i;m1;iP

b12F1;b1 6¼m1
bhk;m1i;b1 þ r2

PRB

; ð11Þ

and only the interference from the same group exits. In

addition, when the generated random variable x with

x�U 0; 1ð Þ for some RB meets x\p, the Case 2 or Case 4

would be just involved. That is to say the Case 2 and Case

4 would be deleted for p ¼ 0 because the condition x\p

will never be met. Thus, when p ¼ 0, the ROFS

scheme will degenerate into the orthogonal channel

allocation.

On the other hand, only the terms corresponding to n ¼
N2 in (5) and n ¼ N1 � 1 in (8) have nonzero values for

p ¼ 1, meanwhile, NN2;N2;1 ¼ F2 and NðN1�1Þ;N1;1 ¼ F1nm1.

Thus, we achieve

r
Type1

hk;m1i;ið1Þ ¼ r
Type2

hk;m1i;ið1Þ

¼
hhk;m1i;m1;iP

b12F1;b1 6¼m1
bhk;m1i;b1 þ

P
b22F2

bhk;m1
i; b2 þ r2

PRB

ð12Þ

and all femtocells excepting the serving one would gen-

erate the interference to the target user. In this case, the

ROFS scheme becomes the full frequency reuse. That is to

say the traditional orthogonal frequency allocation and full

frequency reuse are the special cases of the ROFS scheme.

To describe clearly, the procedure of ROFS is given in

detail as follows:

3.2 Randomly releasing fractional spectrum scheme

In order to maximize the using efficiency of resources, full

frequency reuse among femtocells in the network can be
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adopted. However, the interference is very severe in such

case. To mitigate the interference, a dynamic resources

allocation method, called Randomly Releasing Fractional

Spectrum (RRFS) scheme, is presented that allows the

femtocells randomly releasing partial resources allocated to

them with a selected probability of p. The basic idea of

RRFS is shown in by Fig. 3.

Full system bandwidth is assigned to all the femtocells

in network initially, while in user scheduling, the RBs in

the set R2 will be released with an optimized probability p

by each femtocell in group 1 and group 2 would retreat

over the set R1 with the same probability.

The modified PF scheduling algorithm for RRFS still

can be written as Eq. (4). The change takes place in the

calculation of the instantaneous SINR in Eqs. (7) and (10).

They are revised to the following forms:

SINR
j;n
hk;m1i;i ¼

hhk;m1i;m1;iP
b12F1;b1 6¼m1

bhk;m1i;b1 þ
P

b22XN2 ;n;j
bhk;m1i;b2 þ r2

PRB

;

ð13Þ

SINR
j;n
hk;m1i;i ¼

hhk;m1i;m1;iP
b22F2

bhk;m1i;b2 þ
P

b12XðN1�1Þ;n;j
bhk;m1i;b1 þ r2

PRB

;

ð14Þ

where the subsets XN2;n;j and XðN1�1Þ;n;j are the comple-

mentary sets of NN2;n;j and NðN1�1Þ;n;j , i.e., XN2;n;j ¼
F2nNN2;n;j and XðN1�1Þ;n;j ¼ F1nNðN1�1Þ;n;j. Because the

selected n femtocells from the set F2 and F1 will not use

the target RB in RRFS scenario, the interference must

come from the rest of femtocells.

In fact, the RRFS scheme with p can be seen as the

ROFS scenario with ð1� pÞ. The two schemes are equiv-

alent completely. Under the same network topology and

channel conditions, the optimized two probabilities must be

complementary with each other in the case of the opti-

mization objective being same.

3.3 Complexity and memory usage analysis

Compared with the traditional PF scheduler, the compu-

tation overhead of ROFS scheme increases for the

computation of average instantaneous throughput in (5)

and (8). Since the average interference powers depending

on the large-scale fading is used in Eqs. (7) and (10), they

could be calculated preceding the scheduling. So this part

of complexity can be ignored from the view of the small

scale. The additional computation cost of our schemes is

caused by calculating r
Type1

hk;mli;iðpÞ and r
Type2

hk;mli;iðpÞ, which will

be averaged over
PN2

n¼0 C
n
N2

and
PN1�1

n¼0 Cn
N1�1 cases for

Case 1 and Case 2 in (4), respectively. Moreover, only

when the condition x\p is met, r
Type2

hk;mli;iðpÞ needs to be

calculated for each RB in Rf1;2gnl. Therefore, the ROFS

scheme increases the complexity by about

ð2N1 þ 2N2Þð4þ pNRBÞ=8 (Here, NRB is the size of R1 [ R2)

times for calculating the user scheduling priority against

the orthogonal resources allocation. If the instantaneous

interference power related with the small-scale fading is

utilized, the complexity will be increased by about ð1þ
pNRBÞðN1 þN2Þ=2þ ½N2 þ pNRBðN2 � 1Þ=4�2N2�2 þ ½N1þ
pNRBðN1 � 1Þ=4�2N1�2 times.

The average interference powers involved in Eqs. (7)

and (10) are recalculated when the large-scale fading

coefficients change. Subsequently, these data should be

saved by each FAP to be ready for calculating r
Type1

hk;m1i;iðpÞ
and r

Type2

hk;m1i;iðpÞ in each scheduling slot. Assume each power

value is represented by four bytes, then the required

memory for storing these average interference powers is

about 3ð2N1 þ 2N2Þ bytes.
Obviously, the computation complexity and the memory

usage have significant improvement for a large-scale

femtocell network. Through reducing interference femto-

cells set of the target cell, the complexity and storage space

needed could decrease evidently.

4 Optimization of the probability in ROFS
and RRFS schemes

4.1 Problem formulation

In the proposed ROFS and RRFS schemes, a key parameter

is the probability p. An appropriate p can achieve a relative

good tradeoff between the frequency using efficiency and

interference mitigation. It is obvious that the probability

p should be dynamically selected according to the networks

topology and channel conditions. Because the user

scheduling is executed for each TTI, a precise modification

of p should be able to follow the fast fading channel

information. However, this will lead to a high computation

cost for the central controller as well as a huge backhaul

overhead for the network. Then, we choose to optimize theFig. 3 Schematic of RRFS scheme
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probability p from a long-term view and only utilize the

global large-scale channel information.

In [28], we took the arithmetic mean of user throughput

as the optimization objective for the probability p. That is

equivalent to maximizing the system sum rate. A reason-

able resources distribution algorithm should consider the

fairness among users and can improve both cell edge user

throughput and sum user throughput. For this target, the PF

user scheduling is used in ROFS and RRFS schemes.

Therefore, the geometric mean of user throughput is

introduced to optimize p. The corresponding objective can

be set to maximize
P

k2U logðrkÞ [30], where rkis the

throughput of user k.

The optimization of p in both ROFS and RRFS schemes

is same, so the ROFS is taken as an example here. In ROFS

scenario, two parts of RBs are both used by all the fem-

tocells of the network. From the view of one part of RBs

set R1, the aggregate utility function based on the geo-

metric mean of user throughput can be written as

OR1
ðpÞ ¼

X

m12F1

X

k2Um1

log
1

K
erType1hk;m1iðpÞ

� �

þ
X

m22F2

X

k2Um2

log
1

K
perType2hk;m2iðpÞ

� �
ð15Þ

where

erType1hk;m1iðpÞ ¼
XN2

n¼0

Cn
N2
ð1� pÞN2�n

pnEðernhk;m1iÞ
h i

; ð16Þ

Eðernhk;m1iÞ ¼
1

Cn
N2

XC
n
N2

j¼1

NR1

RBWRBlog2ð1þ SINR
j;n
hk;m1iÞ

h i
;

ð17Þ

SINR
j;n
hk;m1i ¼

bhk;m1i;m1P
b12F1;b1 6¼m1

bhk;m1i;b1 þ
P

b22NN2 ;n;j
bhk;m1i;b2 þ r2

PRB

ð18Þ

erType2hk;m2iðpÞ ¼
XN2�1

n¼0

Cn
ðN2�1Þð1� pÞN2�1�n

pnEðernhk;m2iÞ
h i

;

ð19Þ

Eðernhk;m2iÞ ¼
1

Cn
ðN2�1Þ

XC
n
ðN2�1Þ

j¼1

NR1

RBWRBlog2ð1þ SINR
j;n
hk;m2iÞ

h i
;

ð20Þ

SINR
j;n
hk;m2i ¼

bhk;m1i;m1P
b12F2

bhk;m1i;b2 þ
P

b12NðN1�1Þ;n;j

bhk;m1i;b1 þ r2
PRB

ð21Þ

The first term in (15) corresponds to the performance

metric of users in the set F1 over R1 and the second term is

the metric of users in the set F2 over R1. Different from

r
Type1

hk;m1i;iðpÞ and r
Type2

hk;m2i;iðpÞ in Eq. (4), the erType1hk;m1iðpÞ and

erType2hk;m2iðpÞ here are only related to the large-scale channel

information. Due to the large-scale fading being same on

every RB for a certain user, the average throughput of this

user over R1 would be N
R1

RB times of the average rate on one

RB, where NR1

RB is the number of RBs in the set R1. On the

other hand, although the scheduling results depends on the

fast fading information in PF scheduling, each user still has

equal opportunity to be scheduled from the view of long

term [29]. There are K users sharing the RBs set R1 in a

femtocell, so each user could use 1 / K resources in R1

averagely. That is why a coefficient of 1 / K exits before

erType1hk;m1iðpÞ and erType2hk;m2iðpÞ in (15).

In the same way, the aggregate utility function for R2

has the expression of

OR2
ðpÞ ¼

X

m12F1

X

k2Um1

log
1

K
perType2hk;m1iðpÞ

� �

þ
X

m22F2

X

k2Um2

log
1

K
erType1hk;m2iðpÞ

� �
: ð22Þ

At last, we establish the optimization problem for the

probability p given by

max
0\p\1

OðpÞ ¼ ½OR1
ðpÞ þ OR2

ðpÞ�: ð23Þ

Here, for p ¼ 0, we have

Oð0Þ ¼
X

m12F1

X

k2Um1

log
1

K
R
Type1

hk;m1ið0Þ
� �

þ
X

m22F2

X

k2Um2

log
1

K
R
Type1

hk;m2ið0Þ
� �

: ð24Þ

The optimized p� achieved through solving (23) would be

compared with the two end points p ¼ 0 and p ¼ 1. The

one with the maximal O(p) would be selected.

4.2 Problem solving

The target function in (23) has the form of the sum of

logarithmic function. If the subfunctions erType1hk;m1iðpÞ and

perType2hk;m2iðpÞ within the brackets of logarithmic function are

concave in the range of 0\p\1, the whole target function

will be concave. From Eqs. (16) and (19), we can see that

they are the sum of high-order polynomials. Take erType1hk;m1iðpÞ
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for example. We should testify whether each term

r
N2;n
hk;m1iðpÞ ¼ Cn

N2
ð1� pÞN2�n

pnEðernhk;m1iÞ in the summation

is concave. According to the definition of a concave

function, if its second derivative is less than zero over a

target range, it will be concave. The second-order deriva-

tive of r
N2;n
hk;m1iðpÞ with respect to p is

r
00N2;n

hk;m1iðpÞ ¼ Cn
N2
Eðernhk;m1iÞ½ðn� N2pÞ2p�2ð1� pÞ�2

� np�2 � ðN2 � nÞð1� pÞ�2�ð1� pÞN2�n
pn:

ð25Þ

Unfortunately, we could not prove that r
00N2;n

hk;m1iðpÞ is less

than zero in 0\p\1 for each n. For example, r
00N2;0

hk;m1iðpÞ ¼
Eðer0hk;m1iÞN2ðN2 � 1Þð1� pÞN2�2 [ 0 for a relatively large

N2, while r
00N2;N2

hk;m1iðpÞ ¼ EðerN2

hk;m1iÞ N2ðN2 � 1Þð1�
pÞN2�2 [ 0. In addition, for n ¼ 1, we obtain that

r
00N2;1

hk;m1iðpÞ ¼ N2Eðer1hk;m1iÞðN2p� 2ÞðN2 � 1Þð1� pÞN2�3 [

0 with p[ 2=N2 and r
00N2;1

hk;m1iðpÞ \0 with p\2=N2. From

the above analysis, we can see that it is difficult to ascertain

the problem of (23) being concave or convex, especially it

is still related to the network topology and channel con-

ditions. Furthermore, we cannot use the cvx tool box to

solve (23).

Moreover, the first-order derivative of O(p) with respect

to p has a form of the sum of high-order rational fraction. It

is also difficult to solve the problem (23) through finding

the zero-crossing positions of the first-order derivative of

O(p).

However, the optimization variable p is only a

scalar in the range of 0� p� 1 fortunately. We can

perform an exhaustive search to find a suboptimal p

over a discrete set ½0 : D : 1�. In such case, the step

length D will determine the complexity and precision

of the search.

In addition, the other suboptimal approaches such as

particle swarm optimization (PSO) algorithm in [33]

can also be applied. The PSO-based optimization

algorithm for problem (23) is described as the follow-

ing procedure:

Step 1 Initialize the velocity and location of particles

according to the constraint of p. The velocity and location

of the j-th particle of p as

vjpð1Þ ¼ e� 1=2; pjð0Þ ¼ 1=2; ð26Þ

where e 2 Uð0; 1Þ and j ¼ 1; 2; . . .; S is the index of the

particle. S denotes the number of the particles in a swarm.

Step 2

(a) Update the velocity and location of each particle

according to the PSO update formulas [33]:

vjpðsÞ ¼ avjpðs� 1Þ þ c1b1½Oj
pðs� 1Þ � pjðs� 1Þ�

þ c2b2½Og
pðs� 1Þ � pgðs� 1Þ�

pjðsÞ ¼ pjðs� 1Þ þ vjpðsÞ;

8
><

>:

ð27Þ

where b1 and b2 are random numbers following the

uniform distribution between 0 and 1. c1 and c2 are

the learning factors and have to meet 0\c1 þ
c2\4ð1þ aÞ to ensure the convergence of the PSO

algorithm. a is the inertia factor and set as a ¼
1:2� 0:4s=Tmax in the simulation, where s is the

index of iteration and Tmax is the maximum number

of iterations. Oj
p is the local optimum position of

particles and Og
p is the global optimum position of

particles. pj and vjp are the position and velocity of

j-th particle, respectively.

(b) Judge whether pjðsÞ is within its range. If it exceeds the
range, let vjpðsÞ ¼ vjpðsÞ=2 and then update pjðsÞ again.

(c) Set O(p) to be the fitness function. Then compare the

values of all fitness functions obtained from previous

iterations and achieve the local optimum values

Oj
pðsÞ and the global optimum value Og

pðsÞ.
(d) If the maximal iteration is reached or ½Og

pðsÞ �
Og

pðs� 1Þ�\d , where d is a small constant, the

iteration is stopped. Otherwise, set s ¼ sþ 1 and go

to step (b).

4.3 Complexity analysis

The main computation overhead for the optimization of p

includes two aspects: (1) Calculation of the average

throughput Eðernhk;m1iÞ and Eðernhk;m2iÞ in Eqs. (16) and (19),

which are independent to the variable p and can be calculated

before solving the optimization problem. Considering the

dominant multiply operations, the computation complexity of

calculating the average throughput is C1 ¼ KðN1 þ
N2ÞðN22

N2 þ N12
N1ÞþKðN1 þ N2Þ2. (2) Performing the PSO

algorithm to find the suboptimal p. This operation’s compu-

tation complexity is C2 ¼ K½N2
2N1 þ ðN2 � 1Þ2N2 þ

N1
2N2þ ðN1 � 1Þ2N1�ST, where T represents the realistic

number of iterations. Only when the large-scale fading

information changes, the above operations have to be per-
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formed by the central controller of network. Therefore, the

computing cost is reasonable and acceptable.

4.4 Implementation steps of ROFS and RRFS

schemes in femtocell network

From the previous description, it can be seen that the pro-

posed IC scheme includes two main implementation phases,

namely the optimization of the probability p and the PF

scheduling. For an integrated wired/wireless femtocell net-

work having a central controller, a centralized IC method is

applicable. The implementation steps of the proposed IC

scheme in a centralized form are as follows: First, all the

FAPs sent the large-scale channel information of users col-

lected to the central controller; then, the central controller

calculates the optimized probability p by using the opti-

mization method given above in this section. Furthermore,

the average interference powers correlatedwith the long time

channel information that are used in Eqs. (7) and (10) are

calculated and saved by each FAP simultaneously. Subse-

quently, the central controller transmits p to each FAP.

During this phase, there is signaling interaction over the

wired links. However, the needed backhaul overhead is not

too high, for the signaling interaction only occurs when the

long time channel information changes. Second, all FAPs

allocate the RBs to their users according to Eq. (4) in each

scheduling slot based on the information saved inmemory or

received from the central control node previously.

5 Simulation evaluations

5.1 Simulation settings

In this section, simulation results are presented to evaluate

the proposed ROFS and RRFS schemes. They will be

compared with full frequency reuse (FR) and fractional FR.

The 3D femtocells deployment scenario described in Sect.

2 is assumed and modeled. Here, only one femtocell block

shown in Fig. 1 is considered. Detailed simulation

parameters are listed in Table 1.

5.2 Simulation for the optimization of p

Figure 4 plots the utility function in the optimization of p

for ROFS and RRFS schemes under three users’ distribu-

tion scenarios. Each curve corresponds to one user drop

selected from three users’ location cases. The number of

femtocells is 4� 4, and there are 6 users in every femto-

cell. The found points through solving the optimization

problem of (23) are also marked. As shown in Fig. 4a, b,

the optimization method given in Sect. 4 can accurately

find the maximal value point of the utility function in our

optimization problem. In addition, for the scene of users

distributing close to the serving FAP, it is preferable that

more resources are reused over two femtocells group, i.e., a

larger p for ROFS and a smaller p for RRFS. When the

users concentrate upon the femtocell’s edge, a lower

resource reuse factor is better. These results agree with our

general knowledge and demonstrate the designed opti-

mization method is reasonable and available. Moreover, we

can see that the optimized p for ROFS approximatively

equals the result of subtracting the optimized p of RRFS

from 1. (Because the user drops for two subfigures are

different, so the two probabilities for the same user dis-

tribution case have not strict complementary relationship).

This result corresponds with the analysis in Sect. 3.2 of

Sect. 3.

5.3 Simulation results for different schemes

In order to reduce the backhaul overhead and the compu-

tation complexity, only the large-scale fading information

is adopted in calculating the interference power of instan-

taneous SINR in our IC schemes. Figure 5 exhibits the

performance loss induced by this simplified process in

ROFS method with the same scenario as shown in Fig. 4.

We can see that there is about 9 % loss of user rate at 50 %

point. But the benefit is that the backhaul cost could

decrease about NF � NT times and the computation com-

plexity declines for near NF=2 times, where NF and NT are

the number of femtocells of network and the number of

TTIs in simulation, respectively. In our simulation, we

assume the channel changes independently over different

TTIs, but the realistic channel may change more slowly for

the devices indoor usually move in a low speed or remain

static. In this case, the performance loss caused by pro-

hibiting small-scale fading information would mitigate

further.

Table 1 Simulation parameters in femtocell network

Parameters Assumptions

Bandwidth 3 MHz

Number of RBs 16

Number of apartment 4� 4, 3� 3

Size of apartment 10� 10� 3 (L�W � H)

Number of users per cell 6

User distribution Uniformly and randomly

Traffic model Full buffer

Standard deviation of shadowing 8 dB

Penetration loss per wall 5 dB

Noise power density -174 dBm/Hz
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Figure 6 depicts the Cumulative Distribution Function

(CDF) curves of the user average throughput for four

schemes. The simulation scenario is still that of 4� 4

cells and 6 users per cell. Moreover, in fractional FR

scene, edge users are assumed to be 1 / 4 of the total

users. It can be seen that the ROFS and RRFS methods

have the same performances. The analysis result in Sect.

3 is verified that the ROFS and RRFS methods are

completely equivalent. In addition, our schemes have

better edge user performance than full FR and higher

system average performance than fractional FR. In frac-

tional FR scene, the edge users would utilize orthogonal

spectrum between two neighboring femtocells, so a better

edge performance can be obtained. From Fig. 6, we can

see that the proposed scheme has similar edge user rate

with fractional FR at the cost of a certain system average

performance loss against full FR.

The arithmetic average throughput of user is given in

Fig. 7 for 3� 3 and 4� 4 femtocells network. Since the

interference environment in 3� 3 scene is better than 4�
4 network, so the performance of the former scenario is

higher for all the IC schemes. Moreover, we can see that

the proposed methods have about 13.7 % improvement

and 5.2 % loss in terms of user arithmetic average

throughput relative to fractional FR and full FR in 3� 3

scenario, respectively. In the 4� 4 network, these two

proportions become to 16.5 and 5.6 %. That is to say the

performance gain of our method over the fractional FR is

more obvious with the interference tending to be more

serious.

In Fig. 8, the geometrical average throughput of user is

depicted. It can be seen that the proposed methods are best

in terms of geometrical average rate. Therefore, our
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methods can more effectively guarantee the fairness of

users among all schemes. This result consists with the

optimization target in Sect. 4.

The edge user throughput, i.e., the performance of 5 %

users in CDF curve, is shown in Fig. 9. The edge user rate

of the proposed schemes is improved by 73.9 and 50 %

compared with full FR in 3� 3 and 4� 4 scenario. For

3� 3 scene with lighter interference, the edge user per-

formance is even better than fractional FR. With the inter-

femtocell interference becoming more severe, the edge

user rate of our methods would decrease and may be lower

than fractional FR. That is because edge users are not

isolated to orthogonally allocate resources as done in

fractional FR and the total user average performance is the

design objective in the proposed schemes.

6 Conclusions

A kind of dynamically changing frequency reuse factor-

based IC scheme is proposed for femtocell network in this

paper. Here, a probability p, with which one femtocell group

randomly occupies or releases fractional frequency resour-

ces, is introduced and optimized to realize the tradeoff

between mitigating inter-femtocell interference and

improving the usage efficiency of spectrum. Compared with

fractional FR used widely in macrocell network, the pro-

posed schemes can achieve higher arithmetic average user

throughput. Moreover, a better edge user performance is got

by our methods relative to full frequency reuse. In addition,

the new methods can obtain the maximal geometrical aver-

age user’ rate compared with the other schemes and realize

more fairly allocation of resources among users. What’s

more, in current ROFSandRRFS schemes, only one p is used

and designed for all the users in each femtocell from the view

of average performance of network. However, the preferable

p for different user location is distinct, just as shown in Fig. 4.

Therefore, a more precise design should use different p for

users located in different areas of a cell, such as cell center

and cell edge. This will be focused on in our following work.
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