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Abstract Structural health monitoring has received

remarkable attention due to the arising structural safety

problems. Most of these structural health problems are

accumulative damages such as slight changes in structural

deformations which are very hard to be detected. In addi-

tion, the complexity of real structure and environmental

noises make structural health monitoring more difficult.

Existing methods largely use various types of sensors to

collect useful parameters and then train a machine learning

model to diagnose damage level and location, in which a

large amount of training data are needed for the model

training, while the labeled data are rare in the real world.

To overcome this problem, sparse coding is employed in

this paper to achieve structural health monitoring of a

bridge equipped with a wireless sensor network, so that a

large amount of unlabeled examples can be used to train a

feature extractor based on the sparse coding algorithm.

Features learned from sparse coding are then used to train a

neural network classifier to distinguish different statuses of

the bridge. Experimental results show the sparse coding-

based deep learning algorithm achieves higher accuracy for

structural health monitoring under the same level of envi-

ronmental noises, compared with some existing methods.

Keywords Structural health monitoring � Sparse coding �
Wireless sensor network

1 Introduction

Structural deterioration is a growing problem both in China

and around the world. For instance, bridges easily suffer

from persistent traffic, wind loading, material aging,

environmental corrosion, earthquakes and so on. All these

factors can result in structural deficiencies and damages,

which greatly shorten the lifetime of structures. Sometimes

these imperceptible damages may cause serious security

incidents such as collapse and subsidence, which may lead

to significant casualties and loss of properties. For exam-

ple, in August 2012, the Yangmingtan bridge in Harbin city

collapsed with several cars falling down and three people

died. Another serious accident occurred in Hunan province

of China, the Tuojiang bridge under construction suddenly

collapsed, causing 64 workers died. Many facts and

experiences show that the continuously structural health

monitoring is extremely necessary to avoid such incidents

happen.

To solve this problem, great attention has recently been

paid to structural health monitoring (SHM) techniques [1–

5]. The early researches of SHM focus on real physical

models trying to mimic the status of a real structure, which

is called model-driven method [6, 7]. This method uses

mathematical modeling and physical laws to represent the

monitored structure. By analyzing and solving the model,

the degree and location of the damage place can be accu-

rately detected. However, when the complexity of the
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monitored structure grows as well as the environmental

factors are taken into consideration, building and solving

such a complex model become much more difficult. Since

the mid-1990s, model-driven method has been gradually

replaced by a kind of new approach named data-driven

method [8–15], in which wireless sensor networks (WSN)

[16–19] companied with machine learning [20] are

employed for better data collection and processing in SHM.

For instance, Worden et al. [21, 22] take an experiment on

laboratory structures by using novel detection algorithms

such as outlier analysis and auto-associative neural net-

work. Hoon Sohn [23] also applies time series analysis

combined with auto-regressive and outlier analysis to

identify different structural conditions of a fast patrol boat.

Since physical data of engineering structures collected by

wireless sensors are intelligently collected and analyzed by

these data-driven methods, structural health problems

hidden in raw data can be promptly detected and remaining

lifetime of architectures may be predicted with less cost of

time and labor.

The intuition behind data-driven approaches for SHM is

simple: When there are some damages occurred in a

structure, properties of the structure may change, which

could be reflected in sensor data. By extracting features

from these raw data, a classifier can be built to distinguish

different statuses of the structure. Therefore, a SHM task is

converted into a classification problem which can be solved

by machine learning-based algorithms such as neural net-

work [24–30] and support vector machine. There are many

advantages of the machine learning-based approaches for

structural health monitoring. First, it is very suitable for

complex structures because their analysis on structure rely

on the data collected by sensor, not the model self. Second,

this kind of method can automatically learn the damage

degree and location according to large amounts of data.

However, performance of such methods heavily depends

on the size of training data, while obtaining enough labeled

data for training brings high cost of time and manpower

which may limit performance of traditional supervised

learning algorithms. Another factor that may affect clas-

sification performance is feature selection. For traditional

supervised learning algorithms, suitable features should be

selected from raw data according to engineering experience

and professional knowledge, which makes feature selection

a challenging task.

To overcome these problems, we seek to apply a sparse

coding-based deep learning algorithm to build a feature

extractor from unlabeled data. Since Geoffrey Hinton

proposed a new method in which a deep ‘‘autoencoder’’

network is trained to learn low-dimensional codes from

high-dimensional input vectors in 2006 [31], deep learning

approaches have gained great interests. So far, deep

learning has beaten many state-of-the-art algorithms in a

wide range of areas. Hinton et al. use deep neural networks

(DNNs) for acoustic modeling in speech recognition and

outperform GMM-HMMs model which has already been

widely used in most current speech recognition systems

[32]. In image classification field, Andrew Ng [33] builds a

nine-layer network to learn a high-level feature detector

from unlabeled images which outperforms most of other

existing methods. Deep learning techniques have also been

extensively studied in natural language processing (NLP)

and achieved many breakthroughs [34–37]. Although deep

learning has been widely studied in many applications, as

far as we know, seldom literatures have introduced deep

learning techniques into SHM.

In deep learning, sparse coding [37] provides an efficient

way to find succinct representations of unlabeled data. It

learns basis functions which capture high-level features in

the data, making classification tasks much easier and more

accurate. In this paper, we employ a sparse coding-based

deep learning algorithm to achieve structural health mon-

itoring of a bridge equipped with a wireless sensor net-

work. The wireless sensor network system is responsible

for data collecting. After data preprocessing stage, we

perform sparse coding to learn valid feature representations

from only unlabeled data. These feature representations

will be taken as the input of neural network to classify

different statuses of structure. The contribution of this

paper is that deep learning techniques such as sparse cod-

ing are firstly introduced in SHM applications.

The rest of this paper is organized as follows: in Sect. 2,

we will discuss data collection, data preprocessing, feature

extraction and the theory of sparse coding in detail. In Sect.

3, experiments setting and results will be given to dem-

onstrate the efficiency of our approach. Finally, a short

conclusion will be drawn in Sect. 4.

2 System design

Basically, the architecture of our system design consists of

three main layers. The first layer is responsible for data

preparation, including data collection and data prepro-

cessing. The second layer is the key layer in which feature

extraction is performed, including sparse coding module

and modal analysis module. The last layer is the classifi-

cation layer, in which we adopt neural network as the

classification algorithm. Figure 1 describes our system

design.

2.1 Data collection

To validate the proposed algorithm in this paper, we

choose a three-span bridge to monitor its health status. As

is shown in Fig. 2, wireless sensors are allocated in joints
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and some key parts of the bridge. These sensors will

measure acceleration data in a constant interval and store

them.

Data collected by each sensor can be denoted as a vector

Di ¼ ðd1; d2; . . .; dt; . . .Þ . Our algorithm runs the data in

database every day, so that a report about the current health

situation can be given based on the analytical results.

2.2 Data preprocessing

Generally, data collected by each sensor can be represented

by an unlimited-dimensional vector or a time series. In data

preprocessing stage, these time series are cut into small

pieces by using a time frame, as shown in Fig. 3. Suppose

there are r sensors attached in the bridge, the time frame

size is t, and sampling frequency is f. The number of data

pieces in one time frame is r. If we concatenate these

pieces of data into a vector x ¼ ðp1; p2; . . .; prÞ 2 <r�t�f ,

along with a class label y 2 f1; . . .;Cg, where C denotes

the number of category, then one training example fx; ygis
formed. Repeatedly do the same procedure described

above, we obtain labeled training set of m examples

fðxð1Þl ; yð1ÞÞ; ðxð2Þl ; yð2ÞÞ; . . .; ðxðmÞl ; yðmÞÞg. When the health

status of the bridge is unknown, we can also construct a set

of k unlabeled examples x
ð1Þ
u ; x

ð2Þ
u ; . . .; x

ðkÞ
u 2 <r�t�f .

2.3 Modal analysis

The second layer is the feature extraction layer. Basically,

this layer consists of two steps. In the first step, a sparse

coding algorithm is applied to learn high-level features

from raw acceleration data. We will talk about this topic

later in the next subsection. While in the second step, we

use built-in solver function fe_eig provided by SDT—to

obtain modal frequencies as the complementary features.

The fe_eig function returns the eigendata—including

both mode shapes and natural frequencies—in a structured

matrix with fields .def for shapes and .DOF to code the

DOFs (Degree of freedom) of each row in .def and .data

giving the modal frequencies in Hz. This function can be

call with the following form:

Eigopt ¼ SolutionMethod nm . . .½ �;
Def ¼ fe eig model; eigoptð Þ;

the function parameter model is a matlab structure which

holds the bridge we construct, and eigopt is an array which

describes related parameters with this function. We choose

Lanczos solver as the solution method because it is more

suitable for complex models. Parameter nm represents the

number of mode shapes we need. In addition, we also need

to define load and boundary conditions, materials and

section properties and sensors before using this function.

Modal Analysis
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Fig. 1 System design for structural health monitoring

Fig. 2 Structural health monitoring of a bridge
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When a structure get damaged, some properties of this

system will also change. Most of the time, these changes will

be directly reflected in the modal frequencies of this struc-

ture. In other word, the modal frequencies are strong indi-

cators for the health statuses of structures. In this paper, we

perform the modal analysis to obtain the modal frequencies

for each status of the structure, and then these frequencies are

merged into the feature vector as a part of features.

2.4 Sparse coding

Another module in the second layer is the sparse coding

module. As we have mentioned in the previous section,

since the labeled data are rare, a method which can make

full use of large amounts of unlabeled data and automati-

cally capture features from input data is preferred. Sparse

coding, which is an unsupervised feature learning algo-

rithm, feeds all the requirements above. Sparse coding was

first proposed by Olshausen and Field [38], which origi-

nally used as an unsupervised computational model of low-

level sensory processing in human beings. Here is the

architecture of a sparse coding:

Sparse coding consists of three layers: an input layer, a

hidden layer and an output layer. Each neuron has weights

connected to all neurons in the next layer. Given an unla-

beled training example set fxð1Þ; xð2Þ; xð3Þ; . . .g, where

xðiÞ 2 <n, sparse coding employs the backpropagation

algorithm, setting the target values to be equal to the

inputs, which means that the sparse coding tries to learn an

identity function hw;bðxÞ � x. If we add a constraint on the

network to limit the number of hidden units, the network is

forced to learn a compress representation of the input. We

can also reconstruct the input data as similar as possible by

using the learned features. In practical, we do not limit the

number of hidden units; instead, we impose a sparsity

constraint on the hidden units to limit the number of

‘‘active’’ units. Informally, if the output of a neuron is close

to 1, we consider it as being ‘‘active,’’ otherwise, it is

‘‘inactive.’’ What we want is to constrain the neurons in

hidden layer to be inactive in most of the time (Fig. 4).

Suppose that a
ð2Þ
j ðxÞ denotes the activation of hidden

unit j, given a specific input x. In forward propagation

process, the activation of hidden layer can be denoted as:

að2Þ ¼ sigmoidðW ð1ÞxÞ. W ð1Þis the weight between input

layer and hidden layer. So the average activation of hidden

unit j can be given by:

q̂j ¼
1

m

Xm

i¼1

½að2Þj ðxðiÞÞ� ð1Þ

We would like to let q̂j be close to a small value q,

which is called the sparsity parameter. To achieve this, we

add an extra term to the objective function that penalizes q̂j

deviating significantly from q. We choose KL divergence

as our penalty term:

XL2

j¼1

q log
q
q̂j

þ ð1� qÞ log
1� q
1� q̂j

ð2Þ

Recall that the cost function of neural network can be

defined as follows:

CðW ; bÞ ¼ 1

m

Xm

i¼1

1

2
hw;bðxðiÞÞ � yðiÞ
�� ��2

� �" #

þ k
2

Xnl�1

l¼1

Xml

i¼1

Xmlþ1

j¼1

ðwðlÞij Þ
2 ð3Þ

So the cost function for sparse coding can be modified as

below:

CsparseðW ; bÞ ¼ CðW ; bÞ þ b
XL2

j¼1

KLðqjjq̂jÞ ð4Þ

where KLðqjjq̂jÞ ¼ q log q
q̂j
þ ð1� qÞ log 1�q

1�q̂j
.

In order to find the optimal parameters of sparse coding,

we need to minimize CsparseðW ; bÞ as a function of W and

b. Batch gradient descent is a proper choice. Each iteration

of gradient descent updates the parameters W, b:

w
ðlÞ
ij ¼ w

ðlÞ
ij � b

o

ow
ðlÞ
ij

CðW ; bÞ ð5Þ

b
ðlÞ
i ¼ b

ðlÞ
i � b

o

ob
ðlÞ
i

CðW ; bÞ ð6Þ

The backpropagation algorithm can compute the partial

derivatives efficiently. However, for sparse coding training,

it will be slightly different from the backpropagation

algorithm. We need to compute a forward pass on all

training examples to compute the average activation q̂j.

Then, a second forward pass will be conducted to do

backpropagation on training examples. Here is the sparse

coding algorithm:
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Fig. 4 Architecture of sparse coding
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Algorithm:  Backpropagation for sparse coding 

Once we have trained a sparse coding, it can learn high-

level features from unlabeled data. To try to understand

what it has learned, we visualize the features captured by

hidden units. Notice that W ð1Þ 2 <h�n denotes the weight

between input layer and hidden layer, and ith row of W ð1Þ

represent the parameters for ith hidden unit. Take ith row

of W ð1Þ as the input of sparse coding, the activation of ith

hidden unit will be maximal. In Fig. 5, we randomly

choose 8 units from 156 hidden units to illustrate features

learned from input data. This figure shows some basic

patterns or features learned by hidden units.

After building a sparse coding to extract features using

unlabeled data, a classifier can be constructed to make

predictions for the statuses of structures. So far, there are

many classification algorithms available; here, we choose a

neural network to build a classifier in consideration of its

high performance and stability. Given a set of training

examples, sparse coding takes these data as input and

extract features ff ð1Þl ; f
ð2Þ
l ; . . .; f

ðmÞ
l g. Then, these features

along with the corresponding class labels will be used to

train a neural network. Similarly, for testing examples, we

also use sparse coding to extract features and employ

neural network to predict the class label of testing

examples.

3 Experiment

3.1 Presentation of structure

The structure considered is a three-span bridge which is

presented in Fig. 6. This bridge is constructed using the

Structural Dynamics Toolbox (SDT [39] ) under Matlab

with 150 nodes and 192 elements. The surface of the bridge

is set to be 80 meters long and 8 meters wide, and it has

two lanes in opposite direction. The material of the bridge

is steel. The Young’s modulus and shear modulus of these

materials are assumed to be 210 GPa and 80 GPa,

respectively [40]. Table 1 lists some main material prop-

erties used in our experiment. However, if the bridge has

been damaged or corroded, both of these two parameters

will decline according to the degree of damage or corro-

sion. How these two material factors change will be
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explained in detail later on. The system is excited by a

uniform pressure acting on whole surface of the bridge.

The bridge’s motion is restricted to in plane vibrations. As

shown in Fig. 6, the left and right edges of the bridge

surface are fixed as well as the bottom of three piers.

3.2 Experiment setting

In order to monitor the status of the bridge in real time,

about 36 triaxial accelerometers are allocated on the upper

and bottom surfaces of the bridge, as well as joint places

between bridge surface and piers. The sample frequency of

these sensors is set to be 5 Hz. Each of the sensors records

5 acceleration data every 1 s at the sensor’s location. So

during the period of monitoring, the data record by one

sensor can be regarded as a one-dimensional vector and

data collected by total 36 sensors form a matrix. These

sensor data are our raw data and can be used in feature

extraction latter.

To quantify the damage degree of a bridge and differ-

entiate different statuses of a bridge conveniently, we

define four kinds of scenarios: a healthy scenario and three

damage scenarios. The differences between these scenarios

are Young’s modulus and shear modulus of material at

some predefine locations of the bridge, which are DL1,

DL2 and DL3 (see Fig. 6). For convenience, we also use

d1, d2 and d3 to denote three damage scenarios. In the

healthy scenario, the Young’s modulus and shear modulus

are declared in Table 1. However, when steel becomes

corrupt over time, both Young’ modulus and shear modu-

lus will decrease definitely. Tables 2 and 3 describe the

Young’s modulus and shear modulus reduction at locations

DL1, DL2 and DL3 for three damage scenarios,

respectively.

The condition of a bridge in real world can easily be

subjected to environmental factors, such as wind, humidity,

temperature and even slight disturbance. Changes in

environmental factors will lead to the changes of acceler-

ation data collected by sensors. In order to make the

experiment as realistic as possible, we simply assume all

the environmental noises obey Gaussian distribution with

zero mean and rstandard deviation. The reason for this

assumption is that we cannot list all environmental factors

and we also cannot tell which factors are dominant ones, so

the safest way to analyze is that assuming all the factors

obey Gaussian distribution. Based on this assumption, for

each sample data, environmental noise is added to the

measure data in the following form:

aiðtÞ ¼ aiðtÞ þ Nð0; rÞðtÞ ð7Þ

where aiðtÞ is the acceleration measured at sensor i and

time t and Nð0; rÞ is a Gaussian random variable with zero

mean and r standard deviation. In our simulation, we

choose two different values of r, namely 1 and 0.5, to

represent two different noise levels, respectively.

3.3 Feature extraction

The feature extraction consists of two key steps. In the first

step, the sparse coding algorithm is applied to learn high-

level features from raw acceleration data. While in the

second step, we use built-in solver function fe_eig provided

by SDT—to obtain modal frequencies as complementary

features.

So far, we have defined four kinds of scenarios and two

noise levels for the bridge showed in Fig. 6. For each

scenario under certain noise level, we do a simulation for a

period of time. There are 36 sensors in total, for each

Fig. 6 Three-span bridge with different damage locations

Table 1 Material properties of steel

Symbol Value Unit Physical quantity

E 210000000000 Pa Young’s modulus

Nu 0.285 Poisson’s ratio

Rho 7800 Kg/m^3 Density

G 81712062256 Pa Shear modulus

Eta 0 Loss factor

Alpha 0 /�C Thermal expansion coef

T0 20 �C Reference temperature

Table 2 Young’s modulus reduction at locations DL1, DL2 and DL3

for three damage scenarios considered

Damage case DL1 (%) DL2 (%) DL3 (%)

d1 3 8.5 5

d2 6 15 10

d3 9 30 20

Table 3 Shear modulus reduction at locations DL1, DL2 and DL3

for three damage scenarios considered

Damage case DL1 (%) DL2 (%) DL3 (%)

d1 2.5 7.5 5

d2 5 15 10

d3 10 30 20
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sensor, the sample frequency is 5 Hz. If time frame size is

set to 5 s, then we can obtain 900 data from 36 sensors in a

time frame. Actually, this is what we have mentioned in

data preprocessing step. According to the method in data

preprocessing, these 900 data can form into a vector

x ¼ ðp1; p2; . . .; prÞ 2 <1�900. In the experiment, the clas-

sification label is y 2 f1; 2; 3; 4g, which denotes four dif-

ferent scenarios: healthy scenario and three damage

scenario d1, d2 and d3. Here, we use ðxt
l; y

t
lÞ to represent a

labeled example in one time frame. By cutting acceleration

data from all sensors during simulation, we can obtain a set

of training and testing examples:

½Xl; Yl� ¼ fðxð1Þl ; yð1ÞÞ; ðxð2Þl ; yð2ÞÞ; . . .; ðxðtÞl ; y
ðtÞÞg ð8Þ

apart from the labeled training and testing data ½Xl; Yl�, we

also need unlabeled training data to train a sparse coding

feature extractor. In our experiment, we build several

bridges which are similar to the bridge we show in Fig. 6.

For each bridge, same scenarios and noise levels are define

as we have discussed above. But there is a slight difference

this time, we leave out all the labels Y to get a set of

unlabeled data Xu ¼ fx1
u; x

2
u; . . .; xt

ug.
The input of sparse coding model training is a set of unla-

beled data Xu, then the sparse coding training algorithm will be

performed to learn model parameters W and b (weights and

bias among neurons). Our sparse coding model consists of

three layers, with 900 neurons in the input layer, 156 neurons

in the hidden layer and 900 neurons in the output layer. Once

sparse coding has been trained, we feed it with labeled data Xl

and perform the feedforward algorithm by using W and b to

extract features. For each example xl 2 Xl, the output of hid-

den layer is the corresponding feature vector fl 2 <1�156. By

using sparse coding model, we successfully extract features

Fl 2 <m�156(suppose there a m training and testing examples)

from labeled data Xl 2 <m�900. For each dataðxl; ylÞ, we use

sparse coding to obtain a feature vector fl from xl, so the class

label for fl is yl, which is taken from the same xl. Feature matrix

Fl and class label Yl will be further used in the training and

testing phase of classification.

The second step of feature extraction is calculating

modal frequencies of the bridge. In the experiment, we

adopt built-in functions fe_eig in SDT to obtain modal

frequencies. In addition, we also need to define load and

boundary conditions, materials, section properties and

sensors before using this function. For each of four sce-

narios described above (including one healthy scenario and

three damage scenarios), we obtain 20 modal frequencies

in total. Table 4 shows modal frequencies under four dif-

ferent scenarios.

As Table 4 shows, the modal frequencies of the bridge

under different health statuses are also different. More

specifically, the differences in low frequencies are not

obvious, but there are great differences in high frequencies.

With the damage situation of the bridge getting worse, the

high modal frequencies tend to decline, as the last rows of

Table 4 shows. Thus, we add the modal frequencies to

feature vectors and get a new feature matrix F�l 2 <m�176.

3.4 Training and testing

In previous section, we discuss two steps in feature

extraction. So in this section, we will talk about the training

and testing of classification. In the experiment settings, we

define four category of bridge conditions, and in each sit-

uation, we perform data preprocessing and feature extrac-

tion to get feature matrix F�l and class label Yl. By using

these data, we can train a classification model so that we

could predict which category of condition the bridge

belongs to when a new example comes. We build a three-

layer neural network for data classification, with 176 units

in input layer, 85 units in hidden layer and 4 units in output

layer. All the data are divided into two parts: 70 % for

training and 30 % for testing. We also use tenfold cross-

validation to find the optimal parameters of classification

model. Finally, to evaluate and compare the performance

of our algorithm with others, we also implement four

algorithms for comparison. They are neural network

without sparse coding, logistic regression (LR) [41], soft-

max regression (SR) [42] and decision tree (DT) [43].

Table 4 Modal frequencies under different scenarios

Health (Hz) d1 (Hz) d2 (Hz) d3 (Hz)

13.529619 13.52883 13.52796 13.52591

13.577989 13.57679 13.57553 13.57278

13.663792 13.66153 13.65922 13.65438

13.796059 13.7941 13.79204 13.78755

13.989928 13.98504 13.98007 13.9698

14.270259 14.26374 14.25718 14.24385

14.678254 14.66927 14.6602 14.64171

15.284126 15.27227 15.26038 15.23649

16.212584 16.19736 16.18205 16.15112

17.698144 17.67868 17.6592 17.62018

20.219783 20.20174 20.18364 20.14725

24.893324 24.86077 24.82812 24.7624

33.887029 33.88702 33.88702 33.88702

34.999965 34.96146 34.9227 34.8443

66.089337 66.01031 65.92995 65.7642

68.100046 68.10002 68.09999 68.09993

102.9711 102.9077 99.04077 90.67022

106.44299 102.9711 101.7434 96.53754

106.52954 104.194 102.8209 98.59637

106.67012 104.8181 102.9722 101.4132
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3.5 Classification accuracy

Classification accuracy is a popular metric to evaluate the

performance of classification algorithms. ‘‘Accuracy’’

reflects the percentage of examples that algorithms guess

correctly in the total testing examples. In the experiment,

we select 10 different sizes of training set to testify our

approach. For each training set, we use 70 % of data for

training and the other for testing. We first run our experi-

ment under the condition that contains environmental noise

of Nð0; 1Þ. Figure 7 shows accuracy of all the algorithms

with the increase of the number of examples.

As is illustrated in Fig. 7, the test accuracy of all the

algorithms goes up as the training set size increases. The

accuracy of our algorithm increases dramatically when the

training set size below 300 and then goes up steadily as the

training set size grows, reaching an accuracy about 98 %.

Neural network without sparse coding achieves 96 % and

softmax regression approaches to 94 %. The other two

methods only achieve an accuracy below 90 %.

Figure 8 compares accuracy of our algorithm with other

ones when environmental noise Nð0; 0:5Þ is added. Because

of the impact of noise, the accuracy of neural network drops

to about 93 %. However, our algorithm still achieves a rel-

ative high accuracy, i.e., 98 %, which indicates that sparse

coding can tolerate much more noise than other algorithms.

The accuracies of the other four algorithms go down to 85 %

or less. Note that the vibration magnitude of a bridge is small;

so when the standard deviation of noise is smaller, the noise

signal will be more similar to the original signal, which may

have a strong interference on the raw data. Thus, compared

with the first scenario, traditional algorithms suffer more

performance degradation. However, sparse coding shows a

better noise tolerance performance than other algorithms.

Compared with input data which exist correlations among

them, the noise signals are always disorder or irregular,

sparse coding can capture these correlations from input data

and filter some random noises at the same time; this could

explain why sparse coding can tolerate more noises than

others methods.

3.6 Recall rate

Recall rate is another important metric to evaluate the

performance of classification algorithms. We calculate the

recall rate under two different environmental noise condi-

tions and compare our algorithm with the other four

algorithms. Figure 9 shows the recall rate with noise level

Nð0; 1Þ, while Fig. 10 shows the recall rate with noise level

Nð0; 0:5Þ.
In both of these two figures, our method has achieved

acceptable rates, compared with the other approaches. In

Fig. 9, although neural network and softmax regression

perform relatively well, the recall rate of our algorithm gets

a little bit higher. In Fig. 10, all the algorithms suffer from

the stronger noise and the corresponding recall rate drops

obviously, except our method. The comparisons between

all the approaches under two different noise conditions also

show us that the proposed algorithm can achieve a better

performance when environmental condition changes.

3.7 F1-score

Precision and recall rate are two most commonly metrics to

reflect different aspects of performance of classification

algorithms. However, there is a trade-off between them. By

investigating each of them separately, we are hardly to tell

which algorithm is better. Fortunately, F1-score combines
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both of them and gives us a comprehensive understanding

of the performance of algorithms. Here is the definition of

F1-score:

F1 � score ¼ 2 � precision � recall

presionþ recall
ð9Þ

As the same as accuracy and recall rate analysis, we also

calculate this metric under two environmental noise levels.

Figures 11 and 12 show the F1-score with all the five

classification algorithms.

Similar to recall rate, when the noise level is low, all

algorithms can achieve a good performance, as Fig. 11

shows. The F1-score of neural network and softmax

regression are 96 and 94 % roughly, while our method can

achieve a F1-score about 98 %. In Fig. 12, the F1-score of

neural network and softmax regression decreases to 93 and

87 %, respectively. Similarly, the F1-score of logistic

regression and decision tree is a little bit lower, about

85 %. However, our method can still hold a relatively high

F1-score, despite the effect of a stronger noise level.

Compare with the two figures, it is obvious that our method

has a better performance than others in a real situation

application.

4 Conclusion

In this paper, we apply deep learning techniques combined

with a wireless sensor network for SHM and propose a

new method using sparse coding to learn a feature
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representation to enhance classification performance. From

the simulation, the learned features from sparse coding not

only improve the performance of classification but also

make our approach more tolerant to environmental noises.

Performance comparison also demonstrates the efficiency

and robustness of our algorithm.

5 Future work

Although our method performs very well in the simulation

experiments, the actual performance still need to be testify

in a real scenario. In the feature work, we will choose a real

bridge and apply our method proposed in the paper to

check its availability. In addition, the real health monitor-

ing will be much more complicated and some unpredict-

able problems still need to be further discussed.
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