
ORIGINAL ARTICLE

Measuring instant emotions based on facial expressions
during computer-based assessment

Vasileios Terzis • Christos N. Moridis •

Anastasios A. Economides

Received: 14 February 2011 / Accepted: 17 August 2011 / Published online: 13 October 2011

� Springer-Verlag London Limited 2011

Abstract Emotions are very important during learning

and assessment procedures. However, measuring emotions

is a very demanding task. Several tools have been devel-

oped and used for this purpose. In this paper, the efficiency

of the FaceReader during a computer-based assessment

(CBA) was evaluated. Instant measurements of the Face-

Reader were compared with the researchers’ estimations

regarding students’ emotions. The observations took place

in a properly designed room in real time. Statistical anal-

ysis showed that there are some differences between

FaceReader’s and researchers’ estimations regarding Dis-

gusted and Angry emotions. Results showed that Face-

Reader is capable of measuring emotions with an efficacy

of over 87% during a CBA and that it could be successfully

integrated into a computer-aided learning system for the

purpose of emotion recognition. Moreover, this study

provides useful results for the emotional states of students

during CBA and learning procedures. This is actually the

first time that student’s instant emotions were measured

during a CBA, based on their facial expressions. Results

showed that most of the time students were experiencing

Neutral, Angry, and Sad emotions. Furthermore, gender

analysis highlights differences between genders’ instant

emotions.

Keywords FaceReader � e-Learning � Computer-based

assessment � Emotion recognition

1 Introduction

Measuring emotions could be crucial in fields as varied as

psychology, sociology, marketing, information technology,

and e-learning. Consequently, several researchers have

developed their own instruments to assess emotions [1].

The core channels/methods for measuring emotions are the

following [2]: (1) questionnaire, (2) personal preference

information, (3) speech recognition, (4) physiological data,

and (5) facial expressions. Although this paper evaluates

and uses facial expressions method, the following para-

graphs briefly highlight some main points of the afore-

mentioned emotion recognition methods.

Many researchers have used static methods such as

questionnaires and dialogue boxes, in order to infer a user’s

emotions. These methods are easy to administer but have

been criticized for being static and thus not able to

recognize changes in affective states. Moreover, Oatley

recognized that self-reporting of emotions simplifies the

recognition problem [3]. However, Dieterich, Malinowski,

Kühme, and Schneider-Hufschmidt stated that this

approach transfers one of the hardest problems in adaptive

affective interfaces from the computer to the user [4]. Thus,

another advantage of the questionnaire is that it provides

feedback from the user’s point of view and not an out-

sider’s [1]. Questionnaires can be used to infer users’

emotions, either stand-alone or assisting another affect

recognition method. On the other hand, the way questions

are framed and demonstrated [5], the order in which

questions are asked and the terminology employed in

questions are all known to affect the subject’s responses
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[6, 7]. Similarly, there is evidence that judgments on rating

scales are non-linear and that subjects hesitate to use the

extreme ends of a rating scale [8]. Hence, when using

verbal scales, one should make sure that the terminology

employed and the context in which it is to be presented,

really reflect the subjective significance of the subject

population [9].

Emotional recognition frameworks using personal pref-

erence information are based on the assumption that people

do not necessarily recognize emotions just by signals seen

or heard; they also use a high level of knowledge and

reason, to be able to process the goals, situations, and

preferences of the user. A person’s emotions could be

predictable if their goals and perception of relevant events

were known [10]. Implemented in a computational model,

this can be achieved by using agents, artificial intelligence

techniques, reasoning on goals, situations, and preferences

[11]. For example, if the system can reason about the

reactions of a user from the input that the system receives,

(assumption made derived from the time of day, speed of

reading, provided personal information, etc.) appropriate

content could be displayed in a way adapted for the emo-

tion or the mood of the user.

The modulation of voice intonation is one (of the) main

channel(s) of human emotional expression [12]. Certain

emotional states, such as anger, fear, or joy, may produce

physiological reactions [13], such as an increase in cardiac

vibrations and more rapid breathing. These in turn have

quite mechanical and thus predictable effects on speech,

particularly on pitch (fundamental frequency F0), timing,

and voice quality [14]. Some researchers have investigated

the existence of reliable acoustic correlates of emotion in

the acoustic characteristics of the signal [12, 15]. Their

results agree on the speech correlates that are derived from

physiological constraints and correspond with broad clas-

ses of basic emotions, but disagree and are unclear con-

cerning the differences between the acoustic correlates of

fear and surprise or boredom and sadness. This is perhaps

explained by the fact that fear produces similar physio-

logical reactions to surprise, and boredom produces similar

physiological reactions to sadness, and consequently, very

similar physiological correlates result in very similar

acoustic correlates [14]. The task of machine recognition of

basic emotions in non-formal everyday speech is extremely

challenging.

Another valuable channel for emotional detection

derives from the measurement of physiological quantities,

such as temperature or blood pressure. This is important

not only for the study of physiological processes and the

clinical diagnostics of various diseases, but also for the

estimation of emotional states. William James was the first

who proposed that patterns of physiological response could

be used to recognize emotion [16]. Psychologists have been

using physiological measures as identifiers of human

emotions such as anger, grief, and sadness [17]. Usually,

changes in emotional state are associated with physiolog-

ical responses such as changes in heart rate, respiration,

temperature, and perspiration [18]. The use of engineering

techniques and computers in physiological instrumentation

and data analysis is a new, challenging research practice,

especially when referring to emotional recognition. For

instance, researchers at the MIT Media laboratory have

been using sensors that detect galvanic skin response

(GSR), blood volume pulse, respiration rate, and electr-

omyographical activity of muscles [19]. The emotion

mouse, an example of recent advances in affective com-

puting, measures the user’s skin temperature, galvanic skin

response (GSR), and heart rate and uses this data to cate-

gorize the user’s emotional state [20]. It has also been

suggested that facial electromyography (EMG) could be

potentially useful input signals in HCI [21, 22]. Therefore,

there is a need for adequate measures to associate physi-

ological measurements with definite emotional states in

order to assign them to conditions meaningful to a com-

puter [23]. Since the physiological state is so closely

associated with the affective state, an accurate model of a

physiological response could enable computer interactive

environments to effectively determine a user’s affective

state in order to guide appropriate customized interactions

[24]. Nevertheless, subjective and physiological measures

do not always agree, which indicate that physiological data

may detect responses that users are either unconscious of or

cannot recall at post-session subjective assessment [25].

Moreover, the sensors might often fail and result in missing

or unfavorable data, a common problem in many multi-

modal scenarios, resulting in a considerable reduction in

the performance of the pattern recognition system [26].

Research evidence supports the existence of a number of

universally recognized facial expressions for emotion such

as happiness, surprise, fear, sadness, anger, and disgust

[27]. Therefore, estimating emotional experiences from

objectively measured facial expressions has become an

important research topic. Other facial recognition systems

employ advanced video-based techniques [28] or measure

the electrical activity of muscles with EMG (facial elec-

tromyography) [21].

An important issue is that many of the existing facial

recognition systems rely on analyzing single facial images

instead of tracking the changes in facial expressions con-

tinuously [29]. It would be more meaningful if the com-

puterized learning environments could analyze the

student’s facial expressions continuously to be able to react

to changes in the student’s emotional state at the right time.

Relative to this, Essa and Pentland made the point that the

lack of temporal information is a significant limitation in

many facial expression recognition systems. Consequently,
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methods for analyzing facial expressions in human–com-

puter interaction, especially those concerning computer-

aided learning systems, should incorporate a real-time

analysis [28]. This can be achieved either by using

advanced video-based techniques [28] or by measuring the

electrical activity of muscles with EMG (facial electro-

myography) [21].

At present, different machine vision techniques using

video cameras are the predominant methods in measuring

facial expressions [30–32]. A notable application is the

FaceReader, lately developed by Vicar Vision and Noldus

Information Technology bv. The FaceReader recognizes

facial expressions by distinguishing six basic emotions

(happy, angry, sad, surprised, scared, disgusted, and neu-

tral) with an accuracy of 89% [33]. The system is based on

Ekman and Friesen’s theory of the Facial Action Coding

System (FACS) that states that basic emotions correspond

with facial models [34]. Several studies have used Face-

Reader for different purposes [35, 36].

With regard to learning, there have been very few

approaches for the purpose of affect recognition. A real-

time analysis should be incorporated in human–computer

interaction [2], especially concerning computer-aided

learning systems. Previous studies in different fields

showed that FaceReader is a reliable measuring tool [35,

36]. However, learning and self-assessment are procedures

with particular characteristics.

This paper evaluated the effectiveness of FaceReader

2.0 during a computer-based assessment (CBA). Accord-

ingly, FaceReader’s efficiency was measured in compari-

son with 2 experts’ observations. Moreover, the

proportions of seven basic students’ emotions were esti-

mated during the CBA and were also compared between

genders.

2 Methodology

The course was an introductory informatics course, in the

Department of Economic Sciences of a Greek University.

The course contains theory and practice. In the theoretical

module, students have to learn general concepts of Infor-

mation and Communication Technology (ICT). In the

practical module, students have to learn how to use Word

Processing and Internet. Computer-based assessment

(CBA) includes questions from both modules.

208 students enrolled to participate in computer-based

assessment. The next step was the arrangement of the

appointments. Finally, 172 applicants out of the 208

attended their appointments. There were 60 males (35%)

and 112 females (65%). The average age of students was

18.4 (SD = 1.01). The CBA was voluntary. CBA consists

of 45 multiple choice questions, and its duration was

45 min. Each question had 4 possible answers. The

sequence of questions was randomized.

The use of the CBA was very simple. Each student had

to choose the right answer, and then, he/she had to push the

‘‘next’’ button. Each page included the question, the 4

possible answers, and the ‘‘next’’ button. The text was in

Greek. Teachers did not offer any additional instruction in

the beginning. Only a few students, who were not very

comfortable with the use of the assessment and asked for

help with its use, received further information and

instructions. The CBA’s appearance was simple, too, in

order to avoid any effects of design and esthetics.

During the evaluation stage of a system, the effects of

human–computer interaction (HCI) are often examined by

what is called the ‘‘wizard of oz mode,’’ where a researcher

hidden behind a curtain controls the system and makes

observations [37]. Accordingly, each student took the test

alone in a properly designed room. The room had two

spaces. There was a bulkhead between the two spaces. At

the first space, there was the PC on which the CBA took

place. Moreover, the camera of the FaceReader was hidden

in a bookcase. Besides, it is well known that people express

themselves more freely when they feel that they are on

their own.

In the second space were the 2 researchers. FaceReader

was connected with another PC in that space, so the

researchers were able to watch the facial expressions and

the emotions of the participants in real time. The two

researchers were also able to observe student’s actions

during the test through VNC viewer software, which was

presenting the student’s screen on a separate window of the

researchers’ screen (Fig. 1). Each researcher recorded the

student’s emotions measured by the FaceReader and his/

her estimation regarding the student’s emotions at the same

time, based on student’s facial expressions and actions.

In a live analysis, FaceReader’s output is a number of

charts and files. Each emotion is expressed as a value

between 0 and 1, indicating the intensity of the emotion.

Fig. 1 Researchers’ screen: FaceReader and VNC viewer (student’s

screen)
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‘‘0’’ means that the emotion is not visible in the facial

expression, and ‘‘1’’ means that the emotion is fully pres-

ent. Only emotions of value C0.5 were evaluated by the

researchers. Changes at FaceReader’s measurements in

relation to student’s facial expression or/and actions

(observed by the researchers during the test) determined

whether a FaceReader measurement was confirmed or not.

The purpose of this study has two dimensions in the

context of CBA: The first is the examination of Face-

Reader’s efficiency in measuring students’ instant emo-

tions, and the second is to provide empirical data

concerning students’ instant emotions.

3 Results

Firstly, it had to be examined whether the 2 researchers’

estimations were statistically different. It was important to

show that these estimations were free from researchers’

opinions. This means that any researcher will have a good

chance to show the same results if the experiment was

repeated. Thus, a contingency table was created for each

emotional state and overall. The 2 groups were the 2

researchers, and the outcomes were the agreement and the

disagreement with the FaceReader (Table 1). The

difference between the 2 researchers is not considered to be

statistically significant in each emotional state and overall.

Secondly, for the 172 students, 7,416 different emo-

tional states were recorded by the FaceReader. Table 2

shows the results for each emotional state. The second

column shows confirmed records. Confirmed records are

FaceReader’s records that they are also confirmed by the

researchers. In contrast, the third column shows all the

records (Confirmed records ? Not Confirmed records) of

the FaceReader during CBA. Researchers and FaceReader

had almost the same opinion regarding Neutral (99%) and

Happy (90%) emotions. Moreover, researchers and Face-

Reader had high agreement for Scared (87%), Surprise

(82%), and Sad (79%) emotions. However, the agreement

results were lower regarding Disgusted (70%) and Angry

(71%) emotions. Nevertheless, there was a high agreement

overall between the emotions measured by the FaceReader

and the researchers’ opinions (87%).

Moreover, Table 3 shows the agreement between

researchers and FaceReader on the emotional states

observed in each gender. Thus, the fourth column of

Table 3 presents the proportion of confirmed instances to

total (confirmed and not confirmed by the researchers and

FaceReader’s records) FaceReader records for each emo-

tion in each gender. Therefore, the null hypothesis was that

Table 1 Contingency table
Emotion Researcher 1 Researcher 2 Total Chi square p value

Disgusted

Agreement 170 125 295 1.03 0.31

Disagreement 80 46 126

Surprised

Agreement 130 85 215 0.29 0.59

Disagreement 31 16 47

Neutral

Agreement 1,985 1,576 3,561 1.29 0.26

Disagreement 30 16 46

Happy

Agreement 160 103 263 3.06 0.08

Disagreement 23 6 29

Angry

Agreement 694 631 1,325 2.73 0.1

Disagreement 309 236 545

Scared

Agreement 110 85 195 0.34 0.56

Disagreement 18 10 28

Sad

Agreement 281 305 586 0.28 0.59

Disagreement 70 85 155

Total

Agreement 3,530 2,910 6,440 2.33 0.12

Disagreement 561 415 976
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the proportions of confirmed instances to total FaceReader

records for each emotion would not be statistically differ-

ent in each gender. The results of the Z test are presented at

columns 5 and 6 of Table 3. For Neutral, Happy, and

Angry emotions, FaceReader showed almost the same

results in both genders. Scared emotion was recognized

better by FaceReader regarding males than females with

statistically significant difference. Finally, Sad emotion

was recognized better by FaceReader regarding females

than males, also with statistically significant difference.

Thus, gender differences, concerning FaceReader perfor-

mance, were observed in 2 out of 7 emotional states.

Table 4 demonstrates the confirmed (column 2) and

total (column 3) proportions of each instant emotion

records out of overall records during CBA. Z test was also

used to compare the proportions of the two groups deter-

mining whether they are significantly different from one

another. It was expected that Neutral would be the instant

emotion with the higher proportion. During the CBA,

students’ facial expressions stayed calm. Students changed

their facial expressions instantly only if they read questions

or answers that provoked them negative or positive emo-

tions. However, the percentage of Neutral’s appearances in

the overall emotions, observed by the FaceReader alone,

was less (48%) than the percentage of confirmed Neutral

appearances (55%) in the overall confirmed emotions

(observed by FaceRader and confirmed by the researchers).

The co-appearance, in FaceReader’s observations, of

Neutral with other emotions such as Angry and Disgusted

increased the total records and thus decreased the Neutral’s

percentage. For cases, such as this, the researchers agreed

most of the times only on the Neutral observation.

On the other hand, the percentage of confirmed Dis-

gusted and Angry emotions in the overall confirmed

Table 2 FaceReader and

researchers’ agreement on

various emotional states

Emotion Confirmed records:

FaceReader and

researchers’ agreement

Total records: confirmed

and not confirmed

FaceReader’s records

Percentage of

confirmed/total

records (%)

Disgusted 295 421 70

Surprised 215 262 82

Neutral 3,561 3,607 99

Happy 263 292 90

Angry 1,325 1,870 71

Scared 195 223 87

Sad 586 741 79

Total 6,440 7,416 87

Table 3 FaceReader and

researchers’ agreement on

various emotional states

observed regarding each gender

Emotion Confirmed records:

FaceReader and

researchers’

agreement

Total records:

confirmed

and not confirmed

FaceReader’s records

Percentage of

confirmed/total

records

(%)

Z test Significant

difference

Disgusted male 131 198 66 1.544 No

Disgusted female 164 223 73

Surprised male 82 93 88 1.743 No

Surprised female 133 169 78

Neutral male 1,196 1,205 99 1.837 No

Neutral female 2,365 2,402 98

Happy male 68 73 93 0.791 No

Happy female 195 219 89

Angry male 563 779 72 1.088 No

Angry female 762 1,091 70

Scared male 62 63 98 2.876 Yes

Scared female 133 160 83

Sad male 200 272 74 2.736 Yes

Sad female 386 469 82

Total male 2,302 2,683 86 1.959 No

Total female 4,138 4,733 87
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observations was lower than it was for the overall obser-

vations of FaceReader alone. However, Surprised, Happy,

Scared, and Sad were not statistically different. This indi-

cates that FaceReader’s and researchers’ observations

agreed concerning these emotions during the CBA. The

results also showed that ‘‘negative’’ emotions (Angry, Sad,

and Disgusted) appeared more often than positive emotions

such as Happy.

Table 5 demonstrates the confirmed (column 2) and

total (column 3) percentages of instant emotions for each

gender. Neutral and Angry were also statistically different

for both genders. However, Disgusted was statistically

different only for males. This indicates that there was an

agreement between the FaceReader and researchers’

observations concerning females’ emotions of Disgusted.

Thus, concerning Happy, Scared, Surprised, and Sad

emotions, FaceReader’s and researchers’ observations were

statistically indistinguishable in both genders.

Moreover, we compared the confirmed percentages of

the two genders for each emotion records out of overall

records during CBA. Table 6 shows whether the differ-

ences between the two genders are statistically significant.

Results indicated that males were more Disgusted and

Angry than females. On the other hand, females showed

significantly more times Neutral and Happy facial expres-

sions than males. Surprised, Scared, and Sad had no sig-

nificant difference between the two genders regarding

confirmed records.

4 Discussion

Measuring instant emotions by using facial expressions is a

well-known method. However, this knowledge and tech-

nology have not been yet extensively used in learning

environments. The aim of this study was firstly to examine

the effectiveness of the FaceReader during a computer-based

assessment. In parallel, we demonstrated the instant emo-

tions’ percentages that came up during the CBA. In other

words, we presented how the students felt instantly while

taking the CBA. Furthermore, we extended our analysis to

genders in order to highlight differences between them.

Results showed that FaceReader is capable of measuring

emotions with an efficacy of over 87% during CBA (Fig. 2)

Table 4 Confirmed and total

records percentages for each

emotion records out of overall

records during CBA

Emotion Confirmed records:

FaceReader and

researchers’ agreement (%)

Total records: confirmed

and not confirmed

FaceReader’s records (%)

Z test Significant

difference

Disgusted 4.58 5.68 2.879 Yes

Surprised 3.34 3.53 0.565 No

Neutral 55.30 48.64 7.808 Yes

Happy 4.08 3.94 0.376 No

Angry 20.57 25.22 6.461 Yes

Scared 3.03 3.01 0.019 No

Sad 9.10 9.99 1.747 No

Table 5 Confirmed and total

records’ percentages for each

emotion records out of overall

records during CBA in each

gender

Emotion Confirmed records:

FaceReader and

researchers’ agreement (%)

Total records: confirmed

and not confirmed

FaceReader’s records (%)

Z test Significant

difference

Disgusted male 5.69 7.38 2.339 Yes

Disgusted female 3.96 4.71 1.673 No

Surprised male 3.56 3.47 0.095 No

Surprised female 3.21 3.57 0.874 No

Neutral male 51.95 44.91 4.931 Yes

Neutral female 57.15 50.75 6.01 Yes

Happy male 2.95 2.72 0.403 No

Happy female 4.71 4.63 0.128 No

Angry male 24.46 29.03 3.595 Yes

Angry female 18.41 23.05 5.337 Yes

Scared male 2.69 2.35 0.675 No

Scared female 3.21 3.38 0.387 No

Sad male 8.69 10.14 1.695 No

Sad female 9.33 9.91 0.887 No
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and that it could be successfully integrated into a computer-

aided learning system for the purpose of emotion recogni-

tion. Specifically, FaceReader successfully recognized

Surprised, Happy, Scared, and Sad emotions (Fig. 2).

FaceReader was also successful for Neutral (Fig. 2).

Moreover, results indicated that FaceReader did not

have significant differences regarding emotion recognition

between genders, except for Sad and Scared emotions

(Fig. 3). For Sad, FaceReader was more successful for

females. For males, FaceReader was more effective for

Scared.

Our analysis showed limitations concerning the dis-

tinction between Neutral, Angry, and Disgusted for males

during CBA. Practitioners and researchers could improve

the effectiveness of emotion face recognition methods to be

more effective in distinguishing between Neutral, Angry,

and Disgusted in the context of CBA. Specifically, Figs. 4,

5, and 6 show examples of FaceReader’s limitations during

CBA. As we discussed earlier, most of the times Face-

Reader measured simultaneously Angry and Disgusted, the

researchers agreed only with the presence of an Angry

emotion (Fig. 4). Some movements of jaw, mouth, and

nose may have interfered with the FaceReader’s accuracy.

Additionally, many times FaceReader measured an

Angry emotion simultaneously with a Neutral one, but

Neutral was the only emotion confirmed by the researchers

(Fig. 5). This particular disagreement was expected. When

participants read the questions, many of them had clouded

Table 6 Statistical significance

of the differences between the

confirmed percentages for each

emotion records out of overall

confirmed records during CBA

in each gender

Emotion Male (%) Female (%) Z test Significant difference

Disgusted 5.69 3.96 3.12 Yes

Surprised 3.56 3.21 0.677 No

Neutral 51.95 57.15 3.996 Yes

Happy 2.95 4.71 3.354 Yes

Angry 24.46 18.41 5.724 Yes

Scared 2.69 3.21 1.091 No

Sad 8.69 9.33 0.811 No

Percentage Of Confirmed / Total Records
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Fig. 2 FaceReader and researchers’ agreement on various emotional

states

Percentage of Confirmed to total FaceReader records for each 
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72%
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98%

89%

70%

83%

78%82%

Disgusted

Surprised

Neutral

HappyAngry

Scared*

Sad*

male

female

Fig. 3 FaceReader and researchers’ agreement on various emotional

states observed regarding each gender. *Emotions with significant

differences regarding emotion recognition between genders

Fig. 4 Angry and Disgusted emotions co-appearance
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brow. People are taking this facial expression when reading

something with great concentration. Zaman and Shrimpto-

Smith came up to the same result [1]. This may be the

reason for FaceReader measuring, so frequently, an Angry

emotion at the same time with a Neutral one.

Moreover, FaceReader faced limitations with partici-

pants that wore glasses or had piercing. Other problems

were caused by special characteristics of some persons like

big noses, bushy brows, small eyes, or chins. Another

difficulty was fringes reaching down to eyebrows (Fig. 6).

However, these limitations are being confronted.

Researchers currently classify features that are located

outside the modeled area of the face (e.g. hair) or features

that are poorly modeled, such as wrinkles, tattoos, piercing,

and birthmarks. Moreover, person identification will be

added to the system [33].

Our analysis also included the measurements of the

different instant emotions that appeared during the CBA.

Neutral was the most dominant of confirmed instant emo-

tions with 55% (Fig. 7). As we said earlier, most of the

time students’ facial expressions stayed calm and they were

changing their facial expressions only if they read some-

thing that changed their emotions, such as a very difficult

or a very easy question. Besides Neutral, the appearance of

confirmed Angry was also very large with 20% (Fig. 7).

This is a very crucial result. Angry is a negative emotion

that could disorganize student’s effectiveness during a self-

assessment or a learning procedure [38]. Another negative

confirmed instant emotion with large percentage during the

test was Sad (9.1%). Similarly, Sad could have negative

effects on student’s attention and motivation [39]. Dis-

gusted (4.6%) and Scared (3%) are other two negative

confirmed emotions that were not observed extensively

(Fig. 7). However, their measurement is also important

because if practitioners and researchers wish to manage

student’s instant emotions, they also have to take into

account Disgusted and Scared [40]. During CBA, Dis-

gusted and Scared are two negative emotions that can have

an influence on student’s emotional experience. Scared and

Disgusted were observed most of the times after a big

series of wrong answers. On the other hand, confirmed

Happy (4%) had also a small percentage during the CBA

(Fig. 7). This result may be justified, since a test is an

anxiety provoking procedure. Happy was observed when

students answered correctly a difficult question or during

the last questions if they felt that they had already reached

a good score.

Moreover, gender analysis revealed some useful results

(Fig. 8). Surprised, Scared, and Sad had no significant dif-

ference between genders. Males presented significant larger

percentages for Disgusted and Angry. This may indicate

that males lose easier their temper and concentration. On

Fig. 5 Angry and Neutral emotions co-appearance

Fig. 6 Modeling failed

4,58%
3,34%

55,30%
4,08%

20,57%

3,03%

9,10%

Disgusted

Surprised

Neutral

Happy

Angry

Scared

Sad

Fig. 7 Confirmed records percentages for each emotion records out

of overall confirmed records during CBA
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the other side, females appeared to experience more Neutral

and Happy emotions.

When the effect of negative emotions (such as Sad, Fear,

or angry) is too intense, the student’s performance can be

seriously impaired. Frequent errors could create the

expectation of more errors, thus increasing negative emo-

tions, and leading to even more wrong answers until the

student’s performance collapses [41]. Positive emotions

may also occasionally necessitate instruction. For instance,

providing the correct answer to a hard question could

induce positive emotions such as joy and enthusiasm, but

also lead to loss of concentration if too much consideration

is given to the elicited emotions.

Although fear was not often observed in this study, it is

still an emotion that can have a detrimental effect on stu-

dents’ performance during a test [42, 43]. Neither was happy

often observed, but positive emotions may also occasionally

necessitate instruction. For instance, positive emotions can

lead students to focus on the excitement and undervalue the

effort required to achieve a successful result [44, 45]. On the

other hand, Angry and Sad emotions were observed often

enough in this study to be emotions ‘‘calling for feedback.’’

Regarding emotional feedback, Economides proposed

an emotional feedback framework, taking as field of

application the CAT (Computer Adaptive Testing) sys-

tems, in order to manage emotions [44, 46]. The emotional

feedback can occur before and after the test, during the test,

and before and after a student’s answer to a question [46,

47]. In all these cases, emotional feedback can be provided

either automatically according to the student’s emotional

state, either upon the student’s or the teacher’s request.

Humor and jokes, amusing games, expressions of sympa-

thy, reward, pleasant surprises, encouragement, accep-

tance, praises but also criticism are some of the possible

actions that could be practiced by a testing system [44].

Finally, gender analysis revealed that females exhibited

significantly higher percentages for Neutral and Happy

emotions. On the other hand, males appeared to experience

more Disgusted and Angry emotions. Therefore, the results

of this study indicate that gender differences should be

seriously taken into account when designing emotional

feedback strategies for computerized tests.

5 Conclusions

An instrument like FaceReader is very crucial for the

amelioration of computer-aided learning systems. Educa-

tors will have the opportunity to better recognize how their

students are feeling during the learning procedures and

they will also be able to give better and more effective

emotional feedback in learning, self-assessment, or CAT

(Computer Adaptive Testing) systems [41].

To our best knowledge, this is the first study that eval-

uated an emotional facial recognition instrument during

CBA. Our analysis indicates some useful results. Firstly,

FaceReader is efficient in measuring emotions with over

87% during CBA. Specifically, FaceReader successfully

recognized Neutral, Surprised, Happy, Scared, and Sad

emotions and it faces some limitations with Angry and

Disgusted. Moreover, our research indicates that Face-

Reader did not have significant differences regarding

emotion recognition between genders, except for Sad, in

which it was more successful for females and for Scared, in

which it was more effective for males.

Besides the evaluation of FaceReader, this study provides

empirical data for the emotional states of students during

computer-based assessments and learning procedures. Our

analysis shows that Neutral (55%) was the dominant instant

emotion, followed by Angry (20%) and Sad (9%). Students

also experienced the other four instant emotions, that Face-

Reader is able to measure, at lower percentages such as

Disgusted with 4.5%, Happy with 4%, Surprised with 3.3%,

and Scared with 3%. Finally, gender analysis revealed that

females presented significantly larger percentages for Neu-

tral and Happy. On the other side, males appeared to expe-

rience more Disgusted and Angry emotions.

To conclude, our study provides useful and important

results regarding the effectiveness of FaceReader and the

students’ instant emotions during CBA. These results could

be useful for tutors, researchers, and practitioners.
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