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Abstract Mobile applications are software packages that

can be installed and executed in a mobile device. Which

mobile application is trustworthy for a user to purchase,

download, install, execute or recommend becomes a cru-

cial issue that impacts its final success. This paper proposes

TruBeRepec, a trust-behavior-based reputation and rec-

ommender system for mobile applications. We explore a

model of trust behavior for mobile applications based on

the result of a large-scale user survey. We further develop a

number of algorithms that are used to evaluate individual

user’s trust in a mobile application through trust behavior

observation, generate the application’s reputation by

aggregating individual trust and provide application rec-

ommendations based on the correlation of trust behaviors.

We show the practical significance of TruBeRepec through

simulations and analysis with regard to effectiveness,

robustness, and usability, as well as privacy.

Keywords Reputation systems � Recommendation �
Trust � Trust behavior � Mobile applications

1 Introduction

Mobile device has evolved into an open platform to exe-

cute various applications. Mobile applications are software

packages that can be installed and executed in mobile

devices, for example, a mobile email client to access

emails in a mobile phone. Generally, mobile applications

developed by various vendors can be downloaded for

installation. Which mobile application is more trustworthy

for a user to consume becomes a crucial issue that impacts

its final success.

Trust is a multidimensional, multidisciplinary, and mul-

tifaceted concept. We can find various definitions in the

literature. Common to these definitions are the notions

of confidence, belief, and expectation on the reliability,

integrity, ability, etc., or characters of an entity [1]. The

trustworthiness of mobile applications relates to their

dependability, security, and usability [2], as well as popu-

larity [3]. Many reputation systems of applications evaluate

application trust based on the number of download although

it is not so accurate. Herein, we define a user’s trust in a

mobile application as his/her belief on the application that

could fulfill a task as expectation. Reputation is public trust

derived from direct and indirect knowledge or experiences.

In our study, it is defined as the public belief on a mobile

application that could fulfill a task according to many peo-

ple’s expectations. Obviously, trust plays an important role

in application consumption and usage because it helps users

overcome perceptions of uncertainty and risk and engages in

‘‘trust-related behaviors’’, in short trust behaviors. The trust

behavior is a user’s actions to depend on an application or
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believe the application could perform as expectation, e.g.,

provide personal information to the application to engage in

a purchase transaction, or use the application regularly to

fulfill a routine task, or continue consuming the application

even facing some errors [4]. However, a user’s trust in a

mobile application is, being highly subjective. It is built-up

over time and changes with the use of the application due to

the influence of many factors. As trust is an internal ‘‘state’’

of the user, it is hard to measure it directly.

Marsh reasoned that it might prove more suitable to

model trust behavior rather than trust itself, removing the

need to adhere to specific definitions [5]. Meanwhile,

modeling trust behavior overcomes the challenges to

measure a subjective concept by evaluating it through

objective trust behavior observation, which actually pro-

vides a concrete clue of trust. Regarding mobile application

usage, we posit that credible information is gained only

after a mobile user has both engaged in trust behaviors

(e.g., acting on using a mobile application) and assessed

the trustworthiness of the application by observing the

consequences of its performance and depending on it in

his/her routine life.

However, few existing trust models explore trust in the

view of human trust behaviors [6]. Thus, little work in the

literature generates reputation and provides recommenda-

tions based on trust behaviors. In this paper, we propose

TruBeRepec, a trust-behavior-based reputation and rec-

ommender system for mobile applications. We explore a

model of trust behavior for mobile applications through a

large-scale user survey with more than 1,500 participants.

Its construct has been examined and proved with sound

validity and reliability by principal components analysis,

reliability analysis, and confirmatory factor analysis [3].

We further formalize this model in order to evaluate

individual mobile user’s trust in a mobile application

through trust behavior observation. Thereafter, we design

several algorithms to generate an application’s reputation

by aggregating individual trust and provide application

recommendations based on the correlation of trust behav-

iors. The contributions of this paper are:

– TruBeRepec achieves auto-data collection for an indi-

vidual user’s trust evaluation through trust behavior

observation and provides application recommendation

based on trust behavior correlation;

– TruBeRepec supports both voting and non-voting; it

has sound usability by reducing the need of user-device

interaction and at the same time providing a convinced

explanation on trust, which can be easily accepted by

users since the trust explanation follows the model

achieved from a large-scale user study;

– TruBeRepec’s reputation scheme is robust according to

our simulation results. It applies the device auto-

generated individual trust as the credibility of user’s

voting, thus overcomes the unfair rating attack. Mean-

while, TruBeRepec adopts recommendation trust in

reputation generation with the concern of recommen-

dation quality and time decay in order to punish on–off

attackers and conflict behavior attackers, as well as

attackers on trust behaviors.

– TruBeRepec preserves user privacy since it does not

require users to share and specify personal details, e.g.,

usage statistics and personal interests.

The rest of the paper is organized as follows. Section 2

gives a brief overview of related work in the literature.

Section 3 introduces the trust behavior model for mobile

applications. This is followed by TruBeRepec system

design in Sect. 4. The algorithms used for individual trust

evaluation, application reputation, and recommendation

generation are described in Sect. 5. We further evaluate

TruBeRepec through simulations and analysis in Sect. 6.

Thereafter, we discuss some additional issues such as the

practical significance and user privacy preservation in Sect.

7. Finally, conclusions and future work are presented in the

last section.

2 Background and related work

2.1 Trust model

The method to specify, evaluate, setup, and ensure trust

relationships among entities is the trust model while trust

modeling is the technical approach used to represent trust

[6]. One of the earliest formalizations of trust in computing

systems was done by Marsh [5]. He integrated the various

facets of trust from the disciplines of economics, psy-

chology, philosophy, and sociology. Since then, many trust

models have been constructed for various computing par-

adigms including ubiquitous computing, peer-to-peer sys-

tems, ad hoc networks, GRID virtual organizations, multi-

agent systems, web services, e-commerce, and component

software [6, 7]. In almost all of these studies, trust is

accepted as a subjective notion, which brings us to the

question: how to measure trust? Translation of this sub-

jective concept into a machine-readable language is the

main objective of trust modeling.

In computer science, a trust model aids the digital pro-

cessing and/or management of trust. Most existing trust

models are based on the understanding of trust character-

istics, accounting for factors influencing trust. A common

approach in the literature is with regard to computational

trust [8–11]. Despite the availability of various trust

models, the fundamental criteria of trust models are still

not well understood. Current work focuses on concrete
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solutions in specific systems. Additional examination is

required before applying an existing solution into another

domain.

One promising approach of trust modeling aims to

conceptualize trust based on user studies through a psy-

chological or sociological approach (e.g., using a mea-

surement scale, i.e., measure). This kind of research aims

to recognize the complicated relationships among trust

and other multiple factors in different facets. However, the

achieved trust model using this method is conceptual and

semantic, thus cannot be directly applied into computer

systems. Two examples are the initial trust model pro-

posed by McKnight et al. [4] and the technology trust

formation model (TTFM) studied by Li et al. [12]. Initial

trust refers to trust in an unfamiliar trustee, a relationship

in which the involved entities do not yet have credible,

meaningful information about, or affective bonds with,

each other [13]. These two models used the framework of

the theory of reasoned action (TRA) to explain how

people form initial trust in an unfamiliar entity [14]. Since

the objective of both models was to predict initial trust

(i.e., trusting intention) before any actual interaction with

the trusting object, trust behavior was excluded from

them.

On the other hand, short-term trust is built up over the

first interactions with an entity and long-term trust is

developed over the continuous interactions with an entity

for a longer period of time. On-going trust concerns the

short-term trust and the long-term trust. In our study, we

mainly focus on the on-going trust evaluation based on the

user’s usage behaviors. In particular, the on-going trust

could contribute to the trusting object’s reputation and thus

greatly help other entities generate their initial trust.

2.2 Trust behavior study

TRA theory posits that beliefs lead to attitudes, which lead

to behavioral intentions, which lead to the behavior itself

[14]. Applying this theory, we propose that trusting beliefs

(e.g., perceptions of specific mobile application attributes)

lead to trusting intentions (e.g., intention to engage in trust

behaviors of using a mobile application through user-

device interaction), which in turn result in trust behaviors

(e.g., using the application in various context). Addition-

ally, numerous researchers have conceptualized trust as a

behavior which has been validated in work collaboration

and social communications [15–17]. Prior research has also

confirmed a strong correlation between behavioral inten-

tions and actual behavior, especially for software system

usage [18, 19]. However, still very few studies examined

trust from the view of trust behaviors [20]. Some work

studies the trust behavior in e-banking [20]. To our

knowledge, no existing work explores trust behavior of

mobile application usage, which is a different context from

the above research domains with regard to running envi-

ronment and user interface. Due to the above differences

and the challenges caused by small device interface, the

design of reputation systems for mobile applications has

additional challenges considering usability and perfor-

mance.

Muir found a positive correlation between trust and use

[21, 22]. The relationship between trust and interaction

behavior is obvious since usage through human–device

interaction implies trust. Lee and Moray [23] found that

trust in a system partially explained system use, but other

factors (such as the user’s own ability to provide manual

control) also influenced the system use. All above studies

serve as the foundation of our work: a user’s trust in a

mobile application can be evaluated based on the user’s

trust behaviors. It actually plays as our hypothesis to

explore and confirm the structure of trust behavior model

for mobile application usage through a large-scale user

experiment. However, these studies do not provide any

implications on the design and development of a reputation

and recommender system for mobile applications. In our

work, based on the explored and verified trust behavior

structural model, we formalize it in a mathematic measure

and further design a reputation and recommender system

for mobile applications that can be applied in practice with

sound effectiveness.

Existing trust behavior studies focus on human’s trust

in an automation and intelligent machine [21–23]. A

number of trust models have been proposed in the context

of e-commerce [4, 20] while little work has been done in

the context of mobile applications. Prior arts also lack

study on the influence of recommendations, personality

and usage context on human–computer trust. With the

rapid development of mobile computing technologies, a

mobile device has become a multi-application system for

multipurpose and multi-usage. A mobile device is an open

platform with always network connection that allows

deploying new or upgraded applications at anytime and

anywhere. Therefore, such a dynamically changed system

introduces new challenges for human–computer trust

behavior study.

2.3 Trust management, reputation, and recommender

systems

Trust management is concerned with: collecting the infor-

mation required to make a trust relationship decision; eval-

uating the criteria related to the trust relationship,

monitoring, and reevaluating the existing trust relationships,

as well as ensuring it dynamically; and automating the

process [6, 7, 24]. Recently, trust management has emerged

as a promising technology to facilitate collaboration among
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entities in a distributed and uncertain environment [25].

However, prior arts generally lack considerations on the

means to gather experiential evidence for effective trust

evaluation. Many systems rely on a user to provide feedback

[6]. Sometimes, it may not be appropriate or convenient to

request him/her feedback, especially for a mobile user. This

is because the user may be bothered by such a request during

usage. His/her usage experience could be negatively influ-

enced. Moreover, user interface design for feedback requests

extra design efforts, which may cause additional challenges

for mobile devices with small displayers. Another issue is

different users may apply different scales in the feedback,

which may cause confusion, even attacks. All above intro-

duces a requirement of automating the experiential evidence

in a uniformed norm. In our opinion, observing trust

behaviors directly during mobile application usage could be

a good way to automatically collect evidence for trust

evaluation in a uniformed norm. On the other hand, we found

that most methods applied in trust management are not user-

centric or user-driven [26], lacking considerations on or

support from users in system design. Few of them study trust

based on the trusting subject’s behaviors, thus trust man-

agement in these systems is mostly based on trust evaluation

on the trusting object’s behavior or performance [6]. The

work presented in this paper explores users’ trust in a mobile

application based on their trust behaviors (i.e., the trusting

subject’s behaviors). Our study supports automatic evidence

collection for trust evaluation and management.

There are various trust management systems in the lit-

erature and practice [25]. However, it still lacks common

criteria to evaluate these systems. System context diversity

complicates the situation. Most literature results are diffi-

cult to be directly applied in practice because the assumed

conditions are actually hard to be satisfied and the system

design cannot fulfill practical requirements, e.g., usability

and privacy [26, 27].

2.3.1 Reputation and recommender systems

A category of large practical importance is reputation-

based trust management system, in short, reputation sys-

tem. Reputation is a measure that is derived from direct or

indirect knowledge on earlier interactions of entities and is

used to assess the level of trust put into an entity [28].

Thus, the reputation system is a specific approach to

evaluate and manage trust. Recommender systems gener-

ally apply information filtering technique that attempts to

recommend information items (e.g., films, books, web

pages, etc.) that are likely to be of interest to users [29].

Typically, a recommender system compares a user profile

to some reference characteristics, and seeks to predict the

‘‘rating’’ that a user would give to an item they had not yet

considered or experienced [30]. These characteristics may

be from the information item (a content-based approach) or

the user’s social environment (a collaborative filtering

approach) [31]. In [32], the authors introduced using trust

as both weighting and filtering in recommendations. The

recommendation partners should have similar tastes of

preferences and they should be trustworthy with a history

of making reliable recommendations. This trust informa-

tion can be incorporated into the recommendation process.

But to our knowledge, most characteristics used for rec-

ommendations are not based on trust behaviors, which

however is an important clue to imply users’ preferences.

Jøsang et al. [33] classified reputation network archi-

tecture into two main types: centralized and distributed.

The network architecture determines how ratings and rep-

utation scores are communicated between participants in a

reputation system. In the literature, distributed trust eval-

uations have been studied for distributed systems, e.g., ad

hoc networks and peer-to-peer systems [8–11]. On the

other hand, practical reputation systems generally apply a

centralized server to collect feedback for reputation gen-

eration. However, many existing systems (e.g., Amazon,

eBay [34], Yahoo auctions [35]) lack considerations on the

credibility of a user’s rating. This greatly influences the

quality of produced reputations. Moreover, the centralized

reputation network architecture may not be suitable and

flexible to be applied in the context of mobile applications.

TruBeRepec adopts hybrid reputation network architecture.

The algorithms designed to generate reputation and rec-

ommendation can be applied in both the mobile devices

and a centralized reputation service provider.

Reputation and recommender systems still face several

challenges. Firstly, incentives are required in order to

encourage users to provide their feedback on interactions

and their personal interests and profiles (due to privacy

issue, some users are hesitate to provide their details) [29,

35]. This may raise some usability issues, especially for

mobile users. Secondly, reputation systems may face the

problem of unfair ratings to artificially inflate or deflate

reputations [34–37]. They are vulnerable to a number of

potential attacks, such as Sybil attack, on–off attack,

independent bad mouthing attack, collaborative bad

mouthing attack, and conflict behavior attack [37–39]. The

usage of pseudonyms introduces new challenges by making

it hard to trace malicious behaviors. This also influences

the accuracy of reputation. Sun et al. [39, 40] proposed a

number of schemes to overcome some of the above attacks,

but they did not consider the additional challenges caused

by usability and privacy preservation. In addition, collect-

ing the reference characteristics for recommendation

sometimes is not easy due to the users’ concern of privacy.

Thirdly, the existing reputation and recommender systems

based on user rating generally lack uniform criteria, which

makes the rating a totally subjective behavior. Meanwhile,
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different users could treat and consider the reputation and

recommendation information in different ways. These

further complicate the users’ decision and could negatively

influence their usage behaviors. However, credibility is a

positive signal of the trustworthiness of an object [41] since

it provides a reason to trust. Feedback credibility is

essential to generate a reliable reputation value in order to

overcome the above challenges. Particularly, trust behav-

iors provide an important clue to indicate feedback credi-

bility and users’ preference.

Obviously, the success of a practical reputation and

recommender system requests sound usability with regard

to user-device interaction. It should be robust to over-

come various potential attacks. Meanwhile, a mechanism

is expected to uniform the user’s voting with trustworthy

credibility. Finally, the system should preserve the user’s

privacy to a certain level at the same time when it col-

lects user data for reputation and recommendation

generation.

3 Trust behavior model

In order to achieve the trust behavior model, we design a

questionnaire survey that asks for user opinion about trust

behaviors regarding mobile application usage. Based on the

data collected from 1,575 participants, we get a conceptual

trust behavior model, as shown in Fig. 1 [3]. The construct

of the model and the relations among all factors are ana-

lyzed and validated using principal component analysis

(PCA), confirmatory factor analysis (CFA), correlation

analysis, and reliability analysis with positive psychometric

properties and sound validity and reliability [3]. The rela-

tionships of different components (i.e., the edge values in

Fig. 1) are set based on the correlation analysis with the

values in the scope of [0, 1]. The model relates the trust

behavior to three types of usage behaviors: using behavior

(UB), reflection behavior (RB), and correlation behavior

(CB). These behaviors can be automatically monitored by a

mobile device during application consumption. They also

relate to a number of external factors: personal motivation,

brand impact, perceived device quality, and personality.

They are further delineated into twelve measurable sub-

constructs. Figure 2 illustrates the sub-construct of the UB,

RB, and CB according to the PCA, CFA, and correlation

analysis.

What follows refers to the notations used in Fig. 2. The

first type of trust behavior—using behavior relates to nor-

mal application usage, which can be reflected mainly by

elapsed usage time, number of usages, and usage fre-

quency. We found that trust is reflected by UB1, normal

usage behavior. Meanwhile, usage context such as risk,

importance, and urgency could also influence the trust

behavior (i.e., UB2: behavior related to context). Gener-

ally, a mobile application provides a number of function-

alities, i.e., features. The more features experienced by the

user, the more proficient he/she has in the application usage

(i.e., UB3: feature related usage behavior). What is more,

frequent usage can somehow indicate trust. This is also

reflected from the user data collected in our survey [3].

Herein, we pay more attention to public trust, i.e., reputa-

tion, which aggregates many users’ trust opinions on an

application.

The second type of trust behavior is reflection behavior.

It concerns the usage behaviors after the user confronts

application problems/errors or has good/bad usage experi-

ences. It contains six sub-constructs: RB1: bad perfor-

mance reflection behavior; RB2: bad performance

reflection behavior related to context; RB3: good perfor-

mance reflection behavior; RB4: good performance

reflection behavior related to context; RB5: bad experience

reflection to context; RB6: good experience reflection to

context. The difference of the reflection behavior and the

using behavior lies in the fact that the first is a type of

Personal 
motivation

Brand impact

Perceived quality

Personality

Using behavior

Reflection behavior

Correlation 
behavior

.264**

.355**

.307**

.348**

.464**

.379**

.342**

.453**

.385**

.386**

.536**

.436**

.561**

.538**

.493**
Trust 

Behavior

.776**

.897**

.778**

Fig. 1 Trust behavior construct

of mobile applications
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event-related behavior while the second is about general

usage statistics. Their contributions to trust evaluation

could be different. For example, one type of the reflection

behavior is the usage behavior when the user confronts an

application error, whether he/she would like to continue

using the application or not in such a situation. The using

behavior only reflects normal usage information, not indi-

cates the change of usage.

Future mobile market could be very competitive. A

number of similar functioned mobile applications devel-

oped by different vendors would be available at the same

time for consumption. The third type of behavior is cor-

relation behavior, which concerns the usage behaviors

correlated to a number of similar functioned mobile

applications. Since trust is obviously correlated to use [21–

23], the usage could imply trust. Meanwhile, it is also

influenced by various contexts [5, 15]. The correlation

behavior has 3 sub-constructs: CB1: comparison of normal

usage behavior; CB2: comparison related to context; CB3:

recommendation behavior (i.e., a behavior to suggest other

people using a mobile application).

The trust behavior construct (i.e., the trust behavior

model) for mobile applications is achieved with sound

reliability (UB: alpha = 0.71; RB: alpha = 0.85; CB:

alpha = 0.79; overall trust behavior: alpha = 0.90) [3].

Reliability is reflected by alpha, a value between 0 and 1,

with a larger value indicating better reliability. Generally,

alpha above 0.7 implies sound reliability [42]. We found

that UB, RB, and CB have significant correlation (as

shown in Fig. 1) with the trust behavior, which indicates

that these three factors can represent it. We also found that

these factors have lower correlations with each other than

their correlations with the trust behavior. This indicates

that these three factors can measure not only the general

aspects but also the specific aspects of the trust behavior.

Notably, their mutual correlations are around 0.5, which

implies that these factors may influence or impact with

each other. However, the assumed relationships cannot be

well proved by internal nomological validity of our

experiment and in literature theory. This means that these

factors could be correspondingly in parallel, without any

causal relationships. We also found the influence of a

number of external variables (i.e., personal motivation,

brand impact, perceived device quality, and personality)

on UB, RB, and CB; their correlations are shown in

Fig. 1. Note that ** indicates correlation is significant at

the 0.01 level (2-tailed); * indicates correlation is signif-

icant at the 0.05 level (2-tailed). Herein, the level of

correlation significance indicates the error probability of

correlation. Thus, the lower the level, the more significant

correlation holds.

As can be seen from Fig. 2, the correlation between each

internal sub-factor (e.g., UB1, UB2, and UB3) and its

corresponding principal factor (construct) (e.g., UB) is

almost in the same level (except CB3’s correlation with CB

is a bit lower than CB1-CB’s and CB2-CB’s). This corre-

lation is also higher than the correlations among the sub-

factors. This indicates that the sub-factors belonging to a

concrete principal factor can measure not only the general

aspects but also the specific aspects of the represented type

of trust behavior.

Our work in [3] only explores the conceptual structure

of trust behaviors for mobile application usage based on a

user survey. This paper designs TruBeRepec by formaliz-

ing the trust behavior model and developing a number of

algorithms that can be adopted by TruBeRepec to provide

application reputation and recommendation according to

trust behaviors.

RB1 BR2 RB3 RB4

Reflection Behavior
(RB)

.663** .671** .659** .595**

.594** .383** .307**

.334**

.104**

.132**

RB5 RB6

.599** .676**

.268** .352**

.209**
.514**

.248**

.331**

.232**

.223**

.233**

Using Behavior (UB)

UB1 UB2 UB3

.714** .744** .690**

.279** .296**

.235**

Correlation Behavior
(CB)

CB1 CB2 CB3

.798** .825** .653**

.560** .302**

.231**

(a)

(c) (b)

Fig. 2 Internal relationships of a UB; b RB; and c CB
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4 System design

We design a distributed client–server system structure for

TruBeRepec, see Fig. 3. Its client software ‘‘Trust Man-

ager’’ can be installed in a number of mobile devices

(MD_k, k = 1,…,K). The trust manager contains Trust

Behavior Monitor that monitors trust behaviors and inputs

statistical data about UB, RB and CB into a secure storage

(Trust Data), which is located inside the device platform

and has a secure channel to communicate with the behavior

monitor and Trust/Reputation Information Presenter. The

statistical data can be accessed by Data Interpreter for

(a) individual trust evaluation regarding a specific appli-

cation by Trust Evaluator; (b) data dissemination to send

local trust information and vote applications to reputation

service provider (RSP) or other devices by Trust Value

Disseminator; (c) reputation/recommendation extraction to

get mobile applications reputation information and/or

application recommendations from the RSP or other devi-

ces by Reputation/Recommendation Extractor. Particu-

larly, the Trust Evaluator can also generate application

reputation and recommendation at the user’s device based

on collected information from other mobile devices, e.g.,

through an ad hoc network. The Data Interpreter is a secure

mechanism to access the user’s usage statistical data from

the Trust Data since these data are private information. We

design the Data Interpreter based on the trusted computing

technology [25, 43]. Only authorized data interpreter

mechanisms can access and unseal the protected usage

information. The reputation/recommendation extraction

can be tailored based on the mobile user’s preference,

either a reputation extraction policy or a recommendation

extraction policy, or both. In addition, Trust/Reputation

Information Presenter is applied to show trust/reputation

information to the user in order to aid his/her application

usage [44, 45].

In the RSP, Trust Value Receiver receives individual

trust information and votes automatically or by request

from the mobile devices. Reputation/Recommendation

Generator generates application reputations and recom-

mendations for mobile users. Herein, the reputation could

be generated based on all users’ usage statistics. But due to

a privacy concern, we apply another approach to aggregate

the individual trust values based on UB, RB, and CB

(calculated in each mobile device). The reputation/recom-

mendation information about each mobile application is

saved in a secure storage (Reputation Data) in the RSP.

This information can be retrieved and distributed to the

mobile devices through Reputation/Recommendation Dis-

tributor. It receives reputation retrieve requests and pro-

vides application reputations and recommendations to the

requestors.

Assuming a mobile application, a user receives a rec-

ommendation from the RSP that indicates its high public

reputation and high personalized recommendation to install

it since most people using it consume other applications in

a similar way as he does regarding trust behaviors. Further

initiated by some external factors (e.g., personal motiva-

tion, brand impact, perceived device quality, and person-

ality), the user installs the application and starts consuming

it. The Trust Behavior Monitor monitors his trust behaviors

regarding UB, RB, and CB and inputs collected statistical

data into the Trust Data. Based on these data, the Trust

Evaluator evaluates the user’s individual trust in the

MD_1

MD_2

MD_n

MD_3

Trust Behavior Monitor

Data Interpreter Trust Data

Trust
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Trust Value 
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ion  Extractor 

Trust Manager

Reputation
Data

Trust Value 
Receiver

Reputation/
Recommendation 

Generator

Reputation/
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Ad hoc 
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Fig. 3 TruBeRepec system

structure
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application. The Trust/Reputation Information Presenter

shows the application’s individual trust value, its reputation

value and recommendation value to the user. Periodically

or by request, the user sends local trust information (e.g.,

individual trust value, the trust values, respectively, con-

tributed by UB, RB, and CB) and/or application votes to

the RSP. The RSP then regenerates the application’s rep-

utation and reprovides the application’s recommendations

based on newly collected data. If the recalculated recom-

mendation suggests the user not trusting in the application

that he/she has already installed, the device could auto-

matically inquire the user if uninstall is needed or warning

is expected at the application start-up. The user could

configure his/her personal settings in the mobile device to

handle this kind of situations.

Particularly, the user can recommend this application to

his friend directly, for example via an ad hoc network. In

this case, the user’s trust information is attached to the

recommendation message. His friend’s device can generate

the application’s reputation and recommendation value (at

Trust Evaluator) based on the recommender’s individual

trust and their trust behavior correlations with regard to

commonly consumed applications.

5 Algorithms

Based on the above system design and the trust behavior

model, we propose a number of algorithms to implement

individual trust evaluation in a mobile device, and appli-

cation reputation and recommendation generation. For easy

of reference, Table 1 summarizes the notations used in this

section.

5.1 Individual trust evaluation

We formalize the conceptual trust behavior model in a

computational measure. It is a coherent adaptive trust

model for quantifying the individual user’s trust in a

mobile application based on trust behavior observation.

5.1.1 Formalizing using behavior

The PCA assumes that the extracted factors are based on

linear combinations. Formalizing the using behavior, we

consider the influence of the number of usages, elapsed

usage time, usage frequency, and experienced features on

trust based on the trust behavior model. Their influence is

scaled by the total number of usages and elapsed usage

time of all applications, the total number of the applica-

tion features and the usage frequency of all mobile

applications in the underlying device (refer to UB1 and

UB3). Meanwhile, we further tailor trust based on the

index of importance, urgency and risk, i.e., the context

index (CI), refer to UB2. Denoting the importance index

(ii), urgency index (ui), and risk index (ri) of the nth

mobile application i usage as ii (i, n), ui (i, n) and ri (i, n),

then

CIiðtÞ ¼
1

NiðtÞ
XNiðtÞ

n¼1

ciði; nÞ

¼ 1

NiðtÞ
XNiðtÞ

n¼1

ða � iiði; nÞ þ b � uiði; nÞ þ c � riði; nÞÞ

ð1Þ

where, a, b, and c are parameters to weight the importance

of different context indices. Thus, the individual trust

contributed by the using behavior TiðtÞUB can be calculated

as:

TiðtÞUB ¼
NiðtÞ
NðtÞ �

UTiðtÞ
UTðtÞ �

EFðiÞ
FðiÞ �

FEiðtÞ
FEðtÞ

� �
� CIiðtÞ ð2Þ

In our user study [45], we found that the importance rate

is highly related to the elapsed usage time, frequency, and

the number of usages. If the weights of urgency index and

risk index are 0 (i.e., b = 0, and c = 0), we can simplify

formula (2) as:

CIiðtÞ ¼ l � NiðtÞ
NðtÞ �

UTiðtÞ
UTðtÞ �

FEiðtÞ
FEðtÞ

� �
ð10Þ

TiðtÞUB ¼ l � NiðtÞ
NðtÞ �

UTiðtÞ
UTðtÞ �

FEiðtÞ
FEðtÞ

� �2
EFðiÞ
FðiÞ

� �
ð20Þ

where l is the parameter used to adjust the context

index.

5.1.2 Formalizing reflection behavior

Our user study on the reflection behavior showed that the

change of the elapsed usage time, the number of usages, the

usage frequency and the change caused by the CI have

influence on trust (refer to RB1–RB6). We introduce a

parameter called performance index (PI) that can be used to

reflect application performance

PIiðtÞ ¼ dt NiðtÞ þ UTiðtÞ þ FEiðtÞf g þ dt CIiðtÞf g ð3Þ

where, dtfgðtÞg ¼ gðtÞ�gðt�sÞ
s , ðs! 0Þ; g(t) is a function of

t; and s is a time interval applied to measure the changes of

usage behavior and context. For the same reason mentioned

above, we simplify the formula (3) as

PIiðtÞ ¼ 2 dt NiðtÞ þ UTiðtÞ þ FEiðtÞf gð Þ ð4Þ

The contribution of the reflection behavior to individual

trust generation TiðtÞRB can be specified as

TiðtÞRB ¼ PIiðtÞ ð5Þ
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5.1.3 Formalizing correlation behavior

Trust based on the correlation behavior contains two parts.

The first part reflects the comparison of normal usage

behavior and the level of context index to similar appli-

cations (refer to CB1 and CB2). The second part reflects

the recommendation behavior (refer to CB3). Herein, we

deduct the contribution of the recommendation behavior

according to current trust value Ti(t) and context index

CIi(t). We have

TiðtÞCB ¼
XI

k¼1; k 6¼i

acði; kÞ

�

NiðtÞ � NkðtÞ
NðtÞ þ UTiðtÞ � UTkðtÞ

NTðtÞ þ FEiðtÞ � FEkðtÞ
FEðtÞ

þ CIiðtÞ � CIkðtÞð Þ þ NRiðtÞ � NRkðtÞ
NRðtÞ

8
>>><

>>>:

9
>>>=

>>>;

þ k
NRiðtÞ
NRðtÞ � CIiðtÞ � TiðtÞ ð6Þ

Table 1 Notations

Notation Description

t The time variable

Ti(t) The individual user’s trust in application i at time t

Ti(t)UB The individual trust in application i at time t contributed by
UB

Ti(t)RB The individual trust in application i at time t contributed by
RB

Ti(t)CB The individual trust in application i at time t contributed by
CB

I The total number of applications in a user’s device

W The time window applied to collect usage information

Ni(t) The total number of usages of application i within W at
time t

N(t) The total number of usages of all applications in a device
within W at time t

UTi(t) The total elapsed usage time of applications i within W at
time t

UT(t) The total elapsed usage time of all applications in a device
within W at time t

FE(t) The usage frequency of all applications in a device within
W at time t

FEi(t) The usage frequency of application i within W at time t

NR(t) The total number of recommendations on all applications
within W at time t

NRi(t) The number of recommendations on applications i within
W at time t

F(i) The total number of features of application i

EFi(t) The user experienced number of features of application i at
time t

ci(i, n) The context index of application i regarding the nth usage

ii(i, n) The importance index of application i regarding the nth
usage

ui(i, n) The urgency index of application i regarding the nth usage

ri(i, n) The risk index of application i regarding the nth usage

CIi(t) The context index representing the importance, urgency
and risk factors of application i usage in W

ac(i, k) The correlation factor indicating the similarity of
application i and application k, ac(i, k) ranges in the real
interval [0,1]

f(x) The Sigmoid function f ðxÞ ¼ 1
1þe�x used to normalize the

trust value into (0, 1)

PIi(t) The performance index that indicates an application i’s
performance change

q, #, 1 The normalized weight factors for using behavior
evaluation, reflection behavior evaluation, and
correlation behavior evaluation, respectively

uk The user k

Vi
k The user k’s vote on application i;

Vi
k(tp) The user k’s vote on application i at time tp

RkðiÞ The aggregated reputation of application i based on user k’s
experiences

s The parameter to control time decaying

Ti
k(tp) The individual trust of user k in application i reported at

time tp

R(i) The application i’s public reputation

K The number of users who consume application i

Table 1 continued

Notation Description

K0 The total number of users in the TruBeRepec system

h(K) The Rayleigh cumulative distribution function to model the
impact of K

e e = -K/K0, the factor to indicate the popularity of an
application

sk The user k’s recommendation trust sk;

d The parameter to control the adjustment of sk;

c The warning flag to record the number of bad input into
reputation generation

thr The threshold to indicate the on–off attack or conflict
behavior attack

l The parameter to control bad input punishment

max (Vi
k) The maximum reputation input value

min (Vi
k) The minimum reputation input value

u The parameter to decide a bad input

A The set of applications: A = {a1, a2, …, ai, …, aI}

U The set of users: U = {u1, u2, ……, uK}

D(uk) The metric to present uk’s trust behaviors regarding
applications A

D(U) The metric that expresses all users’ trust behaviors

Ri
k The recommendation vector at time t for uk regarding

application i

r The parameter that inversely controls how fast the number
of recommender’s impact on Ri

k

Relðuj; ukÞ The correlation between uj and uk with regard to trust
behaviors

NK The population K’s influence on Ri
k

* The multiply operator
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where k is a parameter that weights the contribution of the

recommendation behavior. An important reason to

introduce k is the correlation of CB3 to CB is lower than

CB1’s and CB2’s correlation to CB, as shown in Fig. 2. We

use ac(i, k) to indicate the similarity of application i and k.

5.1.4 General metric of individual trust

The PCA assumes that the observed data set is linear

combinations of certain basis. Aggregating all the above

together, we get the following uniformed formula for

individual trust evaluation.

TiðtÞ ¼ TiðtÞo þ qTiðtÞUB þ #TiðtÞRB þ 1TiðtÞCB ð7Þ

where parameters q, 0, and 1 denote the normalized weight

factors for using behavior evaluation, reflection behavior

evaluation, and correlation behavior evaluation.

This metric consists of four parts. The first part is the

original trust value, which could be an initial trust value at

the beginning of the application usage or a trust value

generated in the previous time window. The initial trust

value could be negative since the usage could go down or a

user could prefer using another similar application. The

second part is a pure usage experience based trust evalu-

ation according to the using behavior. We consider the

influence of elapsed usage time, frequency and the number

of usages, and experienced application features, as well as

context influence. The third part is contributed by the

reflection behavior according to the application’s perfor-

mance, which is reflected by usage changes and context

index change. The last part is a weighted evaluation con-

tribution about the correlation and recommendation

behaviors. It takes the current trust value into account to

counter dishonest recommendations, and capture the con-

text influence on the recommendations. This history-based

evaluation can be seen as a prediction for the recommen-

dation behaviors regarding its contribution to the trust

evaluation. Inside the last part, there is an application-

comparison based contribution. It adjusts the trust value

based on the difference of usage number/time/frequency,

recommendations, and the context index with regard to

similar functioned applications. In order to uniform the

trust value into the scope of (0, 1), we apply a sigmoid

function on the trust value

TiðtÞ ¼ f TiðtÞo þ qTiðtÞUB þ #TiðtÞRB þ 1TiðtÞCB

� �
ð8Þ

Important to note is that this general metric of individual

trust may have different appearances depending on which of

the parameters are switched on and how the parameters and

weight factors are set. The setting of q, 0, and 1 could be

based on the correlation of UB, RB, and CB to trust behavior

as 0.776, 0.897 and 0.778. Algorithm 1 is applied to evaluate

individual trust at the Trust Evaluator (refer to Fig. 3).

5.2 Application reputation generation

The RSP collects individual trust in various mobile appli-

cations. During the individual trust sharing, some mobile

users may like to vote the applications directly based on our

user study [45]. TruBeRepec considers the individual trust

automatically generated by the mobile device and/or direct

votes (i.e., the user’s subjective opinion on the application).

Based on the votes and individual trust values, we generate

the application reputation at the RSP’s Reputation/

Recommendation Generator (see Fig. 3) by applying

Algorithm 2. We apply weighted aggregation using the

individual trust as the credibility of voting and also consider

the influence of time and the number of reputation con-

tributors. Note that Algorithm 2 can also be applied by the

Trust Evaluator (see Fig. 3) to generate application repu-

tation based on locally collected trust behavior information.

Obviously, user k, uk (uk 2 U, k = 1,…,K) could vote

application i many times and at different time

Algorithm 1 Individual trust evaluation

1. Input:

2. - t: the time to calculate individual trust;

3. - i ði ¼ 1; . . .; IÞ : the identity of mobile application;

4. - I W, t, Ni(t), N(t), UTi(t), UT(t), FE(t), FEi(t);

5. - R(t), Ri(t), F(i), EFi(t), ci(i, n), CIi(t), CI(i).

6. For each mobile application i, do

7. Calculate Ti(t)UB based on (1) or (1’);

8. Calculate Ti(t)RB based on (4), (5);

9. Calculate Ti(t)CB based on (6);

10. Generate individual trust in application i based on (8).

11. Output: Ti(t) (i = 1, …, I).

Algorithm 2 Application reputation generation

1. Input:

2. - Vi ¼ V1
i ;V

2
i ; . . .;VK

i

� �
: K reports regarding application i;

3. - Tk
i ðtpÞ(k ¼ 1; . . .;K): individual trust of user k in application

i at time tp;

4. - K: the total number of individual trust reports and votes;

5. - K0: the number of registered system users.

6. For each application i, do

7. For each user k who consumes application i, do

8. Aggregate the reputation of application i based on user k’s

experiences according to (9);

9. Generate application i’s reputation based on (10).

10. Adjust sk, For each user k, do

11. For each application consumed or voted by user k, do

12. sk adjustment based on (11);

13. Output: R(i) (i = 1, …, I).
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tp : Vk
i

� �
¼ Vk

i tp

� �� �
. Considering the time influence and

potential on–off attack, we pay more attention to the user’s

recent voting. RkðiÞ is the aggregated reputation of appli-

cation i based on user k’s experiences.

RkðiÞ ¼ 1

O

X

p

Vk
i ðtpÞ � Tk

i ðtpÞ � e�
t�tpj j2

s ð9Þ

where O ¼
P

p Tk
i ðtpÞ � e�

t�tpj j2
s , Vk

i ðtpÞ is user k’s vote on

application i at time tp, t is the reputation generation time, s
is the parameter to control the time decaying, (s = 2 in our

simulations). Tk
i ðtpÞ is the individual trust of user k reported

at time tp, with vote Vk
i ðtpÞ attached. If Vk

i ðtpÞ is not pro-

vided by the user, we set Vk
i ðtpÞ ¼ Tk

i ðtpÞ automatically

(note that Vk
i ðtpÞ 2 ½0; 1�).

We consider the users’ experiences on application i to

generate its public reputation, denoted as R(i) based on the

following function by considering also recommendation

trust sk:

RðiÞ ¼ hðKÞ
W

XK

k¼1

sk � RkðiÞ ð10Þ

where K is the number of users who consume application i.

Herein, we apply the Rayleigh cumulative distribution

hðKÞ ¼ 1� exp �K2

2ðrþeÞ2
� 	n o

to model the impact of K on

application reputation. The percentage of usage, e ¼ �K=K 0

is the factor to indicate the popularity of an application. K0 is
the total number of users in the TruBeRepec system.

W ¼
PK

k¼1 sk. We introduce user k’s recommendation trust

sk in order to overcome potential attacks in TruBeRepec. At

the user registration time, sk is set to an initial value (e.g., 0.5

in our simulations) at the RSP. Then, it is further evolved

based on user k’s performance regarding application

reputation generation. We have

q ¼ 1

2
max Vk

i

� �
�min Vk

i

� �� �

y ¼ q� RðiÞ � Vk
i ðiÞ



 



If y\u ðu ¼ 0Þ; cþþ;

sk ¼ sk þ dy c\thrð Þ
sk þ dy� lc c� thrð Þ

�
¼ 1 sk [1

� �

0 sk\0
� �

�
ð11Þ

where d[ 0 is a parameter to control the adjustment of sk.

In order to detect on–off attackers and conflict behavior

attackers, we further introduce a warning flag c to record

the number of bad input into reputation generation. c’s

initial value is 0. It is increased by 1 each time when a bad

input happens. Parameter thr is a threshold to indicate the

on–off attack or conflict behavior attack (thr = 3 in our

simulation). Parameter l[ 0 controls bad input pun-

ishment. max Vk
i

� �
is the maximum voting value, while

min Vk
i

� �
the minimum voting value. u is a parameter to

decide the bad input. We set d = 0.05, l = 0.1, and u = 0

in our simulations.

5.3 Application recommendation

Except for Ti(t), the RSP also collects Ti(t)UB, Ti(t)RB, and

Ti(t)CB in order to provide appropriate recommendations

based on the correlation of trust behaviors. In addition,

TruBeRepec also provides the public reputation of recom-

mended applications for the reference of mobile users.

Algorithm 3 is used to generate application recommendation

vector that contains the recommendation value of applica-

tion i for each TruBeRepec user at the RSP’s Reputation/

Recommendation Generator (see Fig. 3). Herein, we only

consider good users as recommendation contributors. Note

that Algorithm 3 can also be applied by the Trust Evaluator

(see Fig. 3) to generate application recommendation vector

based on locally collected trust behavior information.

Suppose a set of applications: A ¼ a1; a2; . . .;f
ai; . . .; aIg considered in the system. For each application i,

a user could have Ti(t)UB, Ti(t)RB, and Ti(t)CB, where t is

the recommendation time. We have K users U ¼
u1; u2; . . .; uKf g contribute to the application recommen-

dation in TruBeRepec.

For kth user uk, we have the following metric D(uk)

to present his/her trust behaviors regarding applications

A ¼ a1; a2; . . .; aIf g based on past experiences:

DðukÞ ¼
Tk

1ðtÞUB

Tk
1ðtÞRB

Tk
1ðtÞCB

8
><

>:

9
>=

>;
. . .

Tk
I ðtÞUB

Tk
I ðtÞRB

Tk
I ðtÞCB

8
><

>:

9
>=

>;

8
><

>:

9
>=

>;
ð12Þ

The metric that expresses all users’ trust behaviors is:

DðUÞ ¼

T1
1 ðtÞUB

T1
1 ðtÞRB

T1
1 ðtÞCB

8
>><

>>:

9
>>=

>>;
. . .

T1
I ðtÞUB

T1
I ðtÞRB

T1
I ðtÞCB

8
>><

>>:

9
>>=

>>;

. . .

Tk
1ðtÞUB

Tk
1ðtÞRB

Tk
1ðtÞCB

8
>><

>>:

9
>>=

>>;
. . .

Tk
I ðtÞUB

Tk
I ðtÞRB

Tk
I ðtÞCB

8
>><

>>:

9
>>=

>>;

. . .

TK
1 ðtÞUB

TK
1 ðtÞRB

TK
1 ðtÞCB

8
>><

>>:

9
>>=

>>;
. . .

TK
I ðtÞUB

TK
I ðtÞRB

TK
I ðtÞCB

8
>><

>>:

9
>>=

>>;

8
>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>>>>>>>>>>>>>>;

ð13Þ

Recommendation vector Ri
k at time t for uk regarding

application i can be calculated based on the following
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formula to provide personalized recommendations

according to the correlation of trust behaviors:

Rk
i ¼

Rk
i ðtÞUB

Rk
i ðtÞRB

Rk
i ðtÞCB

8
><

>:

9
>=

>;
¼

P
j 6¼k

T j
i ðtÞUB

T j
i ðtÞRB

T j
i ðtÞCB

8
>><

>>:

9
>>=

>>;
� Relðuj; ukÞ

0
BB@

1
CCA

P
k 6¼j Relðuj; ukÞ

;

ði ¼ 1; . . .; IÞ
ð14Þ

Considering the influence of the number of

recommenders, we set

NK ¼ 1� exp
�K2

2r2

� �� �
ð16Þ

where r[ 0, is a parameter that inversely controls how

fast the number of recommender’s impact on Ri
k, it

increases as K increases. The parameter r can be set from 0

to theoretically ?, to capture the characteristics of differ-

ent scenarios.

We use NK to adjust the recommendation vector by

considering population K’s influence. The final recom-

mendation vector Ri
k is:

Rk
i ¼

P
j6¼k

T j
i ðtÞUB

T j
i ðtÞRB

T j
i ðtÞCB

8
>>><

>>>:

9
>>>=

>>>;
� Relðuj; ukÞ

0
BBB@

1
CCCA

P
k 6¼j Relðuj; ukÞ

� NK ði ¼ 1; . . .; IÞ ð17Þ

6 Analysis and evaluation

We have evaluated the trust behavior formalization (i.e.,

Algorithm 1) based on a number of usage models in [46],

see ‘‘Appendix 1’’. Herein, we focus on the evaluation of

the reputation and recommender algorithms. In TruBeRe-

pec, malicious users could provide dishonest votes on

applications in order to frame good ones and/or boost bad

ones. This attack, referred to as the bad mouthing or unfair

rating attack is the most straightforward attack [39, 40].

Malicious users could also behave well and badly alter-

natively, hoping that they can remain undetected while

causing damage [39, 40]. This attack is called as the on–off

attack. In particular, they can perform differently to dif-

ferent applications in order to impair good users’ recom-

mendation trust. This attack is referred to as the conflict

behavior attack. TruBeRepec aims at overcoming the

above attacks caused by user subjective voting. Herein, we

assume that a malicious user is the user whose opinion on

an application is obviously different from the public rep-

utation of the application regarding his/her voting or his/

her trust behavior is obviously different from others in

terms of application usage. This generally accords with the

reality. In this section, we designed a number of experi-

mental simulations to investigate the effectiveness and

robustness of the reputation algorithm. Meanwhile, we also

evaluate the recommender algorithm based on a number of

usage examples.

In our simulations, we assume K = 50 users who

commonly consume one application in the TruBeRepec

system that has totally 100 registered users (i.e., K0 = 100).

There are a number of applications A ¼ a1; a2; . . .; aIf g
that can be selected by the users to consume. In the

experiment, honest vote means that the voting value mat-

ches the user’s individual trust while dishonest vote means

that the voting value mismatches the user’s individual trust.

Obviously, TruBeRepec can work without user voting, thus

automatically avoid the above attacks. We apply Algorithm

2 to generate the reputation of an application and Algo-

rithm 3 to generate the application recommendation vector.

We simply use R to denote the application’s reputa-

tion value, while R = 0.1 indicates low reputation and

R = 0.9 indicates high reputation. Ri is the reputation of

application ai.

We adopt commonly used metrics in information

retrieval, Recall (E), Precision (P), and F-measure (F) to

describe the malicious user detection performance [38]. For

the RSP, the number of users that belong to Malicious User

Algorithm 3 Application recommendation vector generation

1. Input:

2. – K, D(U);ai; U ¼ u1; u2; . . .; uKf g.
3. For each user uk, do

4. Calculate Ri
k based on (14)–(17).

5. Output: Ri
k (k = 1, …, K).

Relðuj; ukÞ ¼
1

I � 1

X

i0 6¼i

1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tk

i0 ðtÞUB � T j
i0 ðtÞUB

� �2þ Tk
i0 ðtÞRB � T j

i0 ðtÞRB

� �2þ Tk
i0 ðtÞCB � T j

i0 ðtÞCB

� �2

3

s0

@

1

A ð15Þ
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(MU) and are indeed detected as MU, denoted as x; the

number of users that don’t belong to MU but are detected

as MU, denoted as y; the number of nodes that belong to

MU but are not detected as MU, denoted as z. With these

data, we do a precision-recall evaluation. Define

E ¼ x

xþ z
ð18Þ

P ¼ x

xþ y
ð19Þ

F ¼ 2PE

Pþ E
ð20Þ

Using F-measure, we express TruBeRepec’s robustness

against various attacks. In the simulation, if user k’s rec-

ommendation trust sk � 0:1, TruBeRepc treats uk as a

malicious user.

In the experiment, we assume that the reputation of one

application is not related to another. One user could behave

honestly in using one application while badly in con-

sumption of another. The F-measure is used to indicate the

performance of TruBeRepec according to the recommen-

dation trust values of users. The recommendation trust

value is evaluated according to the user’s contribution to

applications’ reputation generation, no matter which

application the user contributes. Herein, we focus on voting

on one application commonly used by 50 users and voting

on two applications in case of conflict behavior attack

investigation.

The simulation result is similar if 50 users vote different

applications at the same time. TruBeRepec can detect the

malicious users faster if it can accumulate more informa-

tion. Due to paper size limitation, we only report the sim-

ulation results in the hardest detection cases. That is the

users contribute to the reputation of one or two applications.

6.1 Effects of TruBeRepec reputation mechanism

We test the performance of Algorithm 2 with the following

scenario: 50 users consume one application. Each user’s

initial recommendation trust is 0.5. They recommend the

application honestly (e.g., no votes provided) at different

time periods while their individual trust is (1) fixed (e.g.,

0.1 or 0.9); (2) increasing from 0.1 to 0.9; and (3)

decreasing from 0.9 to 0.1. We try to evaluate how effec-

tive the TruBeRepec is. Figure 4 shows this simulation

result. We observe that TruBeRepec performs very well in

Fig. 4 Effects of TruBeRepec

reputation mechanism

a Application reputation in the

case that all users are honest (1)

all users have fixed individual

trust (0.1); (2) all users have

fixed individual trust (0.9);

(3) all users’ individual trust

increases gradually from 0.1 to

0.9; (4) all users’ individual

trust decreases gradually from

0.9 to 0.1. b A good user’s

recommendation trust in above

situations
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these situations (see Fig. 4a). Since the users are honest,

thus their recommendation trust is gradually increased until

reaching full trust (see Fig. 4b).

We further test TruBeRepec in the scenarios with

malicious users who intentionally use the application dif-

ferently from others. That is their individual trust is dif-

ferent from others even though their votes seem honest. We

try to evaluate how robust the TruBeRepec is regarding this

attack on the trust behavior model. Figure 5 shows this

simulation result. We observe that TruBeRepec can eval-

uate the application’s real reputation efficiently even

though some users’ usage behaviors are malicious.

6.2 Unfair rating attack

Unfair rating could influence the TruBeRepec system in the

situation when users are allowed to vote the application.

The influence of the unfair rating attack is demonstrated in

Fig. 6. In the simulation, we assume that attackers consume

the application in a normal way, but with unfair voting. We

test four scenarios with 5, 10, 15, 20 unfair rating attackers,

respectively, while other users vote the application (with

R = 0.1 or R = 0.9) honestly. We observe that TruBeRe-

pec can overcome the unfair rating attack in a very efficient

way, mostly it can find the unfair rating attackers imme-

diately if the percentage of attackers is below 30%. Even

though the percentage of attackers is up to 40%, TruB-

eRepec can still find the attackers within 10 time periods if

the attackers continuously vote unfairly.

6.3 On–off attack

The influence of the on–off attack due to malicious voting

is demonstrated in Fig. 7. We test four scenarios: 5, 10, 15,

and 20 attackers vote the application (with R = 0.1 or

R = 0.9) with honest and dishonest recommendations

alternatively, while other users vote the application

honestly. We can see that TruBeRepec can efficiently

overcome the on–off attack when the percentage of

attackers is below 40%. Even though half of the users are

on–off attackers, TruBeRepec can still detect them, but

need more time periods.

6.4 Conflict behavior attack

The influence of the conflict behavior attack is demon-

strated in Fig. 8. We test five scenarios: 5, 10, 15, 20, and

25 attackers vote one application a1 (with R1 = 0.9) dis-

honestly while another application a2 (with R2 = 0.1)

honestly at the same time, while other users vote both

applications honestly. We observe that TruBeRepec per-

forms very well against this attack, even though the

attackers occupy 50% of the users. It can detect the

attackers mostly in the first time period, within 2nd time

period if the attackers are 40% of the users, and within 3rd

time period if the attackers reach 50% of the users.

6.5 Recommendation accuracy

We illustrate the accuracy of TruBeRepec recommendation

mechanism with the following example: 10 users use three

applications, with simulated Ti(t)UB, Ti(t)RB, and Ti(t)CB.

For the 11th user who only consumes two applications a0

and a1 of the three, we calculate the recommendation

vector for this user regarding the third application a2. Our

simulation result is shown in Table 2. The random number

generated in the simulation is given in ‘‘Appendix 2’’,

where Table 4 provides random Tk
i ðtÞUB generated for the

third test and Table 5 provides random Tk
i ðtÞUB, Tk

i ðtÞRB

and Tk
i ðtÞCB generated for the forth test. We can see that

TruBeRepec can provide personalized recommendations

on the basis of the correlation of trust behavior, which is a

concrete clue of interest similarity and preferences. For a

simple example shown in Table 2, if all eleven users have

Fig. 5 Performance of

TruBeRepec reputation

mechanism with 10 and 20%

malicious users
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the same trust behavior values [e.g., (0.6, 0.6, 0.6)] in terms

of a0 and a1, and the first 10 users have the same trust

behavior values [e.g., (0.6, 0.6, 0.6)] regarding a2, i.e.,

Tk
i ðtÞUB

Tk
i ðtÞRB

Tk
i ðtÞCB

8
><

>:

9
>=

>;
¼

0:6

0:6

0:6

8
><

>:

9
>=

>;

i¼ 0;1;2; k ¼ 0; . . .;10ði¼ 0;1Þ; k ¼ 0; . . .;9ði¼ 2Þð Þ;

the 11th user gets a recommendation vector (0.6, 0.6, 0.6)

for a2 based on Algorithm 3. This is obviously correct. For

another example,

Tk
i ðtÞUB

Tk
i ðtÞRB

Tk
i ðtÞCB

8
>><

>>:

9
>>=

>>;
¼

0:7

1� 0:1 � k

0:1 � k

8
><

>:

9
>=

>;

i ¼ 0; 1; 2; k ¼ 0; . . .; 10ði ¼ 0; 1Þ; k ¼ 0; . . .; 9ði ¼ 2Þð Þ;

the 11th user’s behavior correlation with other users is

increasing with k’s increase for RB and CB and reaches the

highest for UB due to the same Tk
i ðtÞUB values (0.7), thus

the recommendation vector for the 11th user regarding a2

holds the same value 0.7 for UB, and close to average value

for RB and CB, i.e., (0.7, 0.43, 0.57).

7 Further discussions

7.1 Practical significance and limitations

Developing TruBeRepec based on the trust behavior

model has practical significance. First, the model provides

a valuable guideline on what kind of user data should be

monitored and collected for the purpose of user trust

evaluation. In practice, it is hard to directly evaluate user

perceived trust, which actually reflects the technical

trustworthiness of mobile applications. Second, applying

the trust behavior model helps us ease the load of extra

human–device interaction that may be required by some

existing trust management solutions [25]. This is because

the trust behaviors can be monitored through an auto-

observation mechanism located at the mobile device.

There is no need for extra usability study if TruBeRepec

is employed. Through auto-monitoring users’ trust

behaviors via user–device interactions during application

Fig. 6 a Performance of

TruBeRepec reputation

mechanism with 10, 20, 30, and

40% unfair rating attackers;

b F-measure with 10, 20, 30,

and 40% unfair rating attackers
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consumption, we can automatically extract useful infor-

mation for trust evaluation, reputation generation, and

recommendation provision. Thereby, TruBeRepec can

provide sound usability. Third, the trust behavior model is

examined through user study. The trust explanation

mechanism based on this model could be easily under-

stood and accepted by the users [26]. Meanwhile, a rec-

ommendation from a user or the RSP can be further

assessed and explained with the trust behavior model in

order to help other users selecting a trustworthy mobile

application. Therefore, TruBeRepec supports usable trust

management.

TruBeRepec design assumes that malicious or dishonest

users occupy a small proportion (\50%) of the total

number of mobile application users. Although this gener-

ally accords with the reality, TruBeRepec cannot afford

large-scale collaborative attacks, e.g., the malicious users

are more than half of total users and they attempt to col-

laboratively attack the reputation of an application at the

same time. This is what TruBeRepec should further

improve in the future.

7.2 User data privacy preservation

Based on the interviews with about 180 participants [45], we

found that people pay special attention to user data privacy

(e.g., usage statistics). In TruBeRepec, the RSP only collects

trust values Ti(t), Ti(t)UB, Ti(t)RB, and Ti(t)CB in order to

generate application reputations and provide recommenda-

tions. There is no need for the users to share their detailed

application usage information and personal interests or

preferences. In Privacy Enhancement Technology (PET),

data minimization, i.e., minimizing personal data collected

and used by service providers and merchants is one impor-

tant technique to preserve privacy. Our method falls into this

PET category, although it may not be a perfect one. Thus,

TruBeRepec can preserve user data privacy to a certain level.

7.3 Attack on trust behavior

Trust is a subjective concept, trust or not trust is a user’s

personal opinion. Meanwhile, reputation published by the

reputation service provider can be referred by a malicious

Fig. 7 a Performance of

TruBeRepec reputation

mechanism with 10, 20 30,

and 40% on–off attackers;

b F-measure with 10, 20, 30,

and 40% on–off attackers
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user. If a user intensively uses a dislike or distrusted

application, which is, for example, full of bugs and errors

based on his own experiences, his/her behavior is mali-

cious. If a number of users try to increase the reputation of

an application with very low reputation through intensive

usage, their behaviors are malicious.

Thereby, except for the attacks raised by voting mentioned

in Sect. 6, malicious users could intend to attack the proposed

trust evaluation mechanism in a way by frequently using a

bad application for a long time, by continuing consume it

even though the application has many problems and by

always recommending it to other people, and meanwhile

voting it positively. We argue that this attack could not

influence much on the accuracy of application reputation and

recommendation in the case that most users are normal users.

It is also a big pain for malicious users to use a bad application

in a trustworthy way. In addition, this kind of malicious users

could be easily detected by the RSP by introducing the rec-

ommendation trust sk in the reputation generation, as shown

in Fig. 9 (R = 0.1). This is because a user’s recommendation

trust sk is negatively influenced if the user’s behaviors and/or

votes are different from most of other users, i.e., having a big

deviation from the reputation value. In this test, we set

Vk
i ðtpÞ ¼ Tk

i ðtpÞ automatically since Vk
i ðtpÞ is not provided by

the user. We can see that TruBeRepec can also overcome the

attack caused by malicious behaviors without user voting.

Thus, it can support both voting and non-voting.

Herein, we hold an assumption that the mobile device

computing platform applies for example trusted computing

technology to reject malware installation or has a good

detection mechanism to find and remove malwares [25, 43,

47, 48].

7.4 Performance impact

TruBeRepec can run as an independent mobile application

for the user to check usage information and trust/reputation

values of installed applications. In this case, it won’t

impact other application’s performance. It can also run as a

backend application to collect usage information and dis-

play both the reputation and detected individual trust val-

ues during the application usage. To avoid its impact on

Fig. 8 a Performance of

TruBeRepec reputation

mechanism with 10, 20, 30, 40,

and 50% conflict behavior

attackers; b F-measure with 10,

20, 30, 40 and 50% conflict

behavior attackers
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other applications’ performance, individual trust evaluation

and reputation extraction from the RSP are conducted

when the application is starting up or ending up.

In addition, we also explored the effects of trust infor-

mation’s visualization on mobile application usage in

Finland and China. Although the user experiment results

achieved in above two countries showed differences, both

positively indicated that displaying an application’s repu-

tation value and/or an individual user’s trust value could

assist in the usage of mobile applications. Detailed results

and discussions are reported in [44].

7.5 Synchronization of sk

In TruBeRepec, we can synchronize local sk (i.e., sl
k)

generated at a user’s device and global sk (i.e., sg
k)

generated at the RSP based on different policies in

practice.

sl
k is updated to sg

k once it is issued by the RSP in the

case that the RSP collects much more trust information

than the local device. That is

sk
l ¼ sk

g

sk
l is further evolved each time when sg

k is issued if the

user would like to consider personally accumulated

information. For example, sk
l ¼ xl � sk

l þ xg � sk
g, where

xl and xg are weighting factors to aggregate sl
k and sg

k.

Suppose the number of trust-related information collected

locally about user k is Nl
k and the number of trust

information collected globally about user k is Ng
k, we

have xl ¼ Nk
l

Nk
l
þNk

g
and xg ¼

Nk
g

Nk
l
þNk

g
.

Table 2 Recommendation vectors

D(U) Recommendation vector

for the 11th user R2
10 regarding a2

1.

Tk
i ðtÞUB

Tk
i ðtÞRB

Tk
i ðtÞCB

8
><

>:

9
>=

>;
¼

0:6

0:6

0:6

8
><

>:

9
>=

>;
i ¼ 0; 1; 2; k ¼ 0; . . .; 10ði ¼ 0; 1Þ; k ¼ 0; . . .; 9ði ¼ 2Þð Þ

0:6

0:6

0:6

8
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9
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>;

2.

Tk
i ðtÞUB

Tk
i ðtÞRB
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i ðtÞCB

8
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>:

9
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>;
¼

0:7
1� 0:1 � k
0:1 � k

8
<

:

9
=

; i ¼ 0; 1; 2; k ¼ 0; . . .; 10ði ¼ 0; 1Þ; k ¼ 0; . . .; 9ði ¼ 2Þð Þ
0:7

0:43

0:57

8
><

>:

9
>=

>;

3.

Tk
i ðtÞUB

Tk
i ðtÞRB

Tk
i ðtÞCB

8
><

>:

9
>=

>;
¼

randomðÞ
1� 0:1 � k
0:1 � k

8
<

:

9
=

; i ¼ 0; 1; 2; k ¼ 0; . . .; 10ði ¼ 0; 1Þ; k ¼ 0; . . .; 9ði ¼ 2Þð Þ

(see Table 4)
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randomðÞ
randomðÞ
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(see Table 5)
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Fig. 9 Performance of

TruBeRepec reputation

mechanism regarding malicious

usage behavior
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8 Conclusions and future work

This paper proposed TruBeRepec, a trust-behavior-based

reputation and recommender system for mobile applica-

tions. Based on the trust behavior model explored through a

large-scale user survey and validated using PCA, CFA,

reliability analysis, and correlation analysis, we developed

a number of algorithms to evaluate individual user’s trust

in a mobile application, generate application reputations

and provide application recommendations based on trust

behaviors. We showed the practical significance of TruB-

eRepec through simulations and analysis with regard to

effectiveness, robustness, and usability, as well as privacy.

Regarding the future work, we will further improve the

TruBeRepec system to eventually develop it toward a

product quality implementation. Meanwhile, we will

attempt to embed the system into a pervasive social net-

working platform [49] as part of its trust solution for

mobile application services.
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Appendix

A. Evaluation on individual trust calculation

From Nokia SmartPhone 360 usage statistics [50], we can

figure out one usage model that is periodically changed,

e.g., mobile email usage. We use function sinðxtÞj j,
(x = 1) to model it in our simulation with regard to usage

frequency. The second usage model could be a logistic

function, also known as Richards’ curve, which is widely

used for growth modeling. We use a modified logistic

function 1� e�ctð Þ= 1þ e�ctð Þ, ðc ¼ 1=2Þin our simulation

in order to make the growth start from 0 at t = 0. The third

usage model is a growth curve at the beginning and then

reducing to a stale level (including 0, which can be con-

trolled by the function parameters). Herein, we use a

Cða; bÞ distribution ta�1e�btða ¼ 2; b ¼ 0:5Þ to model it.

We also propose a linear increase model gtðg ¼
0:1; gt\1Þ to roughly model, for example, recommenda-

tion percentage, elapsed usage time, and the number of

usages. The above usage models can be applied in usage

time, the number of usage, frequency, or context index.

The user-experienced feature EFðiÞ=FðiÞ could be

increased quickly and then gradually stay in a stable level.

We use the logistic function to model it.

Figures 10a, b, and c show the simulation results of

usage behavior formalization, reflection behavior formal-

ization, and correlation behavior formalization, respec-

tively. The usage models (or functions) applied in the

simulations are listed in Table 3. For simplification, we

apply function (2’) and (4) in our simulation. Figure 10d

shows the aggregated trust value (TiðtÞ0 ¼ 0:5) based on

function (8) and the data of T(UB)_3; T(RB)_3; and

T(CB)_1, T(CB)_2, and T(CB)_3 in Table 3, respectively.

From the simulation, we can see that the individual trust

value calculated based on the proposed formalization

reflects usage change no mater it is periodically up and

(a) Trust Value Calculated based on Using Behavior
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0.9
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T(UB)_2

T(UB)_3

(b) Trust Value Calculated Based on Reflection Behavior
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(c) Trust Value Calculated Based on Correlation Behavior
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(d) Trust Value Calculated based on Usage Behavior 
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Fig. 10 Individual trust value calculated based on usage behavior
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down or increased or decreased. It also implies the context’s

influence on trust. The trust value contributed by the cor-

relation trust behavior indicates the impact of application

similarity and usage difference on trust. To uniform the

result, we apply a sigmoid function to map final trust value

into (0, 1). We can also use this function to map different

part of trust contribution into (0, 1) and then aggregate them

together. In this case, the general metric becomes:

TiðtÞ ¼ f TiðtÞ0 þ qf TiðtÞUB

� �
þ #f TiðtÞRB

� ��

þ1f TiðtÞCB

� ��
ðqþ #þ 1 ¼ 1Þ

B. Random data generated for simulations in 6.5

The random data generated for simulations in Sect. 6.5 are

provided in Tables 4 and 5.

Table 3 Usage models applied in simulations ðg ¼ 0:1; c ¼ 1=2; a ¼ 2; b ¼ 0:5Þ

UB NiðtÞ
NðtÞ

UTiðtÞ
UTðtÞ

EFðiÞ
FðiÞ

FEiðtÞ
FEðtÞ

l

T(UB)_1;

T(RB)_1

gt gt 1� e�ctð Þ= 1þ e�ctð Þ ta�1e�bt 10

T(UB)_2;

T(RB)_2

1� e�ctð Þ= 1þ e�ctð Þ 1� e�ctð Þ= 1þ e�ctð Þ 1� e�ctð Þ= 1þ e�ctð Þ ta�1e�bt 10

T(UB)_3;

T(RB)_3

1� e�ctð Þ= 1þ e�ctð Þ 1� e�ctð Þ= 1þ e�ctð Þ 1� e�ctð Þ= 1þ e�ctð Þ sinðtÞj j 1

CB NiðtÞ�NkðtÞ
NðtÞ

UTiðtÞ�UTkðtÞ
NTðtÞ

FEiðtÞ�FEkðtÞ
FEðtÞ

CIiðtÞ � CIkðtÞ RiðtÞ�RkðtÞ
RðtÞ

Applied

functions

1� e�ctð Þ= 1þ e�ctð Þ � gt 1� e�ctð Þ= 1þ e�ctð Þ � gt sinðtÞj j � ta�1e�bt Apply function

(1.1)

gt k = 1;

RiðtÞ=RðtÞ ¼ gt

T(CB)_1

T(i)_1

(ac = 0.9; Ti(t)o = 0.5); q = r = 1 = 1

T(CB)_2

T(i)_2

(ac = 0.5; Ti(t)o = 0.5); q = r = 1 = 1

T(CB)_3

T(i)_3

(ac = 0.2; Ti(t)o = 0.5); q = r = 1 = 1

Table 4 Simulated random

data 1
D [i: UserID][j: applicationID][0: UB] D [i: UserID][j: applicationID][0: UB]

D[0][0][0] = 0.9064958856499105 D[5][1][0] = 0.23348992101415078

D[0][1][0] = 0.06961319859619164 D[5][2][0] = 0.6013253576376123

D[0][2][0] = 0.2183471174240742 D[6][0][0] = 0.8739642199277439

D[1][0][0] = 0.8513795090980439 D[6][1][0] = 0.890709927426842

D[1][1][0] = 0.3993033705716592 D[6][2][0] = 0.9248748344848168

D[1][2][0] = 0.6133334246777308 D[7][0][0] = 0.1866548693205774

D[2][0][0] = 0.2752691512656219 D[7][1][0] = 0.6062966873370097

D[2][1][0] = 0.5289455839507496 D[7][2][0] = 0.1872759257992369

D[2][2][0] = 0.9774920583183733 D[8][0][0] = 0.7279913387055578

D[3][0][0] = 0.1503207684552016 D[8][1][0] = 0.872639432334287

D[3][1][0] = 0.4616927399505547 D[8][2][0] = 0.5636699013168454

D[3][2][0] = 0.8237619523454625 D[9][0][0] = 0.2705792752234426

D[4][0][0] = 0.43638695873038813 D[9][1][0] = 0.9742742901953039

D[4][1][0] = 0.04546481458154461 D[9][2][0] = 0.42057674674649537

D[4][2][0] = 0.8914774859448656 D[10][0][0] = 0.36896848348032407

D[5][0][0] = 0.6595432741162669 D[10][1][0] = 0.2171094418169347
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