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Abstract

Nearest neighbor (NN) search is inherently computationally expensive in high-dimensional spaces due to the curse of dimen-
sionality. As a well-known solution, locality-sensitive hashing (LSH) is able to answer c-approximate NN (c-ANN) queries
in sublinear time with constant probability. Existing LSH methods focus mainly on building hash bucket-based indexing
such that the candidate points can be retrieved quickly. However, existing coarse-grained structures fail to offer accurate
distance estimation for candidate points, which translates into additional computational overhead when having to examine
unnecessary points. This in turn reduces the performance of query processing. In contrast, we propose a fast and accurate in-
memory LSH framework, called PM-LSH, that aims to compute the c-ANN query on large-scale, high-dimensional datasets.
First, we adopt a simple yet effective PM-tree to index the data points. Second, we develop a tunable confidence interval to
achieve accurate distance estimation and guarantee high result quality. Third, we propose an efficient algorithm on top of
the PM-tree to improve the performance of computing c-ANN queries. In addition, we extend PM-LSH to support closest
pair (CP) search in high-dimensional spaces. Here, we again adopt the PM-tree to organize the points in a low-dimensional
space, and we propose a branch and bound algorithm together with a radius pruning technique to improve the performance
of computing c-approximate closest pair (c-ACP) queries. Extensive experiments with real-world data offer evidence that
PM-LSH is capable of outperforming existing proposals with respect to both efficiency and accuracy for both NN and CP
search.
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1 Introduction
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Nearest neighbor (NN) querying in high-dimensional spaces
is classic functionality that is used in a wide variety of
important applications, such as sequence matching [1],
recommendation [14], similar-item retrieval [30], and de-
duplication [38], to name but a few. Let D be a set of points
in d-dimensional space R?. Given a query point ¢, an NN
query returns a point o* in D such that its Euclidean distance
to ¢ is the minimum among all points in D.

While the exact NN query in low-dimensional space
already has efficient solutions [6,8], providing an efficient
solution for large-scale datasets with high dimensionality
remains a challenge, as both the query time and the space cost
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Fortunately, it usually suffices to find an approximate nearest
neighbor (ANN). For a given approximation ratio ¢ (¢ > 1)
and a query point g, a c-ANN query returns a point o whose
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distance to ¢ is at most cr*, where r* is the distance between
q and its exact NN o*.

A widely adopted locality-sensitive hashing (LSH) method
enables computing c-ANN queries in sublinear time with
constant probability. Generally, LSH maps the points in the
dataset to buckets in hash tables by using a set of predefined
hash functions that are designed to be locality-sensitive so
that close points are hashed to the same bucket with high
probability. A query is answered by examining the points
that are hashed to the same bucket as the query point, or
to similar buckets. Based on their main ideas, we clas-
sify the mainstream LSH methods into three categories:
(1) Probing Sequence-based (PS) approaches [33,35,36]; (2)
Radius Enlarging-based (RE) approaches [18,27,48]; and (3)
Metric Indexing-based (MI) approaches [47]. PS approaches
use a carefully derived probing sequence to examine multiple
hash buckets that are likely to contain the nearest neighbor of
a query. RE approaches process a sequence of range queries
by enlarging the query range repeatedly until a qualified point
is found. In MI approaches, the points are transformed into a
low-dimensional space, called the projected space. The coor-
dinates of a point in the projected space are the point’s hash
values. MI approaches then use a metric index to organize the
points such that the distance between two points in the pro-
jected space can be used to approximate the distance between
them in the original space.

When evaluating the performance of LSH methods, many
pertinent performance metrics for ¢c-ANN search exist,
including efficiency, accuracy, memory consumption, and
preprocessing overhead. Among these, both efficiency and
accuracy are important metrics since a desirable algorithm
should return results as soon as possible with a quality that
is as high as possible, while the memory consumption and
preprocessing overhead must be tolerable in the setting of
a commodity machine. The performance of LSH depends
on two aspects: (1) the estimation of distances between the
query point and candidate points and (2) the probing order of
buckets/points. It is proved [47] that the ratio of the projected
distance to the original distance between any two points fol-
lows a x? distribution. Therefore, if we are able to estimate
the distance between two points accurately, we are able to find
high-quality candidates. In addition, a well-designed index
structure is required to quickly locate high-quality candi-
dates.

However, the existing LSH methods suffer from either
inaccurate distance estimation or unnecessary point probing
overhead. For instance, SRS [47] is the state-of-the-art algo-
rithm that uses an R-tree to index the points in the projected
space. By searching the R-tree, SRS is able to iteratively
return the next nearest point to g. The problem is that finding
the next exact NN in an R-tree generally causes additional
computational overhead, while the next NN is not necessarily
the best next candidate in the original space. Next, Multi-
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Probe [35] iteratively identifies the next hash bucket to be
examined that has the least distance to ¢. However, most of
the points in the identified buckets have to be probed due to
poor estimation of the distance between ¢ and the candidate
point. Finally, QALSH [27] shares the same issue as Multi-
Probe, and it uses a large number of hash functions that may
incur high space consumption.

We propose a fast and accurate in-memory framework,
called PM-LSH, for computing ¢c-ANN queries on large-
scale, high-dimensional datasets. The framework consists of
three components, namely data partitioning, distance esti-
mation, and point probing. First, we adopt the simple yet
effective PM-tree [46] to index the points in the projected
space. Second, in order to improve the distance estimation
accuracy, we exploit the strong relationship between the orig-
inal and projected distance of any two points, and we develop
a tunable confidence interval on the projected distance w.r.t.
a given original distance. Third, we propose an efficient algo-
rithm to search the PM-tree with a sequence of range queries
with increasingly large radius. PM-LSH is able to achieve
both high efficiency and high accuracy when compared with
the existing LSH methods.

We extend the PM-LSH technique to solve another clas-
sical problem, approximate closest pair (CP) search in
high-dimensional spaces. Like NN search, CP search is used
in a wide range of settings, such as unsupervised classifica-
tion or clustering [42], user pattern similarity search [55],
and geographic information systems [22], to name but a few.
For a given approximation ratio ¢ (¢ > 1) and a dataset D,
a c-approximate closest pair (c-ACP) query returns a point
pair (01, 0) with distance at most cr*, where r* is the dis-
tance of the exact closest pair in D. Early studies mainly
adopt space partitioning indexing techniques to solve exact
CP queries in two or three dimensions [12,13,26,29,44,45].
However, these methods cannot be extended directly to sup-
port high-dimensional CP queries efficiently due to the curse
of dimensionality. Therefore, improved indexes are pro-
posed to address the effects of dimensionality [17,19,31,41].
Nonetheless, when faced with hundreds or thousands of
dimensions, the performance of these methods still degen-
erates to nearly brute-force performance. Thus, another
direction is to use dimension reduction methods to solve
c-ACP, such as LSH or random projection. For instance,
the LSB-tree [49] uses a compound hash function to project
points into a low-dimensional space and adopts the Z-curve
to transform projected points into one-dimensional values
that are indexed by a B-tree. The candidate point pairs are
generated from points with the same Z-values. To improve
the query accuracy, L = O (+/n) B-trees are built, which thus
requires a large space consumption. Next, ACP-P [7] projects
the points directly into a one-dimensional space. The points
with close distances in the projected space are considered
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as candidate point pairs. However, the distance estimation is
inaccurate and leads to unnecessary candidate verification.

To compute approximate CP queries, we still employ the
PM-tree to index the points in the projected space, which
provides an accurate distance estimation for point pairs. Next,
we adopt a branch and bound method combined with a radius
pruning technique to improve the query efficiency, which
allows to generate enough candidate pairs with only a small
space consumption. We also note that our method is tunable
and enables different trade-offs between query accuracy and
query efficiency.

The major contributions are summarized as follows:

— We present a unified interpretation of the existing main-
stream LSH methods and thoroughly analyze the com-
petitors in relation to our method.

— We propose an accurate and fast method called PM-LSH
for c-ANN querying of large-scale, high-dimensional
datasets. First, we use the PM-tree to index the points in
the projected space. Second, we develop a tunable confi-
dence interval for distance estimation. Third, we propose
a c-ANN query algorithm that uses the PM-tree.

— We extend the PM-LSH to support CP queries. First,
we still employ the PM-tree to index the points in the
projected space. Next, we propose a branch and bound
algorithm together with a radius pruning technique for
computing c-ACP queries.

— We conduct an extensive performance study using real
datasets that covers the state-of-the-art algorithms, which
indicates that PM-LSH is efficient as well as accurate in
terms of both the overall ratio and recall for both NN and
CP search.

The paper extends its conference version [53] in several
respects. Key extensions include (1) the extension of PM-
LSH to support CP queries, (2) the coverage of related work
on high-dimensional CP search, and (3) the paper’s report on
the experimental evaluations of the corresponding proposals.
In addition, other parts of the paper have been revised when
compared to the conference version.

The rest of the paper is organized as follows. Section 2
presents the problem setting and preliminaries. Section 3
introduces a unified LSH framework, followed by our PM-
LSH framework in Sect. 4. Sections 5 and 6 introduce the NN
and CP query processing based on PM-LSH, respectively.
Section 7 covers experimental studies that offer insight into
the performance of the proposed PM-LSH and the main com-
petitors for both NN and CP search. Section 8 reviews related
work. Finally, Sect. 9 concludes the paper.

Table 1 Summary of notations

Notation Definition

D Dataset of points in RY

n = |D| Dataset cardinality

d Dataset dimensionality

o A point in D

o' A point o in the projected space
c Approximation ratio

h(o), h*(0) Hash functions

m The number of hash functions

T The number of candidate points or pairs
M The node capacity of the PM-tree

2 Preliminaries

We proceed to present the problem definitions of approximate
nearest neighbor (NN) and closest pair (CP) search, and the
basic idea of LSH. Frequently used notation is summarized
in Table 1.

2.1 Problem definition

Let D be a set of points in d-dimensional space R with car-
dinality |D| = n. Let |01, 02]| denote the Euclidean distance
between points 01, 03 € D.

Definition 1 (c-ANN query) Assume a query point ¢ and an
approximation ratio ¢ > 1, and let 0o* be the exact nearest
neighbor of ¢ in D. A c-approximate nearest neighbor query
returns a point o € D such that g, o < ¢ - |lq, 0*||.

We generalize the c-ANN query to the (c, k)-ANN query
that returns k£ approximate nearest points.

Definition 2 ((c, k)-ANN query) Assume we have a query
point ¢, an approximation ratio ¢ > 1, and a positive inte-
ger k. Let of be the ith exact nearest neighbor of ¢ in
D. A (c, k)-approximate nearest neighbor query returns a
sequence of k points (o1, 03, ..., o) such that for each o;,
we have |lg, o;l| < ¢ llg, of[l,i € [1, k].

Definition 3 (c-ACP query) Assume we have an approximate
ratio ¢ > 1, and let (o}, 05) be the exact closest pair in
D. A c-approximate closest pair query returns a point pair
(01,02) € D x Dsuchthat |lo1, 02| < ¢ - ||o], 03]l

We generalize the c-ACP query to the (c, k)-ACP query
that returns k approximate closest pairs.

Definition 4 ((c, k)-ACP query) Assume we have an approx-
imate ratio ¢ > 1, and a positive integer k. Let (0} |, 07 ,)
be the ith exact closest pair in D. A (c, k)—apprc;ximélte
closest pair query returns a sequence of k point pairs
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((01,1,01,2), (02,1,022), ..., (0,1, 0k,2)) such that for each
(0i,1,0i2), we have ||o; 1, 0; 2|l < ¢ |lof |, 0], |, 7 € [1, k].

Example 1 As shown in Fig. 1a, the exact NNs of query ¢ are
0> and 014 with distance +/2. For a 2-ANN query, any point
whose distance to ¢ is within 24/2 can be considered as a
result, i.e., any object in the set {03, 014, 012, 013, 06, 07}.
The exact CPs are (o4, 0g) and (012, 014) with distance
1. For a 2-ACP query, any point pair whose distance is
within 2 can be considered as a result, i.e., any pair in the
set {(06, 07),(04, 08),(06. 09),(06, 013),(09, 013),
(02, 014),(05, 014),(012, 014),(03, 015),(07, 015)}.

2.2 Basic locality-sensitive hashing

We first introduce the LSH scheme, and then explain how
to answer the (7, ¢)-ball cover and c-ANN queries using the
basic LSH [3,15].

Hash family Given a distance r, an approximationratioc > 1,
two probability values p; and p;, where p; > p», a family
H = {h : RY - U} is called (r,cr, p1, p2)-locality-
sensitive, if for any 01,0y € R4, it satisfies both of the
following conditions:

1. If |lo1, 02|l < r then Pr[h(o1) = h(02)] = pi
2. If llo1, 02| = cr then Pr[h(o1) = h(02)] < p2

A well-adopted hash function is formally defined as follows:

. b
h(o) = L%J, (M)

where o is the vector representation of a point 0 € RY, ais a
d-dimensional vector where each dimension is drawn inde-
pendently from a p-stable distribution [15], b is areal number
uniformly drawn from [0, w), and w is a user-specified con-
stant. The 2-stable distribution is the normal distribution.
Formally, let T = ||o1, 02|, and let f(-) denote the normal
probability distribution function (pdf). We then have:

w1
p(r)=Pr[h<ol>=h<oz>]=f —~f(5>~<1—i) dr (2)
o T T w

The intuition behind Eq. 2 is that, given a fixed w, the col-
lision probability of two hash values /(01) and h(02) grows
as the distance ||o1, 02| decreases. Therefore, A(-) in Eq. 1
is (r, cr, p1, p2)-sensitive with p; = p(r) and pr = p(cr).
Before we consider how to answer the c-ANN query, we
define an (r, c¢)-ball cover query that can be directly answered
by (r, cr, p1, p2)-sensitive hash family.
Definition 5 ((r, ¢)-BC query) Given a query point g, a dis-
tance threshold », and an approximation ratio ¢ > 1. Let
B(q, r) denote a ball centered at ¢ with radius r. An (r, ¢)-
ball cover query returns the following result:
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1. If B(g, r) covers at least one point in D, it returns a point
in B(g, cr);
2. If B(q, cr) covers no points in D, it returns nothing.

E2LSH [3] is a seminal solution that forms L hash tables
and randomly chooses m hash functions for each hash table.
By concatenating the m hash functions, a compound hash
function G(0) = (h1(0), ..., hy(0)) is formed in each hash
table, and each point o € D is stored in a hash bucket based
on G (o). Given a query point ¢, E2LSH computes G (¢) and
enumerates the points in the corresponding hash bucket. In
all L hash tables, it examines at most 3L points and returns
a point o if |lg, ol < cr. By setting m = log;,,, n and
L=1/ p’l‘, the (r, ¢)-BC query can be answered correctly
with at least constant probability.

From (r, c)-BC to c-ANN lt is easy to see that the ball cover
query can be considered as a decision version of the approx-
imate NN query. By processing a sequence of (r, c)-BC
queries withr = 1, ¢, c%, ..., x,oncea point is returned, we
take it as a result of the ANN query. Interestingly, as proved
by [28], the ANN query can be answered with approximation
ratio ¢2, i.e., c2-ANN.

Example 2 In the example in Fig. 1, we choose m = 2
hash functions hi(0) = [¥2], ha(0) = L%ﬂj with
a; =[1.0,09],a =[0.2,1.7],b1 =0,b, =2,and w = 4.
For simplicity, we only construct L = 1 hash table. Fig-
ure 1b, ¢ show the coordinates of the objects in the projected
space. To answer a (1, 2)-BC query with r = 1 and ¢ = 2,
we first compute G(q) = (h1(q), h2(q)) = (2, 2). Then we
search the hash bucket (2, 2) that is indicated by a red rect-
angle; the (1, 2)-BC query returns 07. As 014 is the exact NN
with ||g, 014]] = v/2 and ||g, 07]] = /5 < 4 x /2, we have
that o7 is a result of the 4-ANN query of ¢.

3 A unified interpretation of LSH

We proceed to introduce the main competitors and give a
unified interpretation.

3.1 Main competitors

Probing sequence (PS) The representative PS methods
include Multi-Probe [35,36] and GQR [33] that use a care-
fully derived probing sequence to examine multiple hash
buckets that are likely to contain the nearest neighbors of
a query point. Unlike the basic LSH that builds L hash tables
and checks only one hash bucket in each hash table, PS probes
multiple nearby buckets in order to achieve higher recall
with fewer hash tables. Given a query point g, PS adopts
a “generate-to-probe” paradigm that iteratively generates the
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Fig.1 Running example with (o) = L%J, ho(0) = |_32‘Z7+2J and a; =[1.0,0.9], a3 =[0.2, 1.7]

next hash bucket to be examined with the least distance to ¢
in the remaining buckets.

Radius enlarging (RE) This category mainly includes the
LSB-Tree [48], C2LSH [18], and QALSH [27]. These do
not build multiple hash tables based on different radii.
Generally, RE builds a hash table like the basic LSH and
processes a sequence of (r,c)-BC queries by enlarging
r = 1,c,¢%, ..., x when a c-ANN query is issued. Sup-
pose r; ¢t and ro 1. It has been shown [18] that
hli() = L@J is (rj, cri, p1, p2)-sensitive. Instead of build-
ing multiplé hash tables with corresponding hash functions
h'i(-) to handle (r;, cr;)-BC queries, RE adopts the smart
idea of “virtual rehashing” to avoid unnecessary space. For
the (1, ¢)-BC query, RE probes the hash bucket /(g). For the
remaining (r;, cr;)-BC queries, RE probes r;" hash buck-
ets near i(g) in the original hash table in the ith iteration.
Note that among these r/" buckets, r/" | buckets were already
examined in the last iteration. Interestingly, it is easy to see
that the /" hash buckets in the original hash table actually
correspond to the hash bucket 4" (¢) in the hash table w.r.t.
h'i().

Metric indexing (MI) SRS [47] is the state-of-the-art algo-
rithm that projects the points from the original d-dimensional
space into a lower m-dimensional projected space by using
m hash functions. It utilizes an R-tree to index the points
based on their hash values in the projected space. Specifi-
cally, SRS uses the Euclidean distance between two points
in the projected space to approximate their distance in the
original space. The intuition is that the points close to the
query point g in the projected space are also likely close to g
in the original space. SRS repeatedly calls an incSearch func-
tion that utilizes the R-tree to return the next nearest point to
q in the projected space.

High-
dimensional

Data Partitioning
—

[

Database

d
. Distance Estimation .
SN § e
op- = S
Results . ° o 4
Point Probing “e e e 0 ®

Fig.2 Unified LSH framework

3.2 A way of probing

We proceed to introduce a unified interpretation of existing
LSH methods as shown in Fig. 2, which consists of three
components, namely data partitioning, distance estimation,
and point probing.

Generally, we adopt a random projection k(o) as the
locality-sensitive hash functions:

h*(o)=a-o0

3

By using h*(0), the points in the original space are mapped
into a projected space, as shown in Fig. la, b. Let o
[A}(0), ..., h} (0)] denote point o in the projected space. For
any two points o1 and 02, let r = |lo1, 02| and r’" = ||0], 0} ||
denote the distance between o1 and o3 in the original and in
the projected space, respectively. In addition, we let p (01, 02)
denote an m-dimensional vector, where each dimension is
the hash value difference between points o; and o3, i.e.,
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pi = hf(01) — hi(02) = 0|[i] — 05[i]. Therefore, we have

=X e}

Based on a property of a 2-stable distribution, for any d
real numbers o[ 1], ..., o[d], independent and identically dis-
tributed (i.i.d.) random variables X1, ..., X4 (corresponding
to a) following the 2-stable distribution, ) ; o[i]- X; has the
same distribution as the variable (Zf: 1oli ]2)1/ 2. X, where
X is arandom variable with distribution N (0, 1). For any two
points o1 and 0, since p = h*(01) —h*(02) = a- (01 — 02),
we know that p is arandom variable with distribution 7 - X. In
other words, p has distribution N (0, r2), i.e., § ~ N(,1).

Lemma 1 r"2/r? follows the distribution x*(m).

Proof If Y, ...,Y,, are i.i.d. variables with N (0, 1) then
>, Y7 follows the x? distribution with m degrees of free-
dom. Given m hash functions A7(-), ..., hy,(-), for any o}
and 0», we have pi, ..., p. Thus, % /r? follows the distri-
bution x2(m). o

Data partitioning After mapping the points into the projected
space by using hash functions, the existing LSH methods
adopt the “divide-and-conquer” paradigm that partitions the
projected space into subspaces. When a query is issued, the
regions that are likely to contain the results are probed, and
finally the results of these regions are combined and returned.
Generally, there are two kinds of data partitioning approaches
in the existing LSH methods:

(1) Interval-based Partitioning. The basic LSH constructs
hash buckets based on G(0), and each bucket can be
viewed as an m-dimensional hypercube with equal side
lengths w. Most of the LSH methods belong to this class,
including Multi-Probe, LSB-Tree, C2LSH, and QALSH.
Specifically, an LSB-Tree assigns each hypercube a Z-
order value and stores the values in a B-tree. In contrast,
QALSH does not physically build hypercubes, but stores
the values of 4% (0) in a BT -tree. When a query arrives, the
length-w intervals are virtually formed on the BT -tree.

(2) Metric Space Partitioning. SRS uses an R-tree to index all
the points o’ in the projected space such that an incremen-
tal kNN search is supported. For in-memory processing,
it is also able to use a Cover Tree. In our proposed PM-
LSH, we partition the projected space using a PM-tree so
that efficient range querying can be supported.

Distance estimation In order to accurately estimate distances,
two aspects are considered, i.e., the distance estimator and
the estimation granularity.

(1) Distance Estimator. As p follows distribution N (0, r2).

For any o1 and 02, p(01,02) = [p1, ..., om]. We esti-
mate the value of 72 by using r'> as follows.
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A 72, . .
Lemma2 7> = - is an unbiased estimator of r.

Proof Let 72 be the estimated value of 2. We compute the
expectation of r” as follows.

m

Elr?1= E[Y pil=) Elpj]=mr?

i=1 i=1

Therefore, we have E[7%] = E[r"*]/m = r?.

Alternatively, we provide a different yet interesting proof
by using the maximum likelihood estimation (MLE) [24].
MLE is a procedure for finding the value of one or more

parameters for a given statistic that maximizes the known
2

. C . . 1 o;

likelihood distribution. As Pr[p = p;] = Ty exp(—m),

the probability that the hash value difference p(o1, 02)
between o1 and 07 equals [pg, ..., pp] is computed as fol-
lows.

Pr[p(ol»OZ)Z[pl’n-apm]]
=f(o1, s pmln=0,0 =7)

) lli (x/21_n,>m exp (—%1203)

The objective of the maximum likelihood is to find an r
such that the above probability is maximized. Since In f =

2 . 2
1 2o danf) _  m 2P _
—imln(Zn')—mlnr— 2}’2! anila—r = 7+ }’31 =0.
R m o ”
Therefore, we have 72 = %p’ =" O

To evaluate the performance of our estimator in Lemma 2,
i.e., Lo = r’ (the same as our estimator when m is fixed), we
compare it with other distance estimators: L1, QD [33], and
Rand (assign a random value). We randomly sample a small
dataset that contains 10K points from the Trevi dataset [34]
and choose 100 points as query points. For each query point
q, we first compute its exact I00NNs. With m = 15 hash
functions, we compute the distances in the projected space
between ¢ and all the points based on different estimators.
Then, we choose the top-7 points with smallest estimated
distances (7 varies from 100 to 2,000). For each g, we com-
pare its exact 100NNs with the 100NNs from the 7 points.
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Finally, we compute the average recall and overall ratio (dis-
cussed in Sect. 7) of these estimators. As shown in Fig. 3, we
can see that our estimator has the best performance in terms
of both the recall and overall ratio.

(2) Estimation Granularity. The distance estimation meth-
ods may use different granularities:

— Bucket to Bucket. The hash bucket-based indexing meth-
ods, such as Multi-Probe, LSB-tree, and C2LSH, store
points in hash buckets. When a query is issued, we first
find its corresponding bucket and then decide which
buckets to probe. Therefore, the quality of the distance
estimation between buckets is affected by the bucket side
length w.

— Point to Bucket. QALSH is an improved version of
C2LSH that stores points by a B -tree instead of using
a hash table. When a query ¢ arrives, the length-w inter-
vals are conceptually built on the B*-tree with ¢ as the
center. So the distance estimation can be considered as
between point g and bucket intervals.

— Point to Point. SRS uses the projected Euclidean distance
between two points to estimate their original distance,
which offers a finer precision than the previous two meth-
ods due to the fine granularity. Our PM-LSH also adopts
this method.

Point probing Suppose we probe T points. In the hash bucket-
based indexing methods, we directly probe the points in the
bucket, where the time cost is O(T'). The second approach is
QALSH that searches the points in a BT -tree, where the time
costis O(logn + T). Unlike the previous two approaches,
SRS indexes the points with an R-tree, and iteratively finds
the next NN in the projected space. The time costis O (logn -
T). Our PM-LSH can be considered as a combination of the
second and third approaches in that we build a PM-tree in the
projected space and execute range queries to retrieve points.

4 The PM-LSH framework

We proceed to present the details of the PM-LSH framework.
As mentioned previously, the RE methods quickly probe the
points stored in the hash buckets by enlarging the search
radius, but suffer from inaccurate distance estimation due to
a coarse-grained index structure, which translates into com-
putational overhead when having to examine unnecessary
points. In contrast, the MI methods index the points with an
R-tree and iteratively return the next nearest point to g in
the projected space. However, finding the next exact NN in
an R-tree is also computationally costly, and the next NN is
not necessarily the best next candidate in the original space.
To achieve the best of both worlds, PM-LSH combines the
ideas of the RE and MI methods, where we adopt the PM-
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Fig.4 Structure of PM-LSH

tree instead of the R-tree to index the points in the projected
space and execute a sequence of range queries with increas-
ingly large radius such that both efficiency and accuracy are
achieved.

Next, we briefly describe how to construct a PM-tree.
Then, we analyze the cost models of the PM-tree and the
R-tree to understand how the PM-tree performs better than
the R-tree for the relevant range query workload. Finally, we
present the details of the algorithms.

4.1 Building a PM-tree in the projected space

In the projected space, each o, w.rt. o; € D is an m-
dimensional vector. For the paper to be self-contained, we
briefly explain how to build a PM-tree on all o;s. Interested
readers may refer to [46] for more details on the PM-tree.

Selecting pivots The PM-tree combines M-tree together with
pivot mapping. Methods for selecting an optimal set of pivots
have been studied extensively. For each set of pivots, a PM-
tree region is the intersection of the M-tree hyper-spherical
region and hyper-rings caused by the pivots. We choose a set
of pivots with the aim of making the overall volume of the
corresponding PM-tree region the smallest.

PM-tree structure The structure of a PM-tree is shown in
Fig. 4. Since the PM-tree is an extension of the M-tree, it
retains all the information of the M-tree. For each node e,
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Table 2 Computation cost (CC)

of PM-tree and R-tree Datasets Audio Cifar MNIST Trevi NUS GIST Deep
PM-tree 38,182 35,210 56,670 34,281 201,448 739,720 964,451
R-tree 40,565 54,869 59,043 63,884 252,187 889,974 1,017,604
Reduction (%) 6 36 4 46 20 17 5

it stores the covered radius e.r, a pointer to its covered sub-
tree e.ptr, the center of the covered hyper-sphere e.RO, the
distance e.PD between e.RO and its parent node, and the
smallest interval e.HR covering the distances between the
pivots and each of the point stored in leaves. For a data entry
o, it stores the point data, the ID of the point o, the distance
0.PD between o and its parent entry, and the minimum and
the maximum distances to pivots.

Range query processing A range query, denoted by
range(q, r), returns all points that are located in B(q, r). The
nodes in the PM-tree are traversed in a depth-first fashion.
When a node is accessed, we verify its pruning condition by
using the triangle inequality. When a data entry is accessed,
we insert the corresponding point into the result set if it is in

B(q,r).

Example 3 As shown in Fig. 4, we choose o and o as
pivots, and partition the space by using the ball partition-
ing, as shown in Fig. 4(a). The nodes e1, e, - - - , eg contain
the points inside a hyper-sphere region, whose center and
radius are saved as the part of an entry. When a range query
range(q, 2) is issued, we check the pruning conditions when
accessing the nodes. Only e4 and eg are checked. Finally, we
return {014} as result.

4.2 Cost models of the PM-tree versus the R-tree

To compare the performance of the PM-tree and the R-tree,
we adopt a node-based cost model [10] to examine how the
PM-tree performs compared to the R-tree from a theoretical
point of view.

In this cost model, a concept called distance distribution
of a dataset D is computed as follows.

F(x) = Prlloi, ojll < x], “)

where 0;, 0; € D. In addition, for each dataset used in our
experiments, we compute its “homogeneity of viewpoints”
(HV), which is shown in Table 3. HV evaluates the homo-
geneity of the distance distributions of the data points. Let
F,(x) denote the distribution of the distances between all
points to point o. Given two points o1 and o3, a higher HV
means that o1 and o, are more likely to have similar distance
distributions F,, (x) and F,,(x). The HV values of all the
datasets are no smaller than 0.9, which enables us to approx-
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imate their distance distributions when estimating the cost
models of the two trees.

Cost model of the PM-tree Consider a range query
range(q, ry). Assume that a PM-tree has s pivot points
p1,--+, Ps- A node e is accessed iff the following condi-
tions are satisfied:

lq. eRO| < ex+7,
Nt {||f]7 pill =rg < e.HR[i].max} (3)
~_i {llg. pill + 74 > eHRlil.min}

Therefore, the probability of e being accessed can be com-
puted as follows.

s

Pr[e] =F (e-r + rl]) : 1_[ [F (eHR[l]max + rq) (6)
i=1

—F (eHR[i]l.min —ry)]

Assume that there are N nodes in the PM-tree. The number
of distance computations (computation cost) is estimated by
considering the probability that a node is accessed multiplied
by its number of entries N (e), thus obtaining the number of
distance computations as follows.

N
CC (range (q.7y)) = Y N (ei) - Prle;] (N

i=1

Cost model of the R-tree For each node e of an m-dimensional
R-tree, we denote its minimum bounding rectangle as
MBR(e) = [I1,u1] x -+ X [, u]. Given a range query
range(q,7r,), the condition of e being accessed is that
B(q, ry) intersects with MBR(e). Since it is hard to quantify
the probability that a ball intersects with a high-dimensional
rectangle, we substitute an isochoric hypercube for the ball.
Specifically, an m-dimensional ball with radius r, can be
substituted by a hypercube with the length of sides I =

" —m%@:ln//zz) r4 [28]. We also denote the data distribution of

dataset D on the ith dimension as follows.
Gi(x) = Pr(X; < x], (®)
where X; is the ith dimension of a random point in D. Sim-

ilarly, we let N be the number of nodes in the R-tree and
let N(e;) be the number of entries in node ¢;. We obtain
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the number of distance computations as follows. (Details are
omitted for brevity.)

CC (range (¢, ry))

m
=Y N -[[IG:i i+ —Gi (i = D] ©)
i=1 i=1
Comparison of the PM-tree and the R-tree In order to com-
pare the computation costs for the two trees, we construct
PM-trees and R-trees for the points in all the datasets (intro-
duced in Table 3) after transforming them into the projected
space. We choose m = 15 hash functions and set the maxi-
mum number of entries per node to 16. For each dataset, we
choose the same range r to estimate the cost of computing a
range query. The value of r is chosen to return approximately
the nearest 8% of all points, since these points usually suffice
to return a c-ANN result. The estimated computation costs
are computed based on Eqgs. 7 and 9 , and the results are pre-
sented in Table 2. We can see that using the PM-tree reduces
the number of distance computations by about 5% — 46% for
the different datasets. This observation offers evidence that
the PM-tree has better performance than the R-tree in our
setting.

4.3 Tunable confidence interval

Based on Lemma 2, we further estimate the confidence inter-
val of r’ between o; and o, for a given r = |01, 02].

Lemma 3 Given two points o1 and 03, we have:

— PI: The probability that v’ < r,/ X12—a (m) is «

— P2: The probability that r' > r/x2(m) is a

Here, X(% (m) is the upper quantile of a x* distribution with
m degrees of freedom, where

+o00
/ fx;m)ydx = a,
X

2(m)

and f(x; m) is the probability density function of a x?* dis-
tribution with m degrees of freedom.

72
Proof From Lemmas 1 and 2 , we know rr—z ~ Xz(m). Con-
. . 2 .
structing a confidence interval I = [u, v] for ’r—z requires

that the probability that %2 falls into / is 1 — 2« for any
given «. A standard approach is to select u and v that

make Pr[’%2 < u] = a,lie., Pr[’r;z2 >u]l =1—a«, and
Pr[%2 > v] = «. Further, ”+°° f(x;m)dx =1 — « and

/, U+°° f(x; m)dx = a. According to the definition of upper

Fig.5 A confidence interval

quantile, we have u = X12—a (m) and v = Xo%(m). The con-
fidence interval and its corresponding probability are shown
in Fig. 5. O

According to Lemma 3, we establish a strong relationship
between an original distance and the confidence interval of
a projected distance, which can be used to answer (r, ¢)-BC
and c-ANN queries.

5 Nearest neighbor query processing

We proceed to introduce the nearest neighbor query process-
ing based on PM-LSH. First, we present the details of the
(r, ¢)-BC query processing. Then, we extend the discussion
to the (¢, k)-ANN query processing.

5.1 The (r, ¢)-BC query

An (r, c)-BC query can be computed directly by Algorithm 1.
Given a query g and m hash functions, we compute the
hash value ¢’ = (h{(q),...,h},(q)) and use the PM-tree
to answer a range query range(q’, tr), where ¢ is a parame-
ter that guarantees that a point inside B(qg, r) in the original
space will fall into B(q’, tr) in the projected space with a
constant probability. Then we collect the result of the range
query into a candidate set C.

According to Lemma 4, to be introduced in Sect. 5.3, the
correctness of the (r, ¢)-BC query can be guaranteed. In other
words, by properly choosing a parameter 8, we examine a
sufficient number of Sn candidate points, and the following
two situations will hold with a constant probability.

— If the total number of points in C exceeds fn, there must
be at least a point from C inside B(q, cr).

— If there is no point in C inside B(g, cr), there exists no
point in D inside B(q, r).

Therefore, we can correctly answer an (r, ¢)-BC query by

processing a range query using the PM-tree. In Sect. 5.3, we
consider how to set parameters ¢ and S.
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Algorithm 1: (r, ¢)-BC Query

Algorithm 2: (c, k)-ANN Query

Input: A query point ¢ and parameters 8, n, t, ¢, r
Qutput: A point p in B(g, cr) or nothing

1 Compute ¢’ = (K5(q), ..., hy(q)):

2 Initialize a candidate set C < the results of a range query g’ with
radius 7 - r on the PM-tree;

3 if |C| > Bn + 1 then

4 L return p in C that is closest to g;

5 else

6 | if|{plpeCAlp.qll <c-r}>1then
7 | return p in C that is closest to ¢;

8 else

9 L return &;

5.2 The (c, k)-ANN query

Answering a c-ANN query is more complicated than answer-
ing an (r, ¢)-BC query since we do not know the distance
llg, o*| in advance. In order to answer a (c, k)-ANN query
with a constant probability, we must ensure that we access
enough points, i.e., at least Sn points. Therefore, we have to
enlarge the search radius in the projected space when fewer
than Bn points are found until £ points inside B(g, cr) have
been obtained.

The details of computing a (c, k)-ANN query can be found
in Algorithm 2. Most of the steps are almost the same as
Algorithm 1. The difference is that when both termination
conditions (Line 4 and Line 8) are violated, another range
query with a larger radius is required.

Selecting the radius r of a range query As executing multi-
ple range queries is time consuming, it is attractive to reduce
the number of iterations in the while-loop. Intuitively, we
hope to find a “magic” r,,i, such that the process terminates
quickly. An ideal r,,;,, must yield a number of points inside
B(q’, trmin) thatexceeds Bn+k such that Algorithm 2 is able
to terminate after processing the range query B(q', trimin)-
In addition, to avoid returning a large number of unneces-
sary points, which also is costly, the number of points inside
B(q’, triin/c) should be less than Bn + k. Otherwise, the
range query B(q’, trmin/c) with smaller radius is able to
return enough points.

As the ry,i, can be selected from a relatively large range,
we design a selection scheme as follows. Suppose that we
have obtained the distance distribution F(x) of all datasets.
Due to a good HV value, the distance distribution of a query
point can be estimated by the dataset. Then we can find a
suitable r that satisfies n - F'(r) = fBn + k, which implies that
Bn—+k points locate in B(g, r) on average. However, to avoid
the case where the number of points in B(q, r) exceeds fn +
k, we choose an 7y, slightly smaller than 7. As the choice of
Fmin 18 not unique and the selection range is relatively large,
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Input: A query point ¢, and parameters r,,i,, B, 1, t, ¢, k
Qutput: £ points

1 Initialize a candidate set C <— & and r < ryin;

2 Compute ¢' = (hi(q), ..., h},(q));

3 while true do

4 | if{plpeCAIlp.qll<c-r}l =kthen

5 L return fop-k points that are closest to ¢ in C;

6 Initialize a range query ¢ with radius 7 - r on the PM-tree;

7 while |C| < Bn + k do

8 Find a node in B(q', t - r) on the PM-tree; C < C U {the

points in the node};

9 if |C| > Bn + k then

10 L return fop-k points that are closest to ¢ in C;

11 r<c-r;

and since the performance is not strongly dependent on it,
the effect of the estimation is expected to be small.

Example 4 Setting fn = 4, we need to retrieve at least 5
points fora (2, 1)-ANN query. Initially, we set 7, = r’ = 2.
As explained in Example 3, 014 is returned. As the number of
returned points is below 5, we set 7’ = 4. In this round, only
the subtree of es5 can be discarded, and we check the points
in e3, e4, and eg and obtain {0, 05, 07, 012, 013, 014}. The
number of returned points is 6, and the process terminates.
Finally, we return the (2, 1)-ANN result 014.

5.3 Theoretical analysis

Quality guarantee In Algorithms 1 and 2 , we execute a range
query on the PM-tree with a radius ¢r in the projected space.
Therefore, we have to compare the projected distances of
candidate points to g with fr. Specifically, two types of points
need to be discussed, true positives (the points inside B(q, r))
and false positives (the points outside B(g, cr)).

Lemma4 Given a query q, we set probabilities a1 and oy,
and parameter t such that they satisfy Eq. 10:

1? = %2, (m)
2 22 (10)
m=c Xl—az(m)

We then have:

— El: If a point o exists inside B(q, r), its projected dis-
tance to q is smaller than tr.

— E2: There are fewer than Bn (B > o) points outside
B(q, cr) whose projected distances to q are smaller than
tr.

The probability that EI occurs is at least | — «y, and the

@2

probability that E2 occurs is at least 1 — 7
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Proof Given a point 0 € B(q,r), let r, = |lo,q| < r
and r), = ||0’, q'|| be the original and projected distances

to g, respectively. By setting t = Xo%] (m), according to

Lemma 3, we have Prr,, > ro\/x2 (m)] = Prlr, > tr,] =
o). Since r, < r, Pr[r] > tr]is at most . Therefore, we
know that Pr[E1] = Pr[r) < tr] > 1—ay. Likewise, given
apointo ¢ B(g,cr),letr, =|lo,q| > crandr, = |0, ¢'|
be the original and projected distances to g, respectively.

By setting t = c1/)(127w2 (m), according to Lemma 3, we

have Pr[r) < rg‘/xlz_az(m)] = Prlr, < t%] = as. Since

’?" > r, Pr[r) < tr]is at most ap. Therefore, by using
Markov’s inequality, we have Pr[E2] > 1 — "“72 |

Note that if £1 and E2 hold at the same time, then Algo-
rithm 1 is correct for solving the (r, ¢)-BC query.

Lemma5 Algorithm 1 answers an (v, ¢)-BC query with at
least a constant probability.

Proof Let m = O(1). If « is a constant, «y is also a con-
stant due to Eq. 10. By setting = 2a», the lower bound
probabilities of E1 and E2, ie., 1 — o and 1 — %, will
also be constant. Therefore, we can guarantee that £1 and
E2 hold at the same time with at least a constant probability.
Thus, if we access at least Sn + 1 points with projected dis-
tances smaller than ¢ R to g, due to E2, there are at most Sn
points outside B (g, cr), and we thus obtain at least one point
inside B(g, cr). On the other hand, if we access no more than
Bn + 1 points with projected distances smaller than R to ¢,
the correctness of E?2 is not guaranteed. Therefore, it is safe
to return either nothing or the points whose distances to g are
at most cr for an (7, ¢)-BC query. O

Asatypical setting in the LSH methods, we choose param-
eters that satisfy Pr[E1] = 1—1/eand Pr[E2] = 1/2.Note
that we can choose other parameters that achieve a more accu-
\ x2, (m).
Based on Eq. 10, both «; and § can be determined easily.

rate result. Therefore, we have oy = 1 /e and t =

Theorem 1 Algorithm 2 returns a ¢>-ANN with probability
atleast 1/2 — 1/e.

Proof Due to Lemma 5, we find that E1 and E2 can hold
at same time with probability at least 1/2 — 1/e under such
parameters. Now we show that when E1 and E2 hold, the
output of Algorithm 2 is ¢?-approximate. We denote the set
of points whose projected distances to g are smaller than ¢r
as C(r). When enlargingr = 1, c, c2, ..., there must exist a
radius r,p, that makes |C (rops)| > 1+ pBn and |C (rpp; /)| <
1 + Bn hold. Then, if r* = ||o*, g|| < rop:/c, its projected
distance to ¢ is smaller than 7,y /c according to E1, we
must have found it in C(r,p,) due to C(rop;) D C(ropi/C),
Algorithm 2 returns the exact NN; if r = [|0*, q|| > rop/c,

according to E2, there is at least a point in C(r,p;) Whose
distance to g is at most cr,,. Therefore, we return a point
whose distance to ¢ is smaller than ¢?r*. O

Algorithm analysis of PM-LSH In PM-LSH, if we choose
a large m, it will be costly to process a sequence of range
queries in the projected space. So we consider m as a constant
and fix its value at 15 in all experiments.

Theorem 2 PM-LSH has space cost O(n) and time cost
O (logn + Bn), where B is much smaller than 1.

Proof The space consumption is due mainly to the PM-tree,
which has n items. Each item consumes m + O (1) space, so
the overall space consumption is O(n) as m = O(1). The
query time cost comes from two parts: 1) finding candidate
points in the PM-tree and 2) verifying the real distances of
candidate points to g. The former has cost O (logn) and the
latter has cost O(Bn) when d is considered as a constant.
Therefore, the total query time is O (logn + Bn). O

6 Closest pair query processing

We proceed to cover closest pair query processing based on
PM-LSH. First, we propose a branch and bound algorithm
that processes the nodes in the PM-tree in best-first manner.
Due to the low efficiency of the branch and bound algorithm,
we further develop a radius filtering method to improve the
query efficiency while sacrificing only slightly the accuracy
of the candidate pairs found in the projected space.

6.1 Branch and bound algorithm

A straightforward method is to employ a branch and bound
search strategy on the PM-tree. First, we aim to find T point
pairs in the PM-tree with the smallest distances in the pro-
jected space. Next, we verify their distances in the original
space. Finally, we report k closest pairs as the result.

For any two nodes e and e, we denote the minimum dis-
tance of any point pair (01, 03) € e1 X e2 by Mindist(ey, e2),
which is computed as follows.

Mindist(e;, ep) =

max; LB(p;), (11)
X
lle1.RO, e3.RO|| — ej.r —ey.r

For the first term, we define a pivot-based lower bound
LB(p;) of the minimum distance between e and ey w.r.t.
pi, where p; is the ith global pivot. In Fig. 6, we have two
points 01 € ej and 0 € e3. According to the property of
PM-tree, we know that ||o1, p;|| is in the range I;:

I = [e1.HR[i].min, e1.HR[i].max]
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Fig.6 An illustration of computing Mindist

Likewise, |0z, p;i|| is in the range I»:
I, = [e2.HR[i].min, e>.HR[i].max]

We compute L B(p;) based on the triangular inequality. Since
llo1, 02ll = |llot, pill — lloa, pilll, if I} overlaps I, we have
LB(p;) = 0. Otherwise, L B(p;) is the distance between
I1 and I. For the example in Fig. 6, we have LB(p;) =
ey.HR.min — e .HR.max.

For the second term, we estimate the minimum distance
between e and e; using their centers. We compute |01, 02]|
with e3.RO as follows.

llo1, o2ll = llo1, €2.RO|l — [l€2.RO, 02|
We continue to compute ||o1, €2.RO|| with e1.RO as follows.
llo1, €2.RO|l > |le1.RO, e2.RO|| — ||€1.RO, o1 ||

Combined with the fact that ||e7.RO,0;|]] < eq.r and
lle2.RO, 03| < ey.r, we obtain the second term.

Let dr be the current T'th smallest distance in the pro-
jected space. We access the node pairs in best-first manner
according to the ascending Mindist order. When d7r is smaller
than the Mindist of the next node pair to process, the search
terminates, and 7" point pairs are returned for verification.

The details of Algorithm 3 are explained as follows.

1. We initialize a point pair candidate set C of size |C| = T.
We apply a self-join on each leaf node in the PM-tree and
update C and dr accordingly.

2. We maintain a priority queue P Q to store the node pairs
in ascending Mindist order. We initialize P Q by inserting
(er, er), where e, is the root of the PM-tree.

3. We pop the top element (e, e2) from P Q. If we have
Mindist(e, e2) > dr, the procedure stops; otherwise,
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Algorithm 3: Branch and Bound Algorithm

Input: A dataset D, a PM-tree 7 indexing the projected data and
parameters 7', n, k

Qutput: k point pairs

Apply a self-join on each leaf node in 7 and store k found pairs

with the smallest distance in the projected sapce;

2 dr < maximum distance of pairs in C;

Initialize a priority queue P Q to store the node pairs by

ascending order of their Mindist;

PQ <« (7T .root, T .root);

while P Q is not empty do

—

w

4

5

6 (e1,e2) < PQ.Pop;

7 if Mindist(e, e;) > dr then

8 L Break;

9 | foreach child node €| of e do

10 if ¢/, is a leaf node then

1 foreach point pair (0}, 0}) in €| x €}, do

12 L Compute |0}, 05|l and update C and dr
accordingly;

13 else

14 L foreach child node ¢} of e do

15 L Insert (¢}, €}) into P Q;

16 Verify the original distance of each point pair in C;
17 Return Top-k results in verified pairs;

we continue to examine (e, ¢p). Note that the PM-tree
is a balanced tree and that we only consider node pairs
at the same level. Therefore, if e; and e are leaf nodes,
we compute the distance of each point pair in e; x e; and
update C and dr accordingly. If e; and e, are inner nodes,
for each child node ¢} of e; and each child node €} of e,
we insert (¢}, €5) into P Q. This process terminates when
P Q is empty if it did not terminate earlier.

4. We verify the original distance of each point pair in C and
return top-k point pairs.

Example 5 In Fig. 4, for a (2, 2)-ACP query, we set T = 3.
First, we apply a self-join to all leaf nodes e3, e, e5 and eg,
obtaining the top-3 result (07, 015), (02, 014) and (0¢, 013)
with dr = 1.70. Then, we consider pairs of points in
different leaf nodes. We initialize PQ with (e,, e,). As
Mindist(e,, e,) = 0 < dr, we continue to insert (eq, e1),
(e3, e2),and (e, e2) into P Q. Next, (eq, e1) and (e2, ) are
examined. For e1’s child nodes e3 and ey, since (e3, e3) and
(ea, e4) have been examined, we only need to insert (e3, e4)
into P Q. After employing a similar operation for e, the node
pairs in PQ are {(eq, e2), (es, e6), (€3, ea)}. This process
proceeds until we examine (e4, e), since Mindist(e4, eg) =
2.91 > dr. We return the top-3 pairs (07, 015), (02, 014) and
(06, 013) in the projected space. We verify their distances in
the original space and return (07, 015) and (0¢, 013) as the
result.
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6.2 Limitations of the branch and bound algorithm

In the branch and bound algorithm, the search procedure ter-
minates when Mindist > dr, where Mindist is used as a
lower bound distance of unexamined pairs. However, this
bound is often so loose that the algorithm efficiency suf-
fers. Specifically, due to the property of the PM-tree, the
ranges covered by two nodes at the same level overlap
with high probability. No matter how small the overlap is,
Mindist(e;, e2) = 0.

To understand this issue better, we conduct an experiment
on dataset Audio to count the number of node pairs with
Mindist = 0. We employ the branch and bound algorithm to
search the PM-tree, and we count the number of node pairs
with Mindist = 0 among all verified node pairs. We find that
more than 70% of the node pairs have Mindist = 0, which
indicates that most node pairs overlap each other.

This phenomenon may be explained by the fact that PM-
trees are built so that structured clusters are achieved for
the subtrees of each node. However, the difference between
nodes is not considered during construction, due to the very
high computational cost. Therefore, if the points are located
in a dense region, the tree nodes constructed for this region
are likely to overlap very substantially due to their limited
node capacity.

Consequently, we have to examine about 90% of all pairs
in the branch and bound algorithm when using a PM-tree with
m = 15, which makes the algorithm degenerate to nearly a
brute-force nested loop algorithm. On the other hand, if we
lower m to a small value, the cost of finding exact closest pairs
in the projected space may be reduced. However, a small m
may lead to an inaccurate confidence interval when estimat-
ing the correlation between original and projected distances.
As aresult, we have to verify more candidate pairs to achieve
a high recall.

6.3 Improvement with radius filtering

To overcome the shortcomings of the branch and bound algo-
rithm, we provide a radius filtering method. The idea is to
compute an upper bound distance of the kth best point pair
in the original space. We then estimate a candidate distance
in the projected space based on the upper bound and use this
distance to prune unnecessary node pairs.

Specifically, we still apply a self-join on each individual
leaf node in the PM-tree. Let ub denote the upper bound dis-
tance in the original space. We verify the original distances
of all self-join pairs and initialize ub to be the current kth
smallest distance. According to Lemma 4, if a point pair
exists whose original distance is smaller than ub, its pro-
jected distance is smaller than 7 - ub with a high probability.
Therefore, we aim to find point pairs in the PM-tree whose
projected distance is within 7 - ub. As we have already exam-

ined all point pairs in leaf nodes via self-joins, we only need
to check pairs of points from different leaf nodes.

Let (0}, 0}) be the point pair of (01, 02) in the projected
space. We observe that there is a strong relationship between
the projected distance [|0}, 0} || and the radius of their lowest
common ancestor in the PM-tree. We define the concept of
lowest common ancestor as follows.

Definition 6 (Lowest common ancestor) The lowest common
ancestor (LCA) of two points 0| and 0}, is anode e in the PM-
tree such that:

— Points 0| and 0} are stored in the subtree of e;
— No child node ¢’ of e exists such that o and 0} are also
stored in the subtree of e’.

Let R = e.r denote the radius of the LCA node e of 0} and 0}.
We assume that y - [0}, 05 || < R holds with high probability,
where the setting of parameter y is explained later. Therefore,
in order to find point pairs with projected distance smaller
than 7 - ub, we only have to examine the points of nodes in
the PM-tree whose radius is smaller than y - ¢ - ub.

We explain the details of Algorithm 4 as follows.

1. We initialize a point pair candidate set C with size |C| =
k. We apply a self-join on each leaf node in the PM-tree,
and we compute the original distances of all pairs found.
We then update C and ub accordingly.

2. Let R = y -t - ub be the radius used for node filtering in
the PM-tree.

3. We employ the Procedure FindLCA() that traverses the
PM-tree to find the nodes with radius smaller than R. A
node e returned by FindLCA() may not be an LCA of the
points it covers. But we can find the LCA of any point pair
it covers in the subtree of e, and the radius of the LCA is
smaller than R. Therefore, it suffices to examine the point
pairs covered by e.

4. We consider the nodes returned by FindLCA() in ascend-
ing order of their radii. The intuition is that a node with
a small radius is likely to cover point pairs with small
projected distances.

5. Weexamine the nodes in turn. For any two points 0} and 0,
in the sub-tree of a node e, we compute ||0/, 05| and com-
pareitwithz-ub.If |0}, 0, || < t-ub, we consider (o1, 02)
as a candidate pair. Then, we compare |01, 02| with ub
and update both ub and C if necessary. This process stops
when we have a sufficient number of 7 candidate pairs
from the PM-tree.

6. We return C as the result.

Example 6 In the example in Fig. 4, the PM-tree has 4 leaf
nodes e3, e4, e5 and eg. To compute a (2, 2)-ACP query, we
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Algorithm 4: Radius Filtering Method

Input: A dataset D, a PM-tree 7 indexing the projected data and
parameters 7, n, t, k, y
Qutput: k point pairs
1 Apply a self-join on each leaf node in 7 and verify all found
point pairs;
count < The number of verified pairs;
ub < The kth smallest real distance in found pairs;
R <y t-ub;
C <~ a;
Initialize an array A to store the nodes;
FindLCA(7 .root, R, A);
Sort the nodes in A in ascending order of their radii;
foreach node e in A do
10 foreach point pair (01, 03) in e’s subtree do
1 if |0}, 051l <t - ub then
12 L Verify (01, 02) and update ub;

TSRS B N7 I R )

13 count++;
14 if count > T then
15 L Break;

16 if count > T then
17 L Break;

8 Return All pairs in C;

—

Algorithm 5: FindLCA(e, R, A)
Input: A PM-tree node e, a radius R, and an array A
Output: A

1 if e is an inner node then

2 if e.r < R then

3 L Insert e into A;

4 else
5 foreach child node e; of e do
L FindLCA(e;, R, A);

first apply a self-join to all leaf nodes and obtain the prelim-
inary top-2 pairs (o4, 0g) and (012, 014), both with distance
1.Wesetub = 1. Settingr =3and y = 3, wegett -ub =3
and R = 9. We find all inner nodes whose ranges are within 9
and obtain e;. The unverified pairs in the subtree of e, come
from e5 x eg. As |0}, 05|l = 3.2 > 3, we skip it and pro-
cess the remaining pairs. Finally, we obtain R = ((04, 03),
(012, 014)).

Determining the setting of y For any two points 0| and 0} in
the projected space, we observe that ||0’1, 0/2 || and the radius

of their LCA have a strong correlation. Let y = ﬁ be
1°72

the ratio of R over |0}, 0}|. To ensure the quality of the
nodes returned by the radius filtering, we need to find an
appropriate setting for y. To do so, we study the probability
density functions of y on real datasets.

Let us take dataset Audio (Details are provided in Sec. 7)
as an example. We use m = 15 hash functions. First, we ran-
domly select 10K data points. We then index these points in
the projected space using two PM-trees with M = 2 and with
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M = 16, respectively, where M is the tree node capacity. We
obtain about 50 million point pairs from 10K points. For each
pair, we compute the value of y. Figure 7 shows probability
density functions f), (x) for M = 2 and M = 16. It is easy
to see that the two functions have similar trends that peak
quickly and then decline quickly. Therefore, an appropriate
value of y is very likely to be within the neighborhood of
the peak, which indicates that y varies slightly for different
pairs. With Pr(y) being the success probability, we choose
y such that Pr(y) = [J f, (x)dx = 85% for all datasets.
Note that we can enlarge the value of Pr(y) to examine more
nodes. But this is a trade-off between accuracy and efficiency,
and Pr(y) = 85% already provides good performance. We
analyze the cost of computing y experimentally in Sect. 7.
Specifically, the cost is the time it takes to compute the dis-
tances of 50 million point pairs, which is acceptable when
compared with the total cost.

Promote methods for the PM-tree The PM-tree is built bottom
up by inserting the data points one by one. When a node e
overflows after inserting M + 1 entries, we allocate a new
node ¢’ at the same level and partition the M + 1 entries
into the two nodes. One study [9] contributes the concept of
a Promote method that selects two points as the centers of
two nodes e and ¢’. It is easy to see that a different selection
of centers may lead to distinct partitioning results, which
affects the algorithm performance. We consider two Promote
methods as follows.

— m_RAD selects two points from all possible combinations
as the centers such that the sum of the two covering radii
is the minimum after partitioning. This method incurs
many distance computations but is also accurate in terms
of partitioning performance.

— RANDOM selects two points as node centers at random.

It is obvious that m_RAD provides no worse partitioning
performance than RANDOM, since m_RAD aims to minimize
the sum of the two covering radii, which represents a locally
optimal partitioning of the M + 1 entries. Consequently, the
two nodes are covered by a parent node with a small radius.
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Table 3 Datasets

Dataset n (x10%) d HV RC LID
Audio 54 192 0.9273 2.97 5.6
Deep 1,000 256 0.9393 1.96 12.1
NUS 269 500 0.9995 1.67 245
MNIST 60 784 0.9531 238 6.5
GIST 983 960 0.9670 1.94 189
Cifar 50 1,024 0.9457 1.97 9.0
Trevi 100 4,096 0.9432 2.95 9.2

In this case, the radius filtering strategy enables to obtain T’
candidate pairs with a higher quality.

Algorithm analysis of radius filtering In the radius filtering
method, as we have n(n — 1)/2 pairs, we set T = Bn(n —
1)/2 + k, which is similar to the setting for the NN query.

Theorem 3 PM-LSH answers an ACP query with space cost
O (n) and time cost O(,an), where 8 is much smaller than
1.

Proof The space consumption is due mainly to the PM-tree
with n points. Each point consumes m + O(1) space, so the
overall space consumption is O (n) as m = O(1). The query
time cost stems from two operations: 1) finding candidate
pairs in the PM-tree and 2) verifying the real distances of
candidate pairs. Both operations have cost O(T) when d is
considered as a constant. According to the setting of 7', the
total query time is O (Bn?). O

7 Experiments

We report on extensive experiments with real datasets that
offer insight into the performance of PM-LSH for both NN
and CP queries.

7.1 Experimental settings

All the algorithms are implemented in C++ compiled with
the O3 optimization. All experiments are run on a Linux
machine with an Intel 3.4GHz CPU and 32GB memory.

Datasets We use seven real datasets: Audio, Deep, NUS,
MNIST, GIST, Cifar, and Trevi, which are used widely
in existing LSH studies [18,27,33,34,47]. Table 3 reports
key statistics of the datasets: Homogeneity of Viewpoints
(HV [10]), Relative Contrast (RC [25]), and Local Intrin-
sic Dimensionality (LID [2]). RC computes the ratio of the
mean distance to the NN distance for the data points. LID
computes the local intrinsic dimensionality. A small RC value
and a large LID value imply that it is challenging to compute
NN results for the dataset. HV evaluates the homogeneity

of the distance distributions of the data points. A higher HV
means that the points are more likely to have similar distance
distributions.

Query set For NN queries, we randomly select 200 points
from each dataset and repeat each experiment 20 times.
We set the default value of ¢ to 1.5, and vary its value in
{1.1,1.2,...,2.0}. We vary the value of k in {I, 10, 20,
..., 100} and set the default value to 50. For CP queries,
we repeat each experiment 20 times and report the average
value. We vary the value of k in {1, 10, 102, ..., 104} and
set the default value to 10°. The default value of ¢ is 4 in
PM-LSH and LSB-tree.

Competing algorithms For NN queries, we compare PM-
LSH with the following competitors:

1. Multi-Probe [35]: A probing sequence (PS)-based algo-
rithm.

2. QALSH [27]: A radius enlarging (RE)-based algorithm.

. SRS [47]: A metric indexing (MI)-based algorithm.

4. R-LSH: In order to study the advantages of the PM-tree
over the R-tree, we index the points in the projected space
with an R-tree instead of a PM-tree to see how PM-LSH
then performs. We call this method R-LSH.

5. LScan: We consider a linear scan algorithm called LScan
that randomly selects a portion of points (default 70%)
and returns the top-k points with the smallest distances to
the query.

W

For CP queries, we compare PM-LSH with the following
competitors:

1. LSB-tree [49]: The LSB-tree supports both NN and CP
queries.

2. Mk CP [19]: MkCP supports CP queries with the M-tree.
We choose the variant called GMA that uses grouping and
N-consider techniques that enables trade-offs between
time and accuracy.

3. ACP-P [7]: The state-of-the-art solution for CP queries.

4. NLJ: Nested loop join (NLJ) is an exact algorithm that
computes the distance between any two points with two
nested loops and then returns the top-k CPs.

Parameter settings For NN queries, we choose m = 15 hash
functions for all the algorithms except QALSH and Multi-
Probe. In our method, we set the number of pivots s = 5 and
a; = 1/e, so ap = 0.1405 and B = 0.2809 are obtained
according to Eq. 10, and r;, is determined according to
description in the previous section. For QALSH, the false
positive percentage B = 100/n, and the error probability
8 = 1/e. For SRS, the threshold of its early termination
condition p, = 0.8107, and the maximum percentage of
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Fig.8 Performance of PM-LSH when varying s and m

points accessed in the projected space is 7 = 0.4010 when
c=15.

For CP queries, we choose m = 15 hash functions for our
algorithm. we set the number of pivots s = 5, Pr(y) = 0.85
and oy = 1/e, so ap = 0.0024 are obtained according to
Eq. 10 and thus T = apyn(n — 1) + k. For ACP-P, we set
the hyper-parameter 7 = 5 and range value is 5 according
to the advice of the author. For MkCP, we set the number
of grouping N = 2. For LSB-tree, the approximation ratio
c=4.

Evaluation metrics We adopt three metrics to assess the per-
formance of the algorithms: query time (ms for NN, s for
CP), overall ratio, and recall, where the query time quanti-
fies the algorithm efficiency and the overall ratio and recall
capture result quality. For an NN query g, we denote the
result of a (¢, k)-ANN query by R = (01,02, -+, 0r). Let
R* = (0], 03, -+, 0f) be the exact kNNs. The overall ratio
and recall are computed as follows.

OverallRatio =

k
Ly~ .ol .
k< lig, o}
IR N R¥|

|R*|

Recall = (13)

For a CP query, we denote the result of a (c, k)-ACP
query by R = ((01.1,012),(02.1,022), ..., (0.1, 0k 2))-
Let R* = ((0] |, 0] ,), (03 1,05 5), ..., (0} |, 0} ,)) be the
exact kCPs. The recall is the same as for the NN duery, and
the overall ratio is computed as follows.

k
OverallRatio = Z

0i.1,0i 2
loi.1, 0121 o
”011’ 12”

7.2 Evaluation of NN Query processing

To evaluate the performance of PM-LSH for NN query
processing, we first conduct an evaluation to determine
parameter settings. Then, we compare the performance of
all algorithms with default parameter settings on all datasets.
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Finally, we compare the algorithms by studying the changes
of the overall ratio and recall under fixed query times.
Parameter study on PM-LSH for NN query We discuss two
parameters that may affect the performance of PM-LSH, i.e.,
the number of pivots s and the number of hash functions m.
Here, we only show results from the Trevi dataset. It is easy
to see that s only affects the query time. The overall ratio
and recall will not change when we vary the value of 5. As
shown in Fig. 8a, when s changes, the query time remains
steady, which indicates that PM-LSH is largely unaffected
by different settings for s. When using a larger number of
pivots, we have a higher chance to prune subtrees in the PM-
tree. However, the cost of checking on the pruning condition
also increases. In conclusion, we set s = 5.

As shown in Fig. 8, when the value of m increases, we
obtain a higher overall ratio and recall, but the query time
also increases. The higher quality occurs because a larger
m can lead to more accurate distance estimation. However,
the average cost to retrieve a point from the PM-tree also
increases. Taking both efficiency and accuracy into consid-
eration, we set m = 15.

When comparing PM-LSH with R-LSH, we observe in
all the experiments that PM-LSH outperforms R-LSH on all
metrics, which confirms the expected superiority of the PM-
tree over the R-tree.

Performance overview of NN query To compare all the
algorithms with default parameter settings, we report the
query time (ms), overall ratio, and recall on all datasets in
Table 4. PM-LSH is more efficient than the competitors on
all datasets, and its overall ratio and recall are also better
than those of its competitors. Moreover, we find that either
query time, overall ratio, or recall depend only slightly on
the dataset dimensionality. For instance, Audio, MNIST, and
Cifar have nearly the same cardinality, but different dimen-
sionality, i.e., 192, 784, and 1024. However, the query times
of PM-LSH on them vary much and it is not only affected
by data dimensionality. So we explain it by query time is
affected by data distribution. In Table 3, we can see that the
dataset NUS and GIST have large LID values and small RC
values, so they are considered as challenging datasets. As
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I?'I’\'I;I“qulz‘;r::rmame overview PM-LSH SRS QALSH  Multi-Probe R-LSH  LScan
Audio Query time (ms) 135 15.3 22.5 15.3 14.2 19.6
Overall ratio 1.0014 1.0025 1.0043 1.0242 1.0019 1.0073
Recall 0.9662 09126  0.9003 0.8669 0.9633 0.6839
MNIST  Query Time (ms) 12.3 18.4 24.7 19.1 16.2 60.3
Overall ratio 1.0076 1.0101 1.0085 1.0103 1.0095 1.0276
Recall 0.8857 0.8514  0.8655 0.8502 0.8705 0.7073
NUS Query time (ms) 125.7 142.1 133.2 125.9 129.6 176.8
Overall ratio 1.0009 1.0015 1.0027 1.0025 1.0011 1.0053
Recall 0.9257 0.9247 0.8677 0.8782 0.9214 0.7057
Trevi Query time (ms) 37.2 47.9 145.5 239.3 63.9 57.68
Overall ratio 1.0004 1.0015 1.0029 1.0057 1.0044 1.0084
Recall 0.9961 0.9342  0.8240 0.8534 0.9568 0.7103
Cifar Query time (ms) 11.6 16.1 38.3 26.8 35.6 58.2
Overall ratio 1.0009 1.0025 1.0057 1.0038 1.0056 1.0125
Recall 0.9746 0.9624  0.7917 0.8011 0.9610 0.7081
GIST Query time (ms) 398.7 452.5 627.7 782.9 4253 1528.3
Overall ratio 1.0047 1.0049 1.0037 1.0053 1.0059 1.0076
Recall 0.8436 0.8145 0.8534 0.8122 0.8098 0.7023
Deep Query time (ms) 227.8 252.9 458.2 401.4 457.5 507.5
Overall ratio 1.0037 1.0077 1.0124 1.0112 1.0152 1.0145
Recall 0.8816 0.8894  0.646 0.8118 0.8801 0.6938
The data are in bold since PM-LSH has a better performance with smaller query times, smaller ratio, and
higher recall
—o— PM-LSH —-¥- SRS A~ QALSH --®- Multi-Probe --+- R-LSH —-»- LScan
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Fig.9 Performance on Cifar when varying k of NN queries

shown in Table 4, they have larger query times than the other

datasets.

11020

30 40 50 60 70 80 90100
k

(¢) OverRatio on Cifar

the Deep dataset, PM-LSH has the smallest query time and

overall ratio, and its recall is close to that of SRS.

Effect of k In this set of experiments, we study the perfor-
mance when varying the value of k in {1, 10, 20, - - - , 100}.
Due to the space limitation, we only report the performance
on three datasets, i.e., Deep, Cifar, and Trevi. The results are
shown in Figs. 9, 10, and 11. In the Cifar and Trevi datasets,
we can see that PM-LSH achieves the best performance on
all the aspects. SRS is the second-best algorithm. When using

As k increases, all algorithms achieve a higher overall ratio
and a smaller recall, but the query time is relatively steady. In
fact, the algorithms return the best k objects from a candidate
set whose size exceeds Sn + k. Therefore, a larger & has little
affect on the query time but obviously has an adverse effect
on the result quality.

When considered across different datasets with different
cardinality n and dimension d, PM-LSH exhibits a consistent
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high accuracy. This is because PM-LSH is unaffected by the
dimensionality of the datasets and because its cost is sublin-
ear in the cardinality of the datasets. In contrast, Multi-Probe
is affected significantly by the dimensionality of datasets.
The hash number of QALSH is O (n log n), so its query time
increases super-linearly with the dataset cardinality. Simi-
larly, when the dataset cardinality increases, SRS incurs a
higher query cost to find an NN in the projected space.

To sum up, PM-LSH has the smallest query time among

all competitors. In addition, the accuracy is high. Only SRS
is able to achieve a competitive recall in some cases but takes
longer query time than PM-LSH.
Recall-time and overall ratio—time curves In this set of exper-
iments, we evaluate the relationship between the recall or
overall ratio and the query time for (c, k)-ANN queries on all
the datasets when varying c to obtain different query times.
The results are shown in Figs. 12 and 13. As the trade-off
between the query quality and the query time is the key
trade-off, the LSH methods focus on returning a relatively
good result with a much smaller time than those of exact NN
algorithms. The results show that all algorithms return more
accurate results when more query time is used. They also
show that PM-LSH achieves superior efficiency and accu-
racy when compared to SRS, QALSH, and Multi-Probe. This
can be explained as follows. First, PM-LSH has a better dis-
tance estimator than QALSH and Multi-Probe, so PM-LSH
outperforms them with the same number of retrieved points.
Second, PM-LSH needs lower time to obtain the same num-
ber of retrieved points since only one or two range queries
are required. In contrast, SRS needs 7 rounds of incremental
NN search.

7.3 Evaluation of CP Query processing

To evaluate the performance of PM-LSH for CP query pro-
cessing, we first conduct an evaluation to determine the
setting of y and compare two Promote methods. Then, we
compare with the other competitors by varying the parameter
values. Finally, we show the changes of the overall ratio and
recall under different query times.

Determining the setting of y In this set of experiments, we
study the effects of the node capacity M and the dataset car-
dinality on choosing y in datasets Audio, Trevi, and NUS.
We choose M = 16 and m_RAD as defaults. We randomly
sample n’ = 10K points from each dataset. After we build
a PM-tree, we compute the value of y for each pair and use
the probability density distribution function f), (x) to study
the effects.

We first consider f, (x) when varying the value of M
in {2, 16, 64}. As shown in Fig. 14, the tendency of f, (x)
remains nearly unchanged when varying M. However, the
peak position, the peak value, and the gradient are affected
slightly by M. To make Pr(y) = 0.85, the settings for y

Table 5 Construction time of m_RAD and RANDOM

Dataset Construction time (s)

RANDOM m_RAD
Audio 0.82 28.75
NUS 2.84 116.81
Trevi 1.06 45.09

are different. Note that when M = 2, f,, (x) has the smallest
peak position, the largest peak value, and the largest gradi-
ent. This indicates that a small M yields a good partitioning.
However, a small y increases the PM-tree size and leads to
additional computation costs. To achieve a good trade-off,
we set M = 16.

Next, we study f), (x) when varying the number of sam-
pled points n” in {5000, 10000, 20000}. As shown in Fig. 15,
fy(x) changes slightly when varying n, which enables us
to determine the setting of y by using only a subset that
preserves the information of the whole dataset. The cost of
computing y equals the time needed to compute the distances
of 50 million point pairs formed by 10K points, which is
about 0.3s when we use m = 15 hash functions for each
dataset.

Effect of Promote methods We compare the performance of
two Promote methods, m_RAD and RANDOM. In Fig. 16,
we can see that the recall and overall ratio are very similar
for the two Promote methods, but the query time of m_RAD
is smaller than that of RANDOM. This can be explained by
the fact that the PM-tree constructed with the m_RAD has a
better structure, meaning that fewer candidate pairs need to
be verified to achieve a high recall. So we choose m_RAD
as the default Promote method. On the other hand, Table 5
shows that the construction of the PM-tree with m_RAD costs
more time than with RANDOM, while still being acceptable.
Performance overview of CP query We compare the algo-
rithms with default settings on all datasets and report the
query time (s), overall ratio, and recall in Table 6. We observe
that PM-LSH has the best performance for all evaluation
metrics and datasets. To analyze what affects the query
time of PM-LSH on different datasets, we notice that Cifar
costs more time than Trevi. However, the cardinality and
dimensionality of Cifar are both smaller than those of Trevi,
indicating that the query time is not only affected by the
dataset cardinality and dimensionality. Other factors, includ-
ing the data distribution, also have an effect. All algorithms
exhibit a poor performance on NUS. This can be explained
by NUS having a small RC value and a large LID value,
which make it challenging to compute CP queries. MkCP
has the worst performance on all datasets. The reason is that
MkCP uses the M-Tree to index points directly, causing vul-
nerability to the effect of the curse of dimensionality. For
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Fig. 16 Effect of Promote methods

high-dimensional datasets, the MkCP query algorithm nearly
degenerates to being a brute-force algorithm. In practice,
operations such as computing lower bounds and maintain-
ing priority queues incur additional costs.

Effect of k Next, we study the performance when varying
the value of k in {1, 10, 102, 103, 10*}. For brevity, we only
report the performance on datasets Audio, Trevi, and NUS.
We choose Audio and NUS instead of Cifar and Deep because
MkCP and ACP-P are inefficient for the latter two. The results
are shown in Figs. 17, 18 and 19.

We notice that with the increase of k, most algorithms
have longer query times and worse recall and overall ratio.
The reason for a larger query time is that k affects the number
of candidate pairs. PM-LSH, ACP-P, and MkCP all use the

@ Springer

kth smallest distance for pruning, so a large k means that
more candidate pairs must be verified. LSB-Tree returns the
best k objects from nearly fixed-size candidate sets, so its
query time increases only slowly with k. An exceptional case
occurs for the LSB-tree on NUS. The overall ratio improves
with the increase of k. This is because many pairs have almost
the same distances. When the result size increases, although
the exact results are not found, the ratio of the distance of ith
returned pair over that of ith exact pair decreases.

When considered across datasets, PM-LSH exhibits a con-
sistent high accuracy. However, for each algorithm, the query
time varies substantially across the different datasets, which
can be explained by three observations. (1) The query time is
affected significantly by dataset cardinality n. For instance,
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z?"c';zugggsormame overview PM-LSH LSB-tree ACP-P MkCP NLJ
Audio Query time (s) 0.83 12.82 384.60 756.26 388.03
Overall ratio 1.002 1.004 1.004 1.083 1.000
Recall 0.964 0.911 0.930 0.288 1.000
MNIST Query time (s) 33.59 38.80 597.53 2946.45 1900.42
Overall ratio 1.004 1.006 1.005 1.103 1.000
Recall 0.937 0.911 0.928 0.313 1.000
NUS Query time (s) 107.03 179.43 921.19 / 23322.10
Overall ratio 1.298 3.904 1.669 / 1.000
Recall 0.446 0.005 0.190 / 1.000
Trevi Query time (s) 10.92 66.96 933.33 / 28400.6
Overall ratio 1.014 1.019 1.016 / 1.000
Recall 0.946 0.905 0.918 / 1.000
Cifar Query time (s) 91.83 106.18 376.17 4140.29 2609.30
Overall ratio 1.034 1.070 1.047 1.094 1.000
Recall 0.721 0.499 0.619 0.449 1.000
GIST Query time (s) 81.77 125.45 985.02 / 590321.43
Overall ratio 1.101 1.998 1.283 / 1.000
Recall 0.772 0.16 0.504 / 1.000
Deep Query time (s) 128.74 132.73 129.16 / 174900.00
Overall ratio 2.337 2.420 7.115 / 1.000
Recall 0.445 0.427 0.192 / 1.000
The data are in bold since PM-LSH has a better performance with smaller query times, smaller ratio, and
higher recall
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(a) Time on Audio
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Fig. 17 Performance on audio when varying k of CP queries

(¢) Ratio on Audio

the query times of PM-LSH, the LSB-tree, and ACP-P are
subquadratic to n; the query time of MkCP is O(n?) in the
worst case. (2) The query time is affected by dataset dimen-
sionality d. All algorithms need to verify candidate pairs, and
the cost is linear in d. (3) The data distribution also affects
the query time, which is a key determining factor for when
the algorithms terminate.

To sum up, PM-LSH has the smallest query time among
all competitors. In addition, the accuracy is high. Only LSB-

tree is able to achieve a competitive recall in some cases but
takes longer query time than PM-LSH.

Recall-time and overall ratio—time curves We proceed to
study the relationship between the recall or overall ratio and
the query time for (c, k)-ACP queries on all the datasets when
varying their configurations to obtain different query times,
such as ¢ for PM-LSH, N for MkCP, L for the LSB-tree, and
repeat times for ACP-P. The results are shown in Figs. 20 and
21 . As the query quality and the query time represent the key
trade-off, the algorithms focus on returning relatively good
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results with much smaller query times than those of exact CP
algorithms. The results show that all algorithms return more
accurate results when more query time is used. They also
show that PM-LSH achieves superior efficiency and accu-
racy when compared to the LSB-tree, ACP-P, and MkCP.
This can be explained as follows. First, PM-LSH has a better
distance estimator than the LSB-tree and ACP-P, so PM-LSH
outperforms them with the same number of retrieved points.
Second, PM-LSH uses a radius filtering technique to gener-
ate candidate pairs, which reduces substantially the cost of
generating candidate pairs and provides a well-designed con-
dition to terminate the process early. Third, the hyper-ball and
hyper-ring space partitioning help reduce unnecessary ver-
ification overhead. In addition, although MkCP also finds
approximate closest pairs in a space partitioning tree, it
indexes high-dimensional data directly, which makes prun-
ing difficult. Therefore, its query time is much larger than
those of the other methods.

8 Related work
8.1 LSH for nearest neighbor search

Locality-sensitive hashing (LSH) is a prominent approach to
speeding up the processing of approximate nearest neighbor
querying [5,15,16,20,35]. LSH was originally proposed by
Indyk et al. [28] for the use in Hamming space, and it has
since attracted substantial attention due to its excellent per-
formance. Datar et al. [15] propose an LSH function based on
p-stable distributions in Euclidean space, which has become
a mainstream method that yields low computation cost, a
simple geometric interpretation, and a good quality guar-
antee. Since then, many LSH methods build on this work
to choose hash functions [18,23,27,35,47,48]. In addition to
the competitors introduced in Sect. 3, other proposals also
deserve mention. Based on a rigorous theoretical analysis,
Panigrahy et al. [39] propose an entropy-based LSH, and
Satuluri et al. [43] propose a BayesLSH. The former tries to
reduce the number of hash tables by using multiple perturbed
queries, and the latter aims to reduce the query time by esti-
mating the similarity between data and query objects based
on Bayes rule. However, both yield limited performance
improvements as the assumptions made on the underlying
dataset are hard to satisfy and verify. Another interesting
proposal is LazyL.SH [54], which supports queries in multi-
ple I,, spaces by using one index, thus effectively reducing
the space overhead. Another line of hashing-based methods
is learning to hash (L2H) [50], which is orthogonal to our
work. LSH uses predefined hash functions without consid-
ering the underlying dataset, while L2H learns tailored data
dependent hash functions. Many learning algorithms have
been proposed, such as iterative quantization (ITQ) [21], and
generate-to-probe QD ranking (GQR) [33].

8.2 High-dimensional closest pair search

Closest pair (CP) search is an important problem in the
database domain. Early studies target mainly low-dimensional
closest pair search [12,13,26,29,44,45]. They adopt spatial
index structures, such as the R-tree and Quadtree and their
variants, to organize the data. However, these methods fail
to handle high-dimensional closest pair search due to the
curse of dimensionality. Corral et al. [11] propose a join
method based on the VA-file, which is an array structure
rather than a tree structure. Angiulli et al. [4] adopt the Z-
curve to reduce the dimensionality and generate candidates
in one-dimensional spaces. Tao et al. [49] propose an LSB-
tree that uses a compound hash function to project points
into a low-dimensional space. Next, they adopt the Z-curve to
map the projected points into one-dimensional values that are
indexed by a B-tree. Candidate point pairs are generated from
the points with the same Z-values. However, L = O (\/n) B-
trees are required, thus causing a large space consumption.
Mueen et al. [37] partition the data based on their distances
to a pivot point and thus convert the high-dimensional data
into a one-dimensional space. Other studies use LSH [32,52]
or random projection [7] to reduce the dimensionality. For
instance, Cai et al. [7] project the data directly into a one-
dimensional space. Nearby points in the projected space are
considered as candidate point pairs. However, the distance
estimation is inaccurate and leads to unnecessary verifica-
tion.

Unlike the previously covered methods that use dimen-
sion reduction, yet other studies organize the original data
directly by means of novel index structures, such as the LTC
index [40], the multi-ball [17,31], and the eD-Index [41].
Specifically, Gao et al. [19] propose several efficient algo-
rithms using the count M-tree. However, these methods still
suffer from the curse of dimensionality.

In addition, distributed indexing-based approaches [32,
51] are proposed to accelerate CP search. These enable in-
memory processing of large-scale datasets.

9 Conclusion

We present a fast and accurate in-memory framework, called
PM-LSH, for computing (c, k)-ANN and (c, k)-ACP queries
with theoretical result quality guarantees. For NN queries,
we first adopt the PM-tree to index the data points to be
queried in a projected space. Second, in order to improve
the distance estimation accuracy in the projected space, we
develop a tunable confidence interval on the projected dis-
tance w.r.t. a given original distance. Finally, we propose an
efficient algorithm to compute the PM-tree range queries.
The experimental study using 7 widely used datasets shows
that PM-LSH outperforms five competitors in terms of both

@ Springer



1362

B.Zheng et al.

query efficiency and result accuracy. Specifically, PM-LSH
improves the query time by an average of 30% when com-
pared to the closest competitor (SRS). When all competitors
are given the approximately same query time, PM-LSH
improves the recall by about 10% when compared to the
closest competitor (SRS).

For CP queries, we also use the PM-tree to index the
points in the projected space. Next, we propose a radius fil-
tering technique for finding closest pairs on the PM-tree.
The experimental study shows that PM-LSH outperforms
four competitors in terms of both query efficiency and result
accuracy. Specifically, PM-LSH improves the query time by
an average of 40% when compared to the closest competitor
(LSB-tree). When all the competitors are given the approx-
imately same query time, PM-LSH improves the recall by
about 50% when compared to the closest competitor (LSB-
tree).
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