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Abstract The quantum chemical cluster approach for

modeling enzyme reactions is reviewed. Recent applications

have used cluster models much larger than before which

have given new modeling insights. One important and rather

surprising feature is the fast convergence with cluster size of

the energetics of the reactions. Even for reactions with sig-

nificant charge separation it has in some cases been possible

to obtain full convergence in the sense that dielectric cavity

effects from outside the cluster do not contribute to any

significant extent. Direct comparisons between quantum

mechanics (QM)-only and QM/molecular mechanics (MM)

calculations for quite large clusters in a case where the

results differ significantly have shown that care has to be

taken when using the QM/MM approach where there is

strong charge polarization. Insights from the methods used,

generally hybrid density functional methods, have also led to

possibilities to give reasonable error limits for the results.

Examples are finally given from the most extensive study

using the cluster model, the one of oxygen formation at the

oxygen-evolving complex in photosystem II.

Keywords Computational chemistry � Density functional

theory � Molecularmodeling � Photosynthesis

Introduction

In the cluster approach for modeling enzyme reactions, a

limited number of atoms are taken out of the enzyme to

represent the active site. All atoms in the model are then

treated quantum mechanically at the highest possible level,

which so far has mainly meant hybrid density functional

theory (DFT). To adapt to the enzyme surrounding, atoms

in the periphery of the model are held fixed from available

X-ray structures, and the model is placed in a dielectric

cavity to give polarization effects. For enzymes containing

transition metals, this model has been in use for a little

more than a decade [1]. In the beginning, the models

contained 20–30 atoms and the geometries were optimized

without enzyme constraints. At present, models with up to

200 atoms are often used, which should yield higher

accuracy but has also introduced several new problems in

the modeling, for example, a large number of local geo-

metric minima. These problems are minimized by trying to

limit the model to include only those residues that are

found to give significant effects. When this is successful,

the approach is extremely powerful and has yielded a

wealth of new information. The recent development of this

type of modeling is described in the present review.

In contrast, the quantum mechanics (QM)/molecular

mechanics (MM) method1 [2] tries to describe a much
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larger part of the active site, sometimes even the entire

enzyme. A small part around the active site is described

quantum mechanically, while the rest of the model is

described by classical force fields. The price paid for

describing a large fraction of the enzyme is that an extre-

mely large number of local minima are obtained, and

procedures to account for this problem are therefore nec-

essary. Clearly, the cluster approach and the QM/MM

method can be continuously transformed into each other by

increasing the QM part and decreasing the MM part in the

QM/MM method. However, the typical difference between

the approaches is that the QM part is much larger in the

cluster approach, and the MM part is very big in the QM/

MM approach.

Methods

The most useful electronic structure method for treating

large molecular systems during the past few decades has

been the hybrid DFT method with the B3LYP exchange–

correlation functional [3]. In spite of numerous attempts, the

accuracy of this functional has been difficult to improve

upon. The experience using the B3LYP functional for

enzyme active sites containing transition metals was

reviewed a few years ago [4]. As for other DFT methods,

there are three major sources of error. The first one is the

self-interaction error, which gives a nonzero contribution for

the interaction of an electron with itself. The second error is

due to the inherent single determinant description, which,

for example, does not allow a proper dissociation of bonds in

all cases. This deficiency is sometimes termed ‘‘lack of static

correlation’’ or ‘‘missing near-degeneracy effects.’’ The lack

of static correlation and the self-interaction error cancel to a

large extent in most cases. In fact, it can be argued that the

functionals are optimized for this cancellation. Therefore,

removing one of the errors normally leads to larger total

errors. The third error is the lack of van der Waals interac-

tion, which can lead to significant errors when large systems

interact, such as for the binding in the chlorophyll dimer in

the reaction center of photosynthesis.

A characteristic feature of ab initio methods is that the

results can be systematically improved. By extending the

basis set and the configuration space, the results will

approach the correct result for the model used. This is not

possible for DFT and is a significant drawback. Still, one of

the most important developments during the past few years

is that approaches have been obtained by which one can get

a reasonable idea of the accuracy of the results without

having to go to a direct comparison with known experi-

mental results. Such comparisons are often not possible

owing to a lack of accurate experiments. Instead, it has

been realized that the most sensitive parameter in the

hybrid DFT method is the amount of exact exchange in the

functional. In B3LYP this amount is 20%. For transition-

metal-containing systems, it has quite generally been found

that using 15% exact exchange instead represents an

improvement [5]. Moreover, by variation of the amount of

exact exchange, a general empirical rule has been found

[6]. The finding is that if the result does not change when

the amount of exact exchange is decreased from 20 to 15%,

the results are reliable. No exceptions have been found so

far. A recent hybrid DFT study on NiFe hydrogenase is

illustrative of how this rule can be used in practice [7]. It

was found that an end-on peroxide structure was strongly

preferred (by more than 10 kcal/mol) compared with the

experimentally determined structure with a side-on perox-

ide. This was found even for models of the active site

bigger than 100 atoms. A few years ago, the conclusion

would have been that there is something wrong with the

hybrid DFT functional. However, when it was found that

the result for NiFe hydrogenase was the same whether 20

or 15% exact exchange was used, the conclusion was

instead that there is something significant missing in the

chemical model, even though it was quite large by normal

standards. In later investigations the chemical model was

indeed found to be too small, and the B3LYP functional

was in fact found to be very accurate for this case. The

preferred structure for the larger model is in good agree-

ment with the experimentally determined one.

The first significant improvement of the hybrid DFT

method was presented rather recently [8, 9]. In this

approach, termed ‘‘double hybrid DFT,’’ the errors of DFT

mentioned above are directly addressed. The lack of van

der Waals effects is corrected by adding an empirical

attractive long-range-dispersion correction to the func-

tional. The more difficult problem, the lack of static cor-

relation in DFT, is corrected by also performing a

multideterminantal MP2 calculation, and the result of that

calculation is weighted with a rather small factor (0.27)

into the functional. Since the inclusion of explicit static

correlation disturbs the cancellation with the self-interac-

tion error, the amount of exact exchange also has to be

substantially increased. This happens automatically in the

fitting of the parameters to benchmark tests, and the

amount of exact exchange increases from 20% in B3LYP

all the way to 53% in the double hybrid method. By these

changes, the double hybrid DFT is significantly better than

B3LYP for the large general benchmark tests that contain

first- and second-row atoms.

The double hybrid DFT method has only recently been

tested also for transition-metal-containing systems. In some

cases the results are promising [10]. For other systems,

such as the notoriously difficult copper dimers with diox-

ygen, or for ligand binding to heme systems, the results are

unfortunately not yet very useful. The problem is the MP2
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correction for static correlation, which is often largely

overestimated. This problem might be overcome in the

future by a reparameterization, which should damp this

correction even further from the present factor of 0.27.

There is a chance that this could work without severely

destroying the good performance for first- and second-row

atoms too much, since the total effect of the MP2 correc-

tion for these elements is rather small. As a parallel, it has

been possible to improve the performance of B3LYP for

transition metals by decreasing the amount of exact

exchange to 15% without destroying the results for the

lighter elements.

On the other hand, removing the MP2 correction, while

keeping the explicit correction for van der Waals effects in

the double hybrid method, already appears to be quite useful

also for transition metals. An example is the binding of CO

and NO to heme complexes. A careful analysis using the

CASPT2 method has recently demonstrated that B3LYP

underestimates the binding in these systems by as much as

10–15 kcal/mol [11]. The dispersion correction computed

from the empirical formula is of the order of 10 kcal/mol

and therefore improves the results significantly.

Cluster size convergence and long-range polarization

The advances in the DFT methods described in the previ-

ous section, coupled with the ever-increasing computer

speed, have made it possible to treat also large systems,

with quite high accuracy. This has allowed the cluster

models of enzyme active sites to become larger and larger.

Quite recently, a few systematic studies have appeared

investigating the influence of the size of the cluster model

on the calculated energies. One issue of particular interest

has been the influence of the homogeneous surrounding on

the energies and its dependence on the size of the cluster

model. Here, we will briefly discuss two important cases,

namely, 4-oxalocrotonate tautomerase (4-OT) and haloal-

cohol dehalogenase HheC (HheC). The reaction mecha-

nisms of both of these enzymes are quite well established.

The reaction of 4-OT involves the creation of an ion pair at

the active site, while the reaction of HheC involves the

release of a halogen ion. These systems are particularly

challenging cases where long-range electrostatics could be

expected to influence the energies, and the cluster model

might therefore have difficulties providing an accurate

description.

The 4-OT enzyme catalyzes the isomerization of

unconjugated a-keto acids to their conjugated isomers

(Fig. 1a) and is a part of a degradation pathway that con-

verts various aromatic hydrocarbons to citric acid cycle

intermediates [12, 13]. The generally accepted mechanism

of 4-OT is shown in a simplified version in Fig. 1b.

A conserved terminal proline (Pro1) acts as a general base,

abstracting a proton from the C-3 position and delivering it

back to the C-5 position. Crystallographic and mutational

studies have identified three arginine residues as important

for the reaction [14–19]. Arg610 and Arg110 bind the car-

boxylate groups of the substrate, and Arg3900 forms a

hydrogen bond to the carbonyl oxygen of the substrate,

hence stabilizing the negative charge that forms in the

transition states and the intermediate state. From the kcat

value, the rate-limiting barrier of the 4-OT reaction can be

estimated to be approximately 13 kcal/mol. Although the

mechanism is quite simple, the reaction of 4-OT represents

a rather challenging case to study using the cluster model

approach. The charge separation in the intermediate state

and the transition states is a feature that might be difficult

to handle using a small cluster model of the active site.

In a recent study, two different quantum chemical models

of the active site were devised and the potential energy

curves for the reaction were computed [20]. The first model

(model I, see Fig. 1c) consisted of 77 atoms and contained

the substrate, truncated models of Pro1 and the three

important arginine residues, and two water molecules. The

second model (model II, Fig. 1c) consisted of 177 atoms

and contained a number of active-site groups in addition to

model I. Larger portions of the side chains of Arg3900,
Arg610, Arg110, and Pro1 were also kept in the model to

grant more flexibility to these groups. With use of these two

models, the stationary points along the reaction path were

optimized and the potential energy curves were calculated.

The surrounding effects were added as single-point calcu-

lations using the conductor like polarizable continuum

model CPCM [21] using several dielectric constants, e = 2,

4, 8, 16, and 80. The results are displayed in Fig. 2.

The size of model I is quite small and addition of sol-

vation effects changes the energies significantly (see

Fig. 2). As expected, the most pronounced effect is seen for

the ion pair intermediate (‘‘Inter’’ in Fig. 2), for which the

energy is lowered by more than 8 kcal/mol upon addition

of solvation using e = 80. Very interestingly, the solvation

effects for the larger model II practically vanished (see

Fig. 2), i.e., the energy profile is almost identical with and

without addition of homogeneous solvation. One can thus

consider the cluster model converged. The fact that

the model converges already at this size is a quite impor-

tant and surprising result. Another important difference

between the two models is that the energy of the ion-pair

intermediate with respect to the reactant Michaelis com-

plex is approximately 7–8 kcal/mol lower for model II

compared with model I (including solvation). It can thus be

concluded that more groups needed to be added explicitly

in the model to provide a proper description of the ion-pair

state. Here, it should be mentioned that the energies

obtained using the cluster models differ significantly from
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QM/MM results obtained by Cisneros et al. [22–24]. Most

notably, the energy of the intermediate is too high in the

QM/MM calculations. The results of the cluster model

were shown to be more consistent with experimental

observations, such as measured relative pKa values of the

substrate and the proline. For detailed discussion, see [20].

The second example of systematic cluster model studies

discussed here concerns the dehalogenation reaction of

HheC. This enzyme catalyzes the enantioselective con-

version of haloalcohols into their corresponding epoxides

(Fig. 3a) [25–27]. In addition, it is also able to catalyze the

irreversible ring-opening of epoxides with non-halide

nucleophiles, such as NO2
-, CN-, and N3

- [28–34].

Also for this enzyme, the reaction mechanism is quite

well established (simplified version in Fig. 3b). A tyrosine

residue (Tyr145) is proposed to be the catalytic base that

abstracts a proton from the halohydrin substrate, upon

which the substrate oxyanion displaces the chloride ion

through an intramolecular SN2 reaction. An arginine resi-

due (Arg149) is suggested to activate Tyr145 by abstract-

ing a proton. The free chloride ion is stabilized through

interactions in the halide binding site, involving hydrogen

bonding to an ordered water molecule and to the backbone

amides of Tyr177 and Leu178. It has been shown that the

halide release is rate-limiting in HheC. The overall barrier

is estimated to be approximately 15 kcal/mol, which means

that the barrier for the chemical step should be equal to or

less than this amount. Halide ions have large solvation

energies, and dehalogenation reactions could thus be dif-

ficult to model accurately using quantum chemical models

in conjunction with implicit solvent. Cluster models of

various sizes were constructed to investigate this reaction

[35]. Here we will discuss two of these (models I and II,

see Fig. 3c). The small model I consists of 83 atoms and

contains the substrate, parts of the side chains of the sug-

gested Arg149-Tyr145-Ser132 catalytic triad, and the

backbone carbonyl of Asp80. The halide binding site was

modeled by the backbone of Leu178, parts of Phe186, and

the crystallographic water molecule. The larger model II,

on the other hand, consists of 161 atoms and includes, in

addition to model I, a much larger portion of the halide

binding site. The main difference is thus in the description

of the surroundings of the halide ion. Although the direct

hydrogen bonds to the halide are included in both models,

the halide atom in model I is quite exposed and the

polarizable continuum model cavity can reach all the way

to the ion, while in model II the surroundings included will

effectively shield the ion. This fact will be reflected in the
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Fig. 1 a Reaction catalyzed by
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sensitivity of the energies to the applied solvation. The

potential energy graphs obtained using the two models are

displayed in Fig. 4.

We note first that both models confirm that the reaction

takes place in a single concerted step in which the tyrosi-

nate abstracts a proton from the halohydrin substrate and

the substrate oxyanion displaces the chloride ion. The

energies obtained with model I are, as expected, quite

sensitive to the added homogeneous solvation (see Fig. 4).

This model yields a reaction barrier and positive reaction

energy for the product state that, without solvation, are

strongly overestimated compared with those found from

experiments. However, when solvation effects are added

using e = 4, model I reproduces the experimental findings

quite nicely. In model II of HheC, as in the case of model II

of 4-OT, the energies are practically the same with and

without solvation correction, and again the large model

must be considered as converged in size.

Comparison of the cluster model with the QM/MM

method

To perform calculations using the cluster model with more

than 200 atoms is very tedious and hardly practical with

present computer resources. Applications on large systems

such as enzymes therefore have to rely either on a fast

convergence with cluster size using the QM-only method

(see earlier) or the accuracy of more approximate meth-

ods such as the QM/MM method. When the QM-only and

QM/MM methods are compared, it is particularly interesting

to investigate cases where the results differ significantly,

which is not an uncommon situation in the literature, see

for example, [36, 37]. The question is which result should

then be trusted most. At present, the conclusion drawn is

nearly always that the QM-only result should not be trusted

since only a limited model was used, but is this necessarily

so? To answer this question, the internal accuracy of the

QM/MM method needs to be tested. The internal accuracy

of the QM method is assumed to be sufficient since it is

used in both methods.

One problem with testing the QM/MM method directly

against experiments is that the systems, such as entire

enzymes, are so complicated that there can easily be errors

from many sources. Errors from the method itself would

therefore be mixed with errors in the model and problems

of finding proper local minima for a large model, etc.

Unfortunately, testing against experiments has still so far

Fig. 2 Calculated potential energy profiles for the 4-OT reaction

using the two models of the active site
Model I Model II
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Fig. 3 a Reaction catalyzed by haloalcohol dehalogenase HheC
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been almost the only way that a QM/MM approach has

been validated. For a type of convergence test of the

QM/MM method different from the ones reported here, see

[38, 39]. Owing to the availability of efficient computer

codes such as Jaguar [40], it has become possible to test the

QM/MM method itself on relatively large systems of 100–

200 atoms by a direct comparison with QM-only calcula-

tions on the entire system. The same structure could be

used for both the QM method and the QM/MM method, or

at least the same type of structure, to make sure that the

same local minima are compared. Tests of this type were

done recently for the ONIOM version [41, 42] of QM/MM

in a study of the active site of NiFe hydrogenase [7]. It

should be emphasized that the tests described here are only

directly applicable for the QM/MM method used. If

another QM/MM method were used, other results could

well be obtained. Calculations were compared for QM-only

and QM/MM models of the active site with 127 and 137

atoms. The QM/MM calculations used 30 QM atoms,

which is a common size in earlier applications. This means

that the 127-atom model used 97 MM atoms, and the

137-atom model used 107 MM atoms. The 137-atom

model is shown in Fig. 5. The 127-atom model only differs

by not including the third-shell ligand Asp541. The

mechanism goes through a heterolytic cleavage of the H–H

bond followed by release of two protons and two electrons.

The H–H bond cleavage leads to a bridging hydride and a

protonated Cys543. The protons are transferred to the bulk

over Cys543.

The energies obtained from the QM-only and QM/MM

calculations on the same 127-atom model are shown in

Fig. 6. The resulting structures are sketched below the

diagrams. The results from the two models are strikingly

different in some cases. For example, the ONIOM mini-

mum for Nia-SR is as much as 8.2 kcal/mol higher than at

the DFT level of theory, and the hydride transfer is

6.1 kcal/mol higher. The differences between the QM and

Fig. 4 Calculated potential energy profiles for the HheC reaction

using the two models of the active site

Asp541

Asp114
Arg476

Ser499

His79

Cys546

Cys543

Glu25

Cys72

Cys75

1.10

Fig. 5 The 137-atom model of NiFe hydrogenase showing the

transition state for heterolytic cleavage of the H–H bond. Hydrogen

atoms on the amino acids are omitted for clarity
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QM/MM results must be considered as errors in the

QM/MM method from the way the comparison has been

made. Of course, the QM DFT results have to be assumed

to be correct, but this is assumed also in QM/MM for the

QM part. If the same QM/MM method applied on an entire

enzyme gave good agreement with experiments, the con-

clusion would have to be that there are also other errors in

the QM/MM calculations which lead to an error cancella-

tion. Such a cancellation of errors has apparently occurred

for the 137-atom model; see below. These results are a

strong warning against accepting QM/MM results without

a careful analysis and validation of the QM/MM model for

the particular case of interest. It is possible that a much

larger QM part in the QM/MM model might decrease the

problems to a sufficient degree. In the present case, a QM

part of at least 137 atoms appears to be needed. It is likely

that NiFe hydrogenase is particularly difficult owing to the

large number of charged groups, and may therefore not

be representative for other QM/MM applications, where

QM/MM methods have undoubtedly contributed to the

current understanding of enzyme mechanisms [2, 43–45].

The sensitivity of the results is further demonstrated by

the results for the 137-atom model, for which the QM-only

and QM/MM results agree much better (within 3 kcal/mol)

[7]. As mentioned above, the good results for the 137-atom

model must rely on an error cancellation. Since the only

difference between the models is the inclusion of Asp541,

this indicates that the description of long-range polarization

could be one problem in the QM/MM calculations. Since a

standard unpolarizable force field was used in the investi-

gation described here, a polarizable force field might

improve the situation.

O–O bond formation in photosystem II, a recent

example of the cluster approach

As a final example of the use of the cluster model, a short

summary of the results from the most extensive study using

this type of model is described. This is a study of oxygen

formation at the oxygen-evolving center (OEC) of photo-

system II. The investigation has been going on for a decade,

but only in recent years have the calculations been based on

X-ray structures. However, even at the present stage, the

resolution of the X-ray structures is only 3.0–3.5 Å [46, 47].

The result of the X-ray analysis is sketched in Fig. 7. The

OEC is formed from a cubane-like cluster with three

manganese atoms and one calcium atom connected

by l–oxo bonds, and with a fourth manganese atom outside

the cube. Seven amino acids have been indicated as likely

ligands of the OEC, but their exact ligation has not been

resolved. From the two structures, two different ligation

patterns have been suggested: one where several water

molecules are also needed to fill up the octahedral coordi-

nations [46], and one where the amino acids fill up most of

the ligand positions [47]. One problem with the X-ray

structures is that they do not agree with the findings of

extended X-ray absorption fine structure (EXAFS) experi-

ments. It has been suggested that this is due to radiation

damage [48], but could also come from the low resolution.

One important part of the theoretical model study has

been to try to improve the structure. Several models with

between 120 and 170 atoms were used in the cluster

approach. The backbone positions were held fixed from the

X-ray structure, since these positions were considered to be

the most accurately determined positions. These positions

are furthermore quite similar in the two structures. The

ligation pattern from the most recent X-ray structure was

adopted [47]. The resulting structure of the S1 state of the

OEC is shown in Fig. 8, where it is placed in the X-ray

density. Even though the metal positions are quite different

from the ones of the X-ray structures, they fit the density

quite well and are therefore at least as accurately posi-

tioned as the atoms from the X-ray analysis. Moreover, the
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metal positions from the calculations, in contrast to the

ones from the X-ray structures, are in basic agreement also

with those found in at least one EXAFS study [49]: one of

the manganese atoms in the cube is only five-coordinate,

and there is a short distance between the outer manganese

atom and one of the manganese atoms in the cluster.

With the general structure of the OEC described above,

all the different steps of water oxidation could then be

investigated. The most interesting step is where the O–O

bond is formed in the S4 state. A schematic picture of the

transition state is shown in Fig. 9. The most characteristic

feature of the O–O bond formation mechanism is that the

reactant has an oxygen radical. This radical forms the O–O

bond with a l–oxo ligand, and the barrier is quite low,

much lower than for any other mechanism investigated.

There is a spin requirement on the transition state for a low

barrier with alternating spins between the four atoms

involved, the two oxygen atoms and the two manganese

atoms to which they are bound [50].

Energy diagrams in good agreement with experimental

observations have also been obtained for all the steps of

water oxidation. In the early steps, two substrate water

molecules become bound to the OEC. The first one binds in

a hollow created by the metal atoms. To make space for the

binding of the second water molecule, the OEC has to open

up in a structural rearrangement in the S2–S3 transition,

observed experimentally [49] but not rationalized before.

Another characteristic feature observed experimentally is

that in the S1–S2 transition only an electron is released but

no proton. This observation is also rationalized by the

model calculations.

Summary

The present standing of the cluster modeling approach for

chemical reactions in enzymes has been briefly reviewed.

A major recent development in the past few years has been

the possibility to use larger and larger QM clusters in the

model. This has allowed for more rigorous tests of cluster

size convergence. The rather surprising result emerges that

the cluster size appears to converge for chemical reactions

already in the range 150–200 atoms in many cases.

Examples have been given for this in two cases that should

be particularly difficult to converge. In one case a relatively

large charge separation occurs in the reaction sequence,

and in the other a negative halide anion is released. In both

cases, long-range electrostatic effects, as probed by

dielectric cavity methods, give only very small contribu-

tions for the largest model, while they give substantial

effects for models smaller than 100 atoms. Similar results

have also been obtained in other cases not discussed here.

For absolute pKa values and redox potentials, the dielectric

effects are still substantial even for the largest models.

Another advantage of using large QM clusters is that

simpler methods such as the QM/MM approach can be

tested for more realistic systems. The tests performed on a

relatively difficult system with many charged groups show

rather large errors for the QM/MM calculations. Further

developments of the force fields are therefore suggested to

be quite important for obtaining a higher degree of accu-

racy of QM/MM calculations for this type of system.

Finally, the use of the large QM cluster approach has

been described for the case of water oxidation in photo-

synthesis. The demands on the theoretical study are par-

ticularly high in this case since the underlying X-ray

structures are still of rather low resolution. Still, it has been

demonstrated that results of significant interest and accu-

racy can be produced by the cluster approach. This

Fig. 8 The DFT-optimized S1 structure placed into the X-ray density

from the London X-ray measurements
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Fig. 9 The transition state for O–O bond formation in the S4 state
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concerns both the mechanism and the structure. Detailed

pictures of all the steps of this complicated reaction have

been obtained, including the final step of O–O bond for-

mation, in good agreement with available experimental

data.
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