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Abstract
A numerical study of roughness effects at an actual ship scale is performed. Low-Reynolds number roughness models 
based on the two-equation turbulence model are employed, meanwhile, a wall function method is also developed. First, the 
roughness models are examined for the 2D flat plate case at the Reynolds numbers of 1.0 × 10

7 , 1.0 × 10
8 and 1.0 × 10

9
. The 

resistance coefficient increases with roughness height and uncertainty analysis of the resistance coefficient is performed. 
Additionally, the distributions of the non-dimensional velocities u+ based on the non-dimensional heights y+ of the low-
Reynolds number models and the wall function method are compared for changing the roughness height. Next, the rough-
ness models and wall function method are applied to the flows around a ship at full scale. The tanker hull form with the flow 
measurement result from an the actual sea test is selected. The propulsive condition with the free surface effect is achieved 
by the propeller model. The velocity contours are compared with the measured results of the actual ship. The results of the 
roughness models show good agreement in comparison with the smooth surface condition. The wall function method leads to 
reduced grid uncertainty with respect to the resistance coefficient and shows agreement with the measured velocity contours. 
Consequently, the wall function method is better at full scale.

Keywords Roughness model · Full scale · Turbulence model · Actual ship · Wall function

1 Introduction

Estimation of ship performance at full scale is a key issue in 
the field of hydrodynamics. Several projects have been car-
ried out to grasp the phenomena while focusing on the flows 
around an actual ship. The wake flows of several ships are 
being measured using the laser Doppler velocimeter (LDV) 
of the European Project EFFORT (European Full-scale 
FlOw Research and Technology). The project also involves 
gathering existing data, including the results for a container 
ship [1] that has the LDV measurement results. Recently, the 
particle image velocimetry (PIV) technique has been utilized 
for the measurement of an actual ship. Kleinwachter et al. 
performed PIV measurement for a roll-on/roll-off container 
ship with a ship length of approximately 186 m [2]. The total 
wake field is simultaneously obtained at multiple points by 
the PIV system. The shaft torque and power of a general 

cargo ship are measured in the workshop [3]. The actual ship 
hull form is also measured by a 3D laser scanner system.

Numerical simulation based on computational fluid 
dynamics (CFD) is also widely utilized in the field of hydro-
dynamics. The Reynolds averaged Navier–Stokes (RANS) 
simulation is applied to the case at an actual ship scale. 
Visonneau et al. computed the flows around a ship with 
complex appendages, including a nozzle around the propel-
ler, a headbox and a propeller shaft with V-brackets [4]. 
The unstructured RANSE solver is utilized, and the axial 
wake fields in front of the propeller are compared with the 
full-scale experimental results obtained by the EFFORT pro-
ject. The scale effects on the axial velocity contours are also 
discussed. Starke et al. compared the computed results with 
the measured data in all cases of the EFFORT project [5]. 
The linear turbulence models are examined and the accu-
racy of the estimation is examined while considering the 
relation between the flow features and the ship shapes. The 
same configuration including the complex appendages, the 
propeller shaft with V-brackets, and so on is also selected. 
Although the wake pattern due to the shaft exhibits a differ-
ence from the measured result, the boundary layer thickness 
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is reasonably predicted. All of the previous numerical results 
exclude the roughness effect of the body surfaces.

The roughness effect of the body surfaces plays an 
important role at an actual ship scale. The body surface of 
an actual ship has roughness that comes from the paints, 
welding lines, and wavy shapes due to the hull and other 
structures. Starke et al. estimated the shaft power of a gen-
eral cargo ship [3] using CFD simulation combined with 
the empirical frictional line and roughness allowance and 
conclude that the roughness allowance plays an important 
role in the accuracy of the estimation [6]. Eça and Hoekstra 
investigated the roughness models for the k-� SST model. 
The low-Reynolds number roughness models proposed by 
Wilcox [7] and Knopp et al. [8] are examined using the 2D 
flat plate cases at high Reynolds numbers. The uncertainties 
based on the grid resolutions are described in detail with 
changing roughness height. The automatic wall functions [9] 
are also tested in the same 2D flat plate cases. The velocity 
profiles of the wall function model show agreement with the 
assumed analytical profiles and the resistance coefficients of 
the low-Reynolds number roughness models and wall func-
tion model show good agreement with the semi-empirical 
formula. Castro et al. [10] perform numerical simulations 
at the model and full scales. The propulsion condition with 
the free surface effect is achieved by the discretized propel-
ler and the roughness of the hull surface is accounted for 
using the roughness effect in the wall function model. The 
roughness effect on the resistance coefficient is examined 
by changing the roughness height and the skin friction cor-
rection and the resistance coefficient are compared with the 
results based on ITTC correlation and procedures. Moreover, 
the scale effect, especially for the boundary layer thickness, 
is discussed and the positive point that comes from the thin-
ner boundary layer at full scale is described.

In this work, the roughness effect at an actual ship scale 
is examined using the structured solver with the overset grid 
method. Low-Reynolds number roughness models [7, 11] 
are employed. The boundary condition of the frequency � is 
changed in both models using the function based on a non-
dimensionalized roughness height. A wall function method 
that can cope with the roughness effect is also developed. 
The analytical wall function using the empirical formula 
can be found, e.g., [9], however, the function has very com-
plex expressions and the possibility to cause the numerical 
instability, and it is based on the empirical formula even 
in the analytical form. The present approach is a very sim-
ple expression based on the mixing length which is based 
on the assumption of local equilibrium with the correction 
formula suggested by Cebeci [12] and the roughness effect 
is accounted for by the kinetic energy on the boundary con-
dition of the frequency � . First, the present methods are 
tested in the 2D flat plate cases. The Reynolds numbers are 
set as 1.0 × 107 , 1.0 × 108 and 1.0 × 109 to fit in the range of 

an actual ship scale. Uncertainty analysis based on the FS 
method [13] is performed using three computational grids 
with changing division numbers of the grids. The veloc-
ity profiles with changing roughness height are depicted 
in comparison with the analytical profiles. Next, the flows 
around the tanker hull [14] that has the flow measurement 
data from an actual sea test are selected and the roughness 
effect is examined. The propulsive condition including the 
free surface effect is achieved by the propeller model. The 
distributions of the non-dimensionalized roughness height 
and shear stress on the body surfaces are revealed and uncer-
tainty analysis regarding the resistance coefficients is carried 
out. Finally, we conclude the present study.

2  Numerical method

2.1  Governing equations

The governing equation is the incompressible three-dimen-
sional Reynolds-averaged Navier–Stokes equation using the 
artificial compressibility approach to couple pressure and 
velocities.

Equation 1 is non-dimensionalized by the reference density 
�0 , reference velocity U0 , and reference length L0 . (u, v, w) 
represent the velocities in the (x, y, z) directions, respec-
tively. Temporal time is expressed by t. The pressure p is 
modified in the next equation for free surface flows.

where p∗ is the pressure in the computational domain, Fn is 
the Froude number, and z is the vertical coordinate from the 
static water plane(z = 0 ). The gravity term is included with 
the pressure in this modification.

The convective terms e , f  and g , viscous terms ev , f v and 
gv and additional body force term H are defined as follows:
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where � is a parameter of the artificial compressibility 
approach and � = 1.0 is given in the present computation. �ij 
is defined as �ij =

1

R

(
�ui

�xj
+

�uj

�xi

)
− u�

i
u�
j
 , R is the Reynolds 

number, � is the kinematic viscosity coefficient, and −u�
i
u�
j
 is 

the Reynolds stress component, which is determined by the 
k − � SST  model.

The integral and discretized form of Eq. 1 is expressed as 
Eq. 4 using the finite volume method for a structured grid 
with a cell-centered layout.

where ±1∕2 indicates the directions of each cell face, E , F 
and G are convective fluxes, and Ev , Fv and Gv are viscous 
fluxes.

An in-house structured CFD solver [15] is employed. The 
details of the solver can be found in [15], where a summary 
is provided. Inviscid fluxes are evaluated by the third-order 
upwind scheme based on the flux-difference splitting of Roe. 
The evaluation of viscous fluxes is second-order accurate. 
The first-order Euler implicit scheme is employed for the 
temporal step. The linear equation system is solved by the 
symmetric Gauss–Seidel (SGS) method.

For free surface treatment, an interface capturing method 
with a single phase level-set approach is employed. The pro-
peller effects are accounted for according to the body forces 
derived from the propeller model [15], which is based on 
potential theory.

2.2  Applying the overset grid method

The weight values for the overset interpolation are deter-
mined by an in-house system [16]. The details of the system 
can be found in [16] and a summary is provided below. 

1. The priority of the computational grid is set.
2. The cells of a lower-priority grid and those inside a body 

are identified (referred to herein as in-wall cells).
3. Receptor cells for which the flow variables must be 

interpolated from donor cells are defined. Two layers 
of cells on a higher-priority grid and facing the outer 
boundary are set as receptor cells to satisfy the third-
order discretization of the NS solver. Additionally, two 
cells that neighbor the in-wall cells, cells of a lower-
priority grid and cells inside the domain of a higher-
priority grid are also set as the receptor cells.

4. The weight values for the overset interpolation are deter-
mined by solving the inverse problem based on the Fer-
guson spline interpolation.

(4)

�Vi,j,kqi,j,k

�t
− Vi,j,kHi,j,k

+ [E − Ev]
i+1∕2

i−1∕2
+ [F − Fv]

j+1∕2

j−1∕2

+ [G − Gv]
k+1∕2

k−1∕2
= 0,

Flow variables of the receptor cell are updated when the 
boundary condition is set. The forces and moments are inte-
grated on the higher-priority grid to eliminate the overlapped 
regions on body surfaces. First, the cell face of the lower-
priority grid is divided into small faces. Second, the small 
faces are projected to the cell face of the higher-priority grid 
using the normal vector of the higher-priority face. Then, the 
2D solid angle is calculated and the small faces are deter-
mined to be inside or outside of the higher-priority face. 
If a small face is in the higher-priority face, then the area 
ratio is set to zero. Finally, the area ratio is integrated on the 
higher-priority face and then used to integrate the forces and 
moments on the lower-priority face.

2.3  Roughness model for the low‑Reynolds number 
model

Roughness effects are accounted for by roughness models 
based on two models. The model proposed by Wilcox [7, 
17] is named as model1 and the model proposed by Hellsten 
[11] is named as model2 hereafter. The non-dimensionalized 
roughness height is defined using frictional velocity u� and 
roughness height hr as follows:

The non-dimensionalized form of Eq. 5 is given as follows:

The non-dimensionalized roughness height is limited to 
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r
< 400 in model1 and the function SR is introduced.

where the new variable h+
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 is employed in the above equa-
tion based on model2, which is proposed by Hellsten to 
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1
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dimensionalzed height y+

1
.

The function SR is introduced in the model2 as follows:

where h+
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1

 is applied.
The boundary condition of � on a wall surface is given 

as follows:
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The non-dimensionalized form of Eq. 9 is given as follows:

The reference velocity profile proposed by Apsley [9] is used 
in the present study.

where � is assumed as 0.41.

2.4  Roughness model for the wall function

The shear stress can be obtained with the following equation 
applying the wall function.

where kp is the turbulent kinetic energy at the first point 
away from a wall surface and the second term is based on 
the correction formula to account for the roughness effect 
suggested by Cebeci [12]. c� is 0.09, E = 9.8 , � = 0.41 and 
Cs = 0.3 , based on the assumption of local equilibrium. Up 
is the wall parallel component at the first point away from 
a wall surface.

The boundary condition of the specific frequency � on a 
wall surface is determined by the condition of the dissipation 
rate � as follows:

where yp is the distance from the wall surface at the first cell 
center position.
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2.5  Uncertainty analysis

Uncertainty analysis based on the Richardson extrapola-
tion method with the FS method [13] is performed. The 
grid discretization uncertainty due to the steady condi-
tion of the present study is evaluated and three systematic 
grids with uniform refinement ratio rG =

√
2 are utilized. 

Once the solutions S3 , S2 and S1 from the coarse grid to 
the fine grid are obtained, the solution changes are defined 
as �12 = S2 − S1 and �23 = S3 − S2 . The convergence ratio 
R is �12∕�23 and R takes a monotonic convergence with 
0 < 𝜖12∕𝜖23 < 1 . The order of accuracy p and the error �RE 
are defined as follows:

The uncertainty is estimated by the following equation 
using the variable P = p∕pth . The theoretical accuracy pth 
is assumed to be pth = 2.

3  Computational results for the 2D flat plate 
case

A 2D flat plate case is selected as the fundamental test 
case. The Reynolds number is set as 1.0 × 107 , 1.0 × 108 
and 1.0 × 109 based on the plate length L as the reference 
length. The space between the first cell center and wall 
surface satisfies y+ ≤ 1 in the low-Reynolds number mod-
els. Table 1 shows the three resolutions of the compu-
tational grids. Figure  1 shows the computational grids, 

(18)p =

ln(�23∕�12)

ln(rG)
, �RE = S1 − S0 =

�12

r
p

G
− 1

.

(19)USN =

{
(2.45 − 0.85P)|𝛿RE|, 0 < P ≤ 1

(16.4P − 14.8)|𝛿RE|, P > 1

Table 1  Division number of 
computational grids

Grid IM × JM

Coarse ( G3) 193 × 113

Medium ( G2) 273 × 161

Fine ( G1) 385 × 225

Fig. 1  Computational grids and boundary conditions
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the boundary conditions and the definitions of directions 
of the divisions. The uniform inflow condition is set at 
the inflow boundary faces. The distance between the wall 
surface and the top boundary is 0.1 L. The resistance coef-
ficients are non-dimensionalized by �U2

0
S where S is the 

plate area and converge to the fourth digit. Therefore, the 
iterative error can be negligible in comparison with the 
grid uncertainty UG . The value estimated by the empirical 
formula [18] is utilized as the reference. The empirical 
formula [18] can be applied to the case with the roughness 
and the certain limitation for the roughness height exists as 
150 < L∕hr < 1.5 × 107 . If larger roughness height is given 
to the relation [18], unfortunately, the frictional coeffi-
cient becomes lower than the value of the smooth surface 
condition due to the limit of the application. On the other 
hand, the present roughness models ensure the function 
meets the smooth surface condition and the present study 
focuses on the roughness effect. Consequently, the rough-
ness heights are selected in the following at the range to 
meet the present purpose.

Table 2 shows the resistance coefficient with changing 
non-dimensionalized distance y+ and minimum spacing on 
the wall at R = 1.0 × 107 obtained using the wall function 
method. Although the resistance coefficient takes a higher 
value at the lower range of y+ , the influence of the mini-
mum spacing on the wall is relatively small in every case of 
changing the roughness height. The non-dimensionalized 
distance y+ is set as 200 for the 2D flat plate cases.

Table  3 shows a comparison of the resistance coef-
ficients of model1 with changing roughness height from 
hr = 1 × 10−5 to hr = 7.5 × 10−5 and the grid resolutions at 
the Reynolds number R = 1.0 × 107 . The roughness height 
is non-dimensionalized by the plate length L The result-
ing uncertainty is in the range of approximately 1% of the 
solution of the fine grid, thus the uncertainty takes a small 
value when using the present computational grids. Although 

(20)CD =

(
2.635 + 0.618 ln

L

hr

)−2.57

.

the computed results are slightly higher than the value of 
the empirical formula, the resistance coefficient increases 
with the roughness height. Table 3 shows similar results for 
model2. The uncertainty is less than 1% of the solution of 
the fine grid. Comparing the results of model1 and model2, 
the resistance coefficient of model2 becomes larger than 
that of model1 at hr = 1 × 10−5 and the values of model2 
are smaller than those of model1 at 2.5 × 10−5 and 5 × 10−5 
(Table 4). The results of model1 and model2 are the same 
at 7.5 × 10−5 . Table 5 shows a comparison of the resist-
ance coefficients of the wall function method. Although the 
resulting uncertainty is in the range from 7 to 17% of the 
solution of the fine grid, the differences between the three 
grids are limited to within 1%. The results of the wall func-
tion method are from 1 to 3% higher than the results of the 
low-Reynolds number model2 and the resistance coefficient 
increases with roughness height, similar to the results of the 
empirical formula.

Figure 2 shows the distributions of u+ and y+ with chang-
ing roughness height at positions x∕L = 0.5 and x∕L = 0.9 of 
model2 and the wall function method. The results of model1 
are the same as the results of model2, then the results of 
model1 are omitted. For reference, the correlations based 

Table 2  Resistance coefficient with changing roughness height and 
minimum spacing on the wall ( ×10−3,R = 1.0 × 10

7)

y+ 1 × 10−5 2.5 × 10−5 5 × 10−5 7.5 × 10−5

30 3.034 3.458 3.947 4.323
75 2.985 3.377 3.860 4.216
100 3.061 3.401 3.810 4.134
150 3.026 3.375 3.805 4.147
200 3.061 3.401 3.810 4.134
300 3.128 3.464 3.854 4.155

Table 3  Resistance coefficient (model1, ×10−3,R = 1.0 × 10
7)

Grid 1 × 10−5 2.5 × 10−5 5 × 10−5 7.5 × 10−5

Coarse 2.880 3.468 3.838 4.025
Medium 2.892 3.476 3.846 4.034
Fine 2.900 3.481 3.852 4.040
USN%G1 1.08 0.45 0.98 0.58
Emp. 2.872 3.350 3.788 4.081

Table 4  Resistance coefficient (model2, ×10−3,R = 1.0 × 10
7)

Grid 1 × 10−5 2.5 × 10−5 5 × 10−5 7.5 × 10−5

Coarse 3.026 3.283 3.762 4.025
Medium 3.032 3.291 3.773 4.034
Fine 3.036 3.295 3.773 4.040
USN%G1 0.52 0.19 0.61 0.58
Emp. 2.872 3.350 3.788 4.081

Table 5  Resistance coefficient (wall function, ×10−3,R = 1.0 × 10
7)

Grid 1 × 10−5 2.5 × 10−5 5 × 10−5 7.5 × 10−5

Coarse 3.061 3.402 3.810 4.134
Medium 3.072 3.415 3.825 4.152
Fine 3.085 3.429 3.841 4.169
USN%G1 7.27 14.52 16.86 16.5
Emp. 2.872 3.350 3.788 4.081
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on the smooth surface condition and Eq. 11 with rough-
ness hr = 7.5 × 10−5 are also shown in Fig. 2. The veloc-
ity distributions change logarithmically with the roughness 
height in both results, and the first point away from a wall 
surface of the wall function method is located at y+ = 200 , 
which is intended. The velocities at positions x∕L = 0.5 and 
x∕L = 0.9 exhibit the same distribution in the logarithmic 
region and differences can be found in the outer region.

Table 6 shows the results of model1 at R = 1.0 × 108 
with changing non-dimensionalized roughness height from 
hr = 1 × 10−6 to hr = 7.5 × 10−6 . The uncertainty becomes 
larger than that at the Reynolds number R = 1.0 × 107 and 
the resistance coefficient takes a value similar to that of the 
empirical formula. Table 7 shows the results of model2. The 
resistance coefficient of model2 exhibits a similar tendency 
to that in the case of R = 1.0 × 107 . Table 8 shows the resist-
ance coefficient of the wall function method. The resulting 
uncertainty is a small value of approximately 1%. The dif-
ference between the value of the wall function method and 
the value of the empirical formula is approximately 2% and 

the difference between the value of the wall function method 
and the value of model2 is within 5%.

Figure 3 shows the non-dimensionalized velocity distri-
butions of model2 and the wall function method. For refer-
ence, the correlation based on Eq. 11 at hr = 7.5 × 10−6 is 
shown. The computed results show a similar distribution to 
that in the case where R = 1.0 × 107.

Finally, Table  9 shows the results of model1 at 
R = 1.0 × 109 with changing non-dimensionalized rough-
ness height from hr = 1 × 10−7 to hr = 7.5 × 10−7 . The 
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Fig. 2  Comparison of y+ and u+ at R = 1.0 × 107 (left: low-Reynolds number model, right: wall function)

Table 6  Resistance coefficient (model1, ×10−3,R = 1.0 × 10
8)

Grid 1 × 10−6 2.5 × 10−6 5 × 10−6 7.5 × 10−6

Coarse 2.074 2.307 2.618 2.734
Medium 2.119 2.374 2.686 2.808
Fine 2.130 2.382 2.696 2.818
USN%G1 3.10 1.62 1.95 1.81
Emp. 2.024 2.313 2.572 2.742

Table 7  Resistance coefficient (model2, ×10−3,R = 1.0 × 10
8)

Grid 1 × 10−6 2.5 × 10−6 5 × 10−6 7.5 × 10−6

Coarse 2.149 2.286 2.526 2.734
Medium 2.197 2.342 2.597 2.808
Fine 2.208 2.352 2.606 2.818
USN%G1 2.97 2.40 1.71 1.81
Emp. 2.024 2.313 2.572 2.742

Table 8  Resistance coefficient (wall function, ×10−3,R = 1.0 × 10
8)

Grid 1 × 10−6 2.5 × 10−6 5 × 10−6 7.5 × 10−6

Coarse 2.053 2.236 2.453 2.623
Medium 2.098 2.290 2.520 2.700
Fine 2.101 2.295 2.527 2.708
USN%G1 0.50 0.92 1.25 1.33
Emp. 2.024 2.313 2.572 2.742
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uncertainty becomes smaller than that at the Reynolds num-
ber R = 1.0 × 108 . Table 10 shows the results of model2. The 
resistance coefficient of model2 takes a larger value than the 
results of model1 in the range up to hr = 2.5 × 10−7 , then the 
relation shows the opposite trend. Table 11 shows the resist-
ance of the wall function method. The resulting uncertainty 
is a small value less than 1%.

Figure 4 shows the u+ and y+ distributions of model2 
and the wall function method. The computed results show a 
similar distribution to those in the cases R = 1.0 × 107 and 

R = 1.0 × 108 , except that the logarithmic region becomes 
wider than the results of R = 1.0 × 107 and R = 1.0 × 108 . 
The first point away from a wall surface with the wall func-
tion is again located at y+ = 200 , and the distributions fol-
low a curve similar to the results of model2.

Figure 5 shows the distributions of h+
r
 of model2 and the 

wall function method on the flat plate for the condition of 
hr = 7.5 × 10−7 and R = 1.0 × 109 . h+

r
 takes a larger value 

near the front end of the flat plate, then the value becomes 
almost constant with h+

r
= 25 over the surface in both 

results. The value of model2 is within the model limitation 
of h+

r
< 400.

4  Flows around an actual ship

A numerical study with/without the roughness effect is per-
formed for the case of a tanker hull [14] with flow measure-
ment data for the actual ship. The principal particulars of 
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Fig. 3  Comparison of y+ and u+ at R = 1.0 × 108 (left: low-Reynolds number model, right: wall function)

Table 9  Resistance coefficient (model1, ×10−3,R = 1.0 × 10
9)

Grid 1 × 10−7 2.5 × 10−7 5 × 10−7 7.5 × 10−7

Coarse 1.553 1.635 1.878 1.952
Medium 1.580 1.669 1.917 1.994
Fine 1.586 1.673 1.922 1.998
USN%G1 2.25 1.14 1.29 0.86
Emp. 1.487 1.673 1.837 1.944

Table 10  Resistance coefficient (model2, ×10−3,R = 1.0 × 10
9)

Grid 1 × 10−7 2.5 × 10−7 5 × 10−7 7.5 × 10−7

Coarse 1.593 1.672 1.802 1.936
Medium 1.621 1.704 1.840 1.980
Fine 1.627 1.709 1.845 1.984
USN%G1 2.18 1.58 1.36 0.85
Emp. 1.487 1.673 1.837 1.944

Table 11  Resistance coefficient (wall function, ×10−3,R = 1.0 × 10
9)

Grid 1 × 10−7 2.5 × 10−7 5 × 10−7 7.5 × 10−7

Coarse 1.513 1.622 1.752 1.853
Medium 1.539 1.652 1.787 1.891
Fine 1.541 1.655 1.790 1.894
USN%G1 0.48 0.66 0.52 0.63
Emp. 1.487 1.673 1.837 1.944
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the ship and propeller are shown in Tables 12 and 13. The 
computations are carried out under the propulsive condition 
with the free surface effect. The Reynolds number based on 
the ship length L is R = 2.43 × 109 and the Froude number 
is Fn = 0.153. The propulsive condition is achieved using 
the propeller model [15]. The propeller rotational speed is 
varied to adjust the propeller thrust to the resistance of the 
ship. The roughness value is set as 150 × 10−6 m based on 
the ITTC recommended procedure [19]. The roughness on 
the hull and rudder surfaces comes from the paint, welding 
lines, waving of surfaces due to the structural components, 
fouling and so on. Unfortunately, the roughness data do not 
exist on the present case, therefore the typical value for the 
roughness height is selected from the ITTC recommended 
procedure.

Table 14 shows the division number of the computational 
grids in each direction. The grids are arranged according 
to the priority of the overset interpolation. The computa-
tional grid consists of the hull grid, the rudder grid and two 
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Fig. 4  Comparison of y+ and u+ at R = 1.0 × 109(left: low-Reynolds number model, right: wall function)

Fig. 5  Non-dimensionalized roughness height on the wall 
( h

r
= 7.5 × 10−7 , R = 1.0 × 109 , top:low-Reynolds number model, 

bottom: wall function)

Table 12  Principal particulars 
of the ship at full scale

Items

Lpp (m) 300.0
B (m) 50.0
d (m) 18.86
Cb 0.83
Displacement (m3) 241200

Table 13  Principal particulars 
of the propeller at full scale

Items

Dp (m) 9.2
Pitch ratio 0.69
Expanded area ratio 0.62
Boss ratio 0.16

Table 14  Division numbers of the computational grids

Grid Coarse Medium Fine
IM × JM × KM IM × JM × KM IM × JM × KM

Rudder 45 × 69 × 35 61 × 97 × 49 85 × 137 × 69

Refined Rect. 45 × 33 × 45 45 × 33 × 45 45 × 33 × 45

Hull (low-Re) 141 × 145 × 65 197 × 209 × 89 277 × 305 × 125

Hull (wall func-
tion)

141 × 145 × 49 197 × 209 × 65 277 × 305 × 89

Rect. 337 × 89 × 57 337 × 89 × 57 337 × 89 × 57
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rectangular grids, including the refinement grid near the aft 
part of the ship hull and the grid covering the whole domain. 
The space between the first cell center and wall surface sat-
isfies y+ ≤ 1 for the low-Reynolds number model. The y+ 
value is set as 100 for the wall function method and the 
division number KM of the hull grid for the direction of a 
boundary layer is changed while the other division numbers 

are maintained. Figure 6 shows a global view of the com-
putational grids with the boundary conditions and the grids 
near the aft part of the ship.

Figure 7 shows the axial velocity contour with/without 
the roughness effect at the propeller plane in the towing con-
dition obtained using the low-Reynolds number models. The 
results based on the three grid are also shown. The region 

Fig. 6  Computational grid (top: global view, bottom: near aft part of hull)

Fig. 7  Axial velocity contour 
(top: coarse grid, mid: medium 
grid, bottom: fine grid)
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within which the axial velocity is less than 0.3 spreads 
according to the grid resolution. The axial velocity with 
the roughness effect becomes lower than that in the smooth 
surface condition, and the difference between the roughness 
models is relatively small.

Figures 8 and 9 show comparisons with the measured 
data for the actual ship. The position is x∕L = 0.9553 from 
the fore perpendicular position on the port side. The position 
locates one propeller diameter before the propeller position, 
and the ship hull so-called as the V-shape which the flow 
separation becomes smaller than the U-shape in general, 
especially, at the full scale. Consequently, the present results 
seem to be less affected by the propeller. The results with the 
roughness effect of the low-Reynolds number models and 
wall function method show agreement with the measured 
data, especially for the range u∕U = 0.5–0.7. The results 
of the smooth surface condition differ from the measured 
data in the one contour range. The differences between the 
results of the low-Reynolds number models and wall func-
tion method with changing the grid resolutions are relatively 
small and the differences between the results of the low-
Reynolds number models can be negligible. 

Figure 10 shows the distribution of the non-dimension-
alized roughness height h+

r
 on the body surfaces. h+

r
 takes 

small values near the fore and stern ends and h+
r
 is distrib-

uted on the body surface with a value near 40. The differ-
ence between the port and starboard sides is relatively small. 
The non-dimensionalized roughness height on the rudder 
surface, which is positioned behind the propeller, takes a 
higher value than the h+

r
 on the hull surface. The difference 

between the port and starboard sides on the rudder surface 
can be observed to be affected by the propeller rotational 
flow. Figure 11 shows the non-dimensionalized shear stress 
�f distribution on the body surfaces. The �f distribution is 
similar to the distribution of the non-dimensionalized rough-
ness height, and the shear stress exhibits higher values in the 
area where h+

r
 takes higher values. The distribution of the 

non-dimensional velocity u+ at the bottom of the hull and 
at the midship x∕L = 0 and center line y∕L = 0 is shown is 
Fig. 12. The correlation based on Eq. 11 is also shown in 
Fig. 12. The difference between the low-Reynolds number 
models is negligible: thus, the result of model2 is shown 
in Fig. 12. The non-dimensional velocities obtained with 
model2 and the wall function method decrease in compari-
son with the velocities of the smooth surface condition. The 
non-dimensional velocities with roughness decrease accord-
ing to the rise of the frictional velocity due to the roughness 
effect. The y+ value is maintained at 1.0 for model2 and the 
first point away from a wall surface with the wall function is 
located at y+ = 100 , which is intended.

Finally, the resistance coefficients are shown in 
Tables 15, 16 and 17. All the coefficients are non-dimen-
sionalized by 1

2
�U2

0
S where S is the wetted surface area 

Fig. 8  Comparison of axial velocity contours with measured results 
(low-Reynolds number models top:coarse grid, middle:medium grid, 
bottom:fine grid)
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Fig. 9  Comparison of axial velocity contours with measured results 
(wall function, top:coarse grid, middle:medium grid, bottom:fine 
grid)

Fig. 10  Non-dimensional roughness on the hull and rudder surfaces

Fig. 11  Non-dimensional shear stress on the hull and rudder surfaces
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Fig. 12  Comparison of y+ and u+ at x∕L = 0 and y∕L = 0
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including the hull and rudder surfaces. The rudder has 
approximately 6% of the total resistance in all cases. An 
uncertainty analysis for the total, frictional and pressure 
resistance coefficients is performed. In here, the iterative 
error can be negligible comparing with the grid uncer-
tainty as similar with the 2D flat plate cases. The resist-
ance coefficients of the low-Reynolds number models are 
close for both models and the uncertainties of the total and 
pressure resistance coefficients take slightly larger values. 
Although the total and pressure resistance coefficients of 
the wall function method become smaller than the results 
of the low-Reynolds number models, the resulting uncer-
tainty values are small. The frictional resistance coefficient 
of all models and methods are close and the uncertainty 
values become small. The frictional resistance coefficient 
based on Eq. 20 is 1.837 × 10−3 which is slightly smaller 
than the values of the present computations. The uncer-
tainties of the total and pressure resistance coefficients 
of the low-Reynolds number models remain higher and 
the values decrease with increasing division number of 
the grid, thus both coefficients are expected to be close to 
the results of the wall function method. The wall function 
method yields reasonable results for the velocity contours 
and resistance coefficients with smaller uncertainties and 
the method requires smaller division of the computational 
grid in comparison with the low-Reynolds number models. 

Consequently, the wall function method is a better method 
of computation on the actual ship scale with the roughness 
effect.

5  Conclusions

A numerical study of the roughness effect at the actual ship 
scale is performed. Roughness models of the low-Reynolds 
number turbulence model are developed. The models are 
based on the non-dimensionalized roughness height and the 
boundary condition of the frequency � is corrected using 
the function for the roughness effect. A wall function to 
account for the roughness effect is also developed based 
on the assumption of local equilibrium. The low-Reynolds 
number models and wall function method are examined 
with respect to the computation of the 2D flat plate case 
at the actual ship scale. The resistance coefficients of the 
low-Reynolds number models increase with the roughness 
height similar to the value of the empirical formula. An 
uncertainty analysis is performed using the FS method and 
the division numbers of the three different computational 
grids increase with the uniform refinement ratio 

√
2 . The 

uncertainties decrease for high Reynolds numbers and the 
differences between the computational grids are limited 
to within 1%. The velocity profiles based on y+ and u+ are 
compared for changing roughness height. The velocity dis-
tributions mainly change logarithmically with the roughness 
height. The influence of the minimum spacing on the wall 
of the wall function method is relatively small in every case 
with changing roughness height. The wall function method 
also works properly with changing roughness height and 
Reynolds number. The uncertainties in the resistance coef-
ficient of the wall function method reach larger values than 
those of the low-Reynolds number models at the Reynolds 
number 1.0 × 107 and the uncertainties become smaller at 
higher Reynolds numbers. y+ , which is the first point away 
from a wall surface of the wall function method, is precisely 
located at the intended point.

The roughness models and wall function method are 
applied to the computation of flows around an actual ship, 
which has the flow measurement data from an actual sea test. 
The roughness value is given as 150 × 10−6 m based on the 
ITTC recommended procedure. The self-propelled condi-
tion with the free surface effect is achieved by the propeller 
model and the single phase level-set method. The overset 
grid method is applied and three computational grids for the 
hull with different division numbers are prepared to examine 
the effect of the grid resolution on the flows around the hull. 
Although room for the further study including the equivalent 
sand grain roughness remained, the results for the roughness 
effect using the typical value based on the ITTC recom-
mended procedure clearly exhibited an agreement with the 

Table 15  Comparison of resistance coefficients (model1)

Grid Ct × 10−4 Cf × 10−4 Cp × 10−4

Coarse 3.505 1.958 1.546
Medium 3.325 1.977 1.348
Fine 3.187 1.981 1.206
USN%fine 31.1 1.15 61.4

Table 16  Comparison of resistance coefficients (model2)

Grid Ct × 10−4 Cf × 10−4 Cp × 10−4

Coarse 3.500 1.958 1.541
Medium 3.328 1.978 1.350
Fine 3.187 1.981 1.206
USN%fine 43.3 1.01 76.7

Table 17  Comparison of resistance coefficients (wall function)

Grid Ct × 10−4 Cf × 10−4 Cp × 10−4

Coarse 3.139 1.969 1.170
Medium 3.038 1.976 1.061
Fine 3.029 1.983 1.046
USN%fine 1.14 5.79 7.20
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measured data from the actual sea test compared with the 
smooth surface condition. The difference between the three 
computational grids is relatively small with respect to the 
velocity contours and the distinction of the low-Reynolds 
number models can be negligible. Detailed analyses, which 
include the distributions of the non-dimensionalized rough-
ness height h+

r
 and shear stress �f , are carried out. The rela-

tion between h+
r
 and �f is revealed. Finally, an uncertainty 

analysis is performed with respect to the resistance coef-
ficients. The uncertainties in the total and pressure resist-
ance coefficients of the low-Reynolds number models take 
slightly larger values compared with the results of the wall 
function method. Consequently, the wall function method is 
a better method for computation at the actual ship scale with 
the roughness effect.
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