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Abstract In this study, we propose a new approach for

solving the weather routing problem with an efficient speed

schedule that minimizes fuel consumption. The procedure

used to solve the problem comprises two phases. The first

phase aims to obtain the optimal route at each time step

using the A* algorithm. During this phase, the speed of the

ship is fixed and only the heading angle is optimized. The

safety regulations published by IMO are applied as con-

straints during the first phase. The second phase is the speed

scheduling phase. The original problem is highly nonlinear

and nonconvex optimization problem and it can be con-

verted into a geometric programming problem. By solving

the geometric programming problem, we can determine the

optimal speed schedule for the ship. The optimal speed

obtained using this procedure guarantees the global opti-

mum because the problem is convex. This method can

produce an almost optimal solution to the weather routing

problem more efficiently than existing methods.

Keywords A* algorithm � Fuel saving � Geometric

programming � Speed scheduling � Weather routing

1 Introduction

At present, green ship technology has a prominent role

because of soaring fuel prices and the environmental

regulations imposed by the IMO and several countries.

Many research efforts have aimed to reduce greenhouse

gas emissions and fuel consumption, including adding ap-

pendages to a ship to reduce the operational speed [4, 9].

Optimal ship routing also belongs to this research area,

where it provides an optimal route to the destination that

uses the minimal time or fuel in given sea conditions while

considering the safety of the ship. A major characteristic of

this problem is that the ocean environment changes with

time. To cope with a changing environment, Hinnenthal [5]

introduced ensemble forecasting to consider the robustness

of weather information. However, ensemble forecasting is

very expensive information and it takes a long time to

calculate the optimal route because the database used for

forecasting is too large. To avoid this problem, it is nec-

essary to develop an efficient replanning algorithm. Path

replanning may take too much time and thus an efficient

path planning algorithm is required. Several methods have

been applied in this area, including a simulated annealing

algorithm [7], two-dimensional dynamic programming

(2DDP) [3], three-dimensional dynamic programming [18,

21], modified isochrones method [16], three-dimensional

isochrones method [10], and other methods such as a fuzzy

logic algorithm [14], genetic algorithm [11], and Dijkstra’s

algorithm [12, 19]. The simulated annealing method is an

extension of the Monte Carlo method. It is a recursive

algorithm that finds the optimal solution but it is dependent

on the initial temperature of the Boltzmann probability

distribution. If the initial temperature is too high than the

optimal solution, the computation time by this algorithm

may take too long to give an optimal solution within a

limited time. The route accepted by this algorithm is only a

parallel or anti-parallel direction of the wave field, which

would change the heading angle of the ship too greatly;

thus this algorithm is not efficient in terms of fuel con-

sumption. The 2DDP method is also a recursive method,

& Nakwan Kim

nwkim@snu.ac.kr

1 Department of Naval Architecture and Ocean Engineering,

Research Institute of Marine Systems Engineering, Seoul

National University, Seoul, Korea

123

J Mar Sci Technol (2015) 20:679–688

DOI 10.1007/s00773-015-0321-6

http://crossmark.crossref.org/dialog/?doi=10.1007/s00773-015-0321-6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s00773-015-0321-6&amp;domain=pdf


based on grid system. In this method, the options to change

the engine revolution rate or the speed of the ship are

lacking because these variables are constant. The modified

isochrones method is very similar to the 2DDP method and

it also assumes that the speed is constant. To overcome this

disadvantage of the isochrones method and 2DDP, three-

dimensional versions of these methods have been devel-

oped. However, the optimality of the speed or engine

output obtained using these methods is not guaranteed. In

the present study, therefore, we developed a path planning

and speed scheduling algorithm based on the A* algorithm

and by using geometric programming for weather routing.

The next section briefly considers the effects of the ocean

environment on ship operation and some safety constraints.

The third section describes weather routing problem

definition and gives the objective of the problem. The fourth

section presents the route seeking procedure and the basic

A* algorithm. The fifth section presents the strategy for

speed scheduling with basic geometric programming. A

simple case study that validates the proposed algorithm is

provided in the next section. Finally, section seven gives the

main conclusions and a summary of the research.

2 Background

2.1 Speed change due to the ocean environment

Ocean waves and winds can reduce the speed of a ship. To

calculate this reduction in a highly accurate manner, it is

necessary to solve the seakeeping problem and compute the

added resistance attributable to the ocean environment.

However, this task is too complex and the time-consuming

to find the optimal route within a limited time. Thus, we

adopt a simplified formula [20] to calculate the speed re-

duction, as follows:

DV
V

¼ al
100

0:7 BNþ BN6:5

2:7r2=3

� �
; ð1Þ

where DV is the change in the speed of the ship (m/s), V is

the ship speed in calm water (m/s), a is the speed reduction

coefficient, which is dependent on the hull shape of the

ship and its speed, l is the directional speed reduction

coefficient, which relies on the encounter angle between

the ship’s heading angle and the wave direction, BN is the

Beaufort number, and r is the displacement of the ship.

The speed reduction in (1) will be used to calculate the fuel

consumption. The values of a and l are shown in Tables 1

and 2. In Table 1, Cb is the block coefficient of ship and Fn

is the Froude number. And in Table 2, the term ‘normal’

refers to the loading condition of the ship, which is a two-

third full load.

2.2 Safety constraints

The IMO safety guidelines are adopted to reflect the safety

factors required during the voyage of a ship [6]. According

to the IMO guidelines, the encounter angle between the

ship and wave b is defined as 0� when it is the head sea and

180� when it is the following sea. According to the

guidelines, two major dangerous situations should be

avoided: surf-riding and parametric rolling.

Surf-riding usually occurs when the following two

conditions are met:

135�\b\225�

Vship [
1:8

ffiffiffiffiffiffiffiffiffi
Lship

p
cos ð180� � bÞ ;

ð2Þ

where b is the encounter angle between the waves and ship

and Lship is the length of the ship. Parametric rolling is a

type of resonance between the wave frequency and the ship

rolling motion, which occurs when any one of the fol-

lowing two conditions are met:

jTR � TEj � eTR
jTR � 2TEj � eTR;

ð3Þ

where TR is the natural period of the rolling motion of the

ship, TE is the encounter period between the ship and

waves [6], and e is a criterion that indicates expectation of

parametric rolling. In this study, the value is set to be as

0.05 to cover a frequency range that has high expectation

of parametric roll based on the calculation result of ship

motion response amplitude operator (RAO). We can cal-

culate the encounter period by (4)

Table 1 a value

Fn

Cb

0.10 0.15 0.20 0.25 0.30

0.60 (normal) – 1.54 1.26 1 0.56

0.65 (normal) – 1.81 1.36 1 0.42

0.70 (normal) – 2.08 1.52 1 0.38

0.75 (normal) 1.42 1 0.69 0.37 –

0.80 (normal) 1.48 1 0.57 0.25 –

Table 2 l value

Angle l value

30–60� 2l ¼ 1:7� 0:03ðBN� 4Þ2

60–150� 2l ¼ 0:9� 0:06ðBN� 6Þ2

150–180� 2l ¼ 0:4� 0:03ðBN� 8Þ2

0–30� 2l ¼ 2
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TE ¼ 3T2
W

3TW þ V cos b
; ð4Þ

where TW is the period of the waves and V is the ship speed

in knots. In this study, these two safety constraints are

reflected by excluding nodes, which is waypoint in grid

system from route seeking phase by setting an infinite cost

for areas where one of the two constraints is expected to be

satisfied. As shown in Fig. 2, nodes are defined as candi-

dates of waypoints among which one is selected by an

optimal routing.

3 Problem description

In the weather routing problem, it is difficult to calculate

the optimal route because the external environment chan-

ges dynamically and the information provided by the

forecasting center is limited. Thus, it is necessary to plan

the path for each time stage and to apply an appropriate

algorithm which can give an optimal solution within a

limited time such as around 10 min in this study. The time

stage means time duration between i� 1th weather infor-

mation update and ith update, where i is update time index

during the voyage. The optimization problem that consid-

ers fuel consumption can be formulated as (5):

min f ðV; bÞ ¼
Xn
i¼1

fgðVi�1;iÞ þ gadðVi�1;i; bi�1;iÞgdi�1;i

subject to

Xn
i¼1

di�1;i

Vi�1;i
� T

Vmin �Vi�1;i �Vmax

bmin � bi�1;i � bmax ð5Þ

According to (5), the optimization problem depends on

the heading angle and speed of the ship. In (5) gðVi�1;iÞ is
the fuel consumption per unit distance in calm water with

speed Vi�1;i, gadðVi�1;i; bi�1;iÞ is the added fuel consump-

tion per unit distance in an ocean environment compared

with voyaging in calm water, di�1;i is the distance between

position at i� 1th weather information update and position

at ith update. In this paper, weather information update

interval is 6 h. The fuel consumption quantity gðVi�1;iÞ in
calm water is expressed as a 2nd order polynomial function

which is based on sea trial record between the engine

power and the ship speed. The added fuel consumption

gadðVi�1;i; bi�1;iÞ is introduced to compensate speed re-

duction at designated speed Vi�1;i and is obtained by it-

eration of (1) as in Fig. 1. And the first constraint states that

the total voyaging time should not exceed the designated

voyaging schedule, the second constraint states that the

ship should be operated within a certain range, and the final

constraint restricts the heading angle of ship, which can be

matched to the course of the ship in a specific range. In

other words, this optimization aims to determine the

heading angle and speed of the ship at each time stage.

4 Phase 1: searching for the optimal route

In Phase 1, an optimal course is generated that considers

fuel consumption where the speed of the ship is fixed as a

constant. The A* algorithm is used to plan the path. This

algorithm is based on a gridded map and it searches for an

optimal route given nodal point connections. A* algorithm

was selected because it searches a solution faster than

Dijkstra algorithm and guarantees that a generated path is a

global optimum provided that the heuristic value used is

not overestimated but admissible (see [17] for details).The

term ‘‘admissible’’ means that the estimated heuristic is

equal or less than the actual cost (i.e. fuel consumption)

from the neighboring node to final destination and ‘‘over-

estimated’’ means the heuristic value is greater than actual

cost.

4.1 A* algorithm

The A* algorithm is generally used for path planning

problems (AUV, USV, etc. [8]) because it performs faster

calculations compared with Dijkstra’s algorithm, which is

the global optimal path planning algorithm. The A* algo-

rithm searches for the path based on an evaluation function

that comprises a cost function, which is the exact cost

Fig. 1 Flow chart to obtain added fuel quantity
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between the present point and next point, and an heuristic

function, which estimates from the next nodal point to the

final destination. The search (i.e., search speed and optimal

quality) is dependent on the heuristic value selected. Ac-

cording to [15], the global optimal path is always found

when the heuristic is admissible but, if it is overestimated,

the search speed is increased and the path generated is not

optimal. Therefore, the application of an appropriate

heuristic function should be considered. When searching

for a path using the A* algorithm, two sets of nodes are

usually employed: a closed set and an open set. The closed

set is the set of already searched nodes and the open set is

the set of nodes that need to be searched. The search is not

stopped until the open set is empty or the current node is

the final destination. The steps involved in the A* search

procedure are as follows:

Step 1 Construct the node connections where all nodes

have a value of infinity.

Step 2 Initialize the closed set as the empty set and the

open set contains the start node. Set the start node as the

current node.

Step 3 Search the neighboring node values (i.e., the cost

value plus the heuristic value) and compare with the

previously assigned value. If the value is smaller than

the previously assigned value, update the value using the

recently calculated value.

Step 4 Add the current node to the closed set and add the

neighboring nodes to the open set.

Step 5 Set the current node as the node with the lowest

value in the open set.

Step 6 Iterate steps 3–5 until the open set is not empty or

the current node is the final destination.

4.2 Application of the A* algorithm to the weather

routing problem

When applying the A* algorithm to the weather routing

problem, the search steps are the same as those described

above, but the evaluation function is different. The

evaluation function applied to this problem is presented as

in (6), which is the weight between two nodal points:

f ðbi�1;iÞ ¼ gðVÞdi�1;i þ gadðV ; bi�1;iÞdi�1;i

þ hðV ; bi;finalÞdi;final; ð6Þ

where bi�1;i is the heading angle of the ship when it sails

ith time stage. The first two terms gðVÞdi�1;i þ
gadðbi�1;iÞdi�1;i play role of cost value, which is exact fuel

consumption from current position to next position. In the

cost value term, g Vð Þ is the fuel consumption per unit

distance with a specific fixed speed, gadðV; bi�1;iÞ is the

added fuel consumption to compensate speed reduction

caused by the ocean environment, which depends on the

weather information at a certain time. The fuel consump-

tion quantity is calculated based on sea trial record and

simplified formula (1) of speed reduction. And hðV ; bi;finalÞ
is heuristic value, which is the estimated fuel consumption

per unit distance, and di;final is the distance between the

position at ith weather information update and the final

destination. The heuristic value used in this problem is the

fuel consumption when the ship sails from a neighboring

node to the final destination where BN ¼ 2. This heuristic

value is determined by trial and error to avoid becoming

trapped by local minima and to ensure that the search speed

is sufficiently fast.

5 Phase 2: optimal speed scheduling

The speed scheduling is based on the optimal route ob-

tained in Phase 1. This type of speed scheduling problem

was introduced in [13, 15] for ships that voyage among

several ports. However, the solution was achieved via

nonconvex optimization, which is not efficient. In the

weather routing problem, this problem can be formulated

as (7) and solved by convex optimization:

min
Xn
i¼1

gðVi�1;iÞdi�1;i

subject to

Xn
i¼1

di�1;i

Vi�1;i � DVi�1;i
� T

Vmin �Vi�1;i �Vmax; i ¼ 1; 2; . . .; n;

ð7Þ

where gðVi�1;iÞ is the fuel consumption per nautical mile,

which is usually interpolated from the 2nd order poly-

nomial of the ship speed Vi�1;i in calm water, DVi�1;i is

the speed reduction caused by the ocean environment, T

is the total voyaging time from the present point to the

destination, and Vmin and Vmax are the minimum and

maximum speeds of the ship, respectively. In this paper,

we assume that there exists one to one relationship be-

tween fuel consumption (i.e., engine output) and speed of

ship in calm water based on sea trial record. Then, we can

calculate fuel consumption by using ship speed. This

problem is a highly nonlinear and nonconvex optimization

problem. However, if we modify the variables in an ap-

propriate manner, this problem can be converted into

geometric programming and then into a convex opti-

mization problem.
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5.1 Geometric programming

Geometric programming was first developed for geomet-

rical design problems. The standard form of this problem is

(8):

minf0ðxÞ
subject to

fiðxÞ� 1; i ¼ 1; . . .;m

hiðxÞ ¼ 1; i ¼ 1; . . .; p;

ð8Þ

where f0ðxÞ and fiðxÞ are posynomial functions and hiðxÞ is
a monomial function. The constraints are not convex and

nonlinear and thus it is very difficult to solve. However, by

changing the variable, this problem can be transformed into

a convex optimization problem [1, 2]. The basic idea of

geometric programming is converting original problem to

nonlinear but convex problem. If we define the variable

xi ¼ eyi , the optimization function can be expressed as

PK
k¼1

cxa1k1k x
a2k
2k . . .x

ank
nk ¼

PK
k¼1

ea
T
k
yþbk . Similarly, the other con-

straints can be expressed using (9).

min
XK0

k¼1

ea
T
0k
yþb0k

subject to

XKi

k¼1

ea
T
ik
yþbk � 1; i ¼ 1; . . .;m

eg
T
1
yþh1 ¼ 1; i ¼ 1; . . .; p

ð9Þ

By taking the logarithm, the problem can be reformu-

lated as (10)

min~f0ðyÞ ¼ log
XK
k¼1

ea
T
k
yþbk

 !

subject to

~fiðyÞ ¼ log
XKi

k�1

ea
T
i yþbik

 !
� 0; i ¼ 1; . . .;m

~hiðyÞ ¼ gTi y þ hi ¼ 0; i ¼ 1; . . .; p

ð10Þ

In (10), the objective function is a log-convex function

and the inequality constraints are also log-convex, whereas

the equality constraints are an affine function. Thus, (10) is

a convex optimization problem. Using the geometric pro-

gramming method, Boyd [1] solved a problem with 1000

variables and 10,000 constraints within 1 min.

5.2 Applying speed scheduling

As mentioned earlier, gðVi�1;iÞ can usually be interpolated

by 2nd order polynomials in the range of the operational

speed of a ship. The function is monotonically increasing

in the operational speed range. According to the simplified

formula (1) for speed reduction, the reduced speed is DV ¼
Val 0:7BNðf þBN6:5Þ=2:7r2=3g=100. After the optimal

route is determined, where the operational range of the

speed is within a certain Froude Number (Fn) interval, the

terms in the formula remain constant, except for the speed

V . Thus, the original problem is reformulated as follows:

minf ðVÞ ¼
Xn
i¼1

ðC1V
2
i�1;i þ C2Vi�1;i þ C3Þdi�1;i

subject to

Xn
i¼1

di�1;i

kiVi

¼
Xn
i¼1

1

k0iVi

� T

Vmin �Vi �Vmax; i ¼ 1; 2; . . .; n;

ð11Þ

where ki is DV
V
¼ al

100
0:7 BNþBN6:5

2:7r2=3

� �
;, and k0i is the multi-

plication ki and 1=di�1;i. The coefficient k0i is constant

once an optimal route is given via Phase 1 because this

phase is conducted for speed scheduling over the opti-

mized route. However, the objective function in (11) is

not posynomial because the coefficient C2 is usually

negative, where this coefficient indicates the location of

the axis of symmetry and it is reasonable that the axis of

symmetry is placed around the operational range, which is

the positive speed. Therefore, we cannot apply geometric

programming to this problem. Now, we modify the ob-

jective function as posynomial function as shown in (12)

by approximation.

f ðVÞ � bf ðVÞ ¼Xn
i¼1

bgðVi�1;iÞdi�1;i ¼
Xn
i¼1

Xm
k¼1

akV
bk
i�1;idi�1;i;

ð12Þ

where bf ðVÞ is approximated objective function of original

objective function and bgðVi�1;iÞ is approximated

posynomial function of fuel consumption gðVi�1;iÞ within

operation range of ship speed. This approximation is al-

ways valid in this problem because the original objective

function is convex, (i.e., coefficient of second order is

positive) then, this function can be approximated by

posynomial (see [1] Sect. 8.1 for detail). By approximation

of objective function, the optimization problem can be

reformulated as in (13):

minf ðVÞ � bf ðVÞ ¼Xn
i¼1

bgðVi�1;iÞdi�1;i ¼
Xn
i¼1

Xm
k¼1

akV
bk
i�1;idi�1;i

subject to

Xn
i¼1

1

Tk0iVi

� 1

VminV
�1
i � 1

V�1
maxVi � 1; i ¼ 1; . . .; n

ð13Þ
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This problem can be solved using the CVX tool utilizing

SDPT3 [1] program as a solver which is a MATLAB

software package for semi-definite programming.

6 Numerical simulation

To validate the proposed method, a simulation was con-

ducted based on the route between Tokyo and San Fran-

cisco in two cases: a 10-day voyaging schedule and an 8-

day voyaging schedule. These two cases were selected

because the design speed of subject ships is very high at

present; thus it was necessary to simulate lower speed and

service speed cases. The subject ship was an 8000 TEU

container ship, which was originally designed with 23.5

knots as the service speed, and the detailed major dimen-

sions of the ship are given in Table 3. According to sea

trial data, the interpolated function between speed of

ship and engine output by 3rd order polynomial is

P ¼ 118:8V3 � 1981V2 þ 10110V ðkWÞ, where V ðm/s) is

ship speed and P ðkWÞ is engine output. The weather in-

formation was provided by ECMWF (http://data-portal.

ecmwf.int/) and the voyaging schedules were from May 1,

2013 to May 10, 2013 for the 10-day voyage with speed

range 16.5 to 21.5 knots, and from May 1, 2013 to May 8,

2013 for the 8-day voyage with speed range 21.5 to

26.5 knots. The environmental data were updated every 6 h

and the information resolution was 1.5� for latitude and

longitude. To calculate the speed reduction and to consider

the IMO safety regulations, significant wave height, wave

direction, wave duration, and wind speed information were

acquired. The grid was designed to have distance intervals

of 1.5� longitude and 0.5� latitude. The searching domain

to generate an optimal route in Phase 1 is bounded above

and below by 5� latitude space along the great circle route

as shown in Fig. 2. The latitude interval was finely divided

compared to longitude interval to have various heading

angles of a ship and the number of node connections in

each time interval of Phase 1 is nine. Figure 2 shows grid

system of Phase 1 briefly. In the simulations, three voy-

aging scenarios were tested for each simulation case:

sailing with the optimized speed schedule; sailing with a

constant engine output rate, and sailing with a constant ship

speed, which compensated for the speed reductions caused

by the ocean environment via additional engine output. The

constant engine output and speed did not violate the time

constraint and operation range constraint. Figures 3 and 4

show the simulation results and Table 4 gives the fuel

consumption for each voyaging scenario.

Figures 3 and 4 show the optimized routes, great circle

route, and the routes when the heuristic value is changed for

the two simulation cases. As shown in Figs. 3 and 4, the

routes generated by setting higher BN are different from the

optimal route, which implies that the heuristic values with

higher BN lost admissibility. A comparison of the two fig-

ures shows that the optimized routes differed even though the

simulations occurred in the same ocean environment. This is

because the location of the ship might be different at each

time step and the route will be optimized accordingly. Fig-

ures 5 and 6 show the engine output and actual ship speed at

each time step. The comparison of actual cost and heuristic

Fig. 2 Grid system design

Table 3 Nondimensionalized principal dimensions of the subject

ship

Item Value

B=LBP 0.1342

D=LBP 0.0812

T=LBP 0.0403

Block coefficient (at designed draft) 0.691

Block coefficient (at scantling draft) 0.721

Midship coefficient 0.972

r=L3BP 0.0036
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value is presented in Fig. 7 to see the admissibility of

heuristic value in Phase 1. Comparisons of the results for the

scenarios shown in these figures and the time history of the

significant wave height in Fig. 8 indicate that bad weather

occurred 40–60 h after the departure of the ship. The engine

output of the constant speed voyage exceeded the normal

output range to compensate for the reduced speed, whereas

the speed of the scheduled engine output only increased

slightly. In Figs. 9, 10, and 12, the results indicate that the

ship sailed into bad weather about 80 h after departure.

Based on these results, optimal speed scheduling appears to

be a reasonable voyaging strategy (engine output) in bad

Fig. 3 Eight-day voyage scenario (Case1)

Fig. 4 Ten-day Voyage Scenario (Case 2)
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weather, which is validated by the reduced fuel consumption

shown in Table 4. In Figs. 9, 10 and 12, the speed reduction is

not so great around 200 h into the voyage, although the wave

height was greater than that at 80 h. This was because the

encounter angle between the ship and the waves was dif-

ferent. Table 2 shows thatl depended on the encounter angle
andwe can infer that lwas a small value. As shown in Figs. 7

and 11 the heuristic value by setting BN = 2 is always

Table 4 Comparison of fuel consumption

ETA (hour) Average speed (knots) Fuel consumption (ton) Ratio (%)

Case 1 Speed scheduling 191.04 23.86 795.8 96.8

Constant engine output 190.81 23.89 820.4 99.7

Constant speed 190.64 23.91 822.1 100

Case 2 Speed scheduling 238.80 19.44 495.2 97.9

Constant engine output 238.87 19.43 502.9 99.5

Constant speed 238.76 19.44 505.6 100
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6
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Fig. 5 Engine output for the 8-day voyage scenario (Case 1)
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Fig. 6 Ship speed for the 8-day voyage scenario (Case 1)
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smaller than the actual cost. Therefore, the heuristic value is

not overestimated and it is admissible. Analysis of the time

history of the significant wave height during the voyages as

shown in Figs. 8 and 12 reveals that the overall significant

wave height was smaller in the optimal route than that of

great-circle route; thus we can conclude that an appropriate

optimal route was obtained compared with the great-circle

route. Therefore, the A* algorithm is also an appropriate

algorithm to get an optimal route in Phase 1 of the weather

routing problem.

Table 4 shows that the voyaging scenario with the op-

timally scheduled speed had a lower fuel consumption

compared with the other two scenarios. If we set the fuel

consumption with a constant speed voyaging scenario as

the comparison target, the speed scheduling strategy re-

sulted in 3.2 and 2.1 % reductions in fuel consumption.

Therefore, these two simulations demonstrate the benefit of

the proposed method.

7 Conclusion

In this study, we proposed a new method to solve the

weather routing problem. An excessive number of it-

erations are required to determine the optimal heading

angle and the speed of a ship; thus our method determines

the optimal heading with a fixed ship speed using the A*

algorithm and the scheduling speed is then obtained using

geometric programming. The optimal route and speed of

the ship at each time stage can then be obtained by re-

peating this procedure. The advantage of speed scheduling

using geometric programming is that the optimization
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result is the global optimum based on the given information

and it can optimize very efficiently because the optimiza-

tion problem for Phase 2 was converted to a convex

problem. To validate the proposed method, we performed

two simulations and the results showed that the proposed

method reduced the fuel consumption by 3.2 and 2.1 %

compared with a constant speed voyage. The results of the

simulations suggest that this method could be applied to the

general weather routing problem and it may be a helpful

tool for ship operation.
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