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Abstract A method is suggested for the calculation of a

reference value and its uncertainty to be used in the frame

of an interlaboratory comparison (ILC). It is assumed that

the reference value of the measurand is determined inde-

pendently from the ILC round. It is derived from a limited

set of measurement results obtained from one or several

expert laboratories. The procedure involves three stages:

(1) check of the experimental data and possible corrections;

(2) check of the consistency of data, and possibly increase

of the uncertainties in order to attain internal consistency;

(3) choice between fully, partially or un-weighted mean.

Keywords Interlaboratory comparison �
Reference value � Mean � Uncertainty

Introduction

In the frame of an interlaboratory comparison (ILC), usually

the organiser provides a reference value and corresponding

uncertainty for the measurand. We consider the case where

this value is based on measurements performed by one or

more expert laboratories. The laboratories are expected to

provide an unbiased result with a complete and realistic

uncertainty budget. The organiser evaluates and combines

the available data in a statistically appropriate manner.

International standards in the field of ILCs [1–3] leave

room for interpretation on how a reference value and

uncertainty should be calculated.

The ISO guide 43 [1] and ISO 13528 standard [2] pro-

vide five ‘methods’ and support alternative methods,

‘‘provided that they have a sound statistical basis’’.

The ISO guide 43 [1] states the following:

‘‘The following statistics may be appropriate when

assigned values are determined by consensus techniques:

i) mean, which may be weighted or transformed (e.g.

trimmed or geometric mean)

ii) median, mode or other robust measure.’’

The recommendation in the harmonised protocol for

proficiency testing [3] is more restrictive:

‘‘Even when uncertainty estimates are available,

unweighted robust methods (i.e. methods taking no

account of the individual uncertainties) should be used

to obtain the consensus value and its uncertainty [...]’’

It is clear that the guides do not agree upon the use of the

uncertainties provided by the expert laboratories. In our

opinion, the laboratories should (try to) provide complete

and realistic uncertainty budgets. Their use in the relative

weighting of the data should depend on the degree of

reliability that is reached in the uncertainty assessments.

In this work, the case is considered in which the reference

value is calculated from a few data. It could also be applied in

cases where there are many data, as an alternative to other

robust measures like, e.g., the median. For the assignment of a

reference value, a logical three-stage procedure is followed: (1)

identification and correction of errors and unrealistic uncer-

tainties; (2) detecting discrepancies and achieving consistency;

(3) establishing the reference value and its uncertainty. A
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similar structure has also been identified by others (see e.g. ref.

[4]). The most particular feature of the proposed procedure in

this work is the possibility to move smoothly between a

weighted and an unweighted mean. A flowchart of the pro-

posed procedure is supplied in the Appendix.

Stage 1: Identification and correction of errors

and unrealistic uncertainties

As the coordinator of the ILC is responsible for assigning the

reference value, one could argue that this includes checking

the experimental data provided by the laboratories. In the

first stage, he could scrutinise the data for possible errors and

in particular, check whether the stated uncertainty budget is

realistic. From experience, we know that uncertainties are

often underestimated (see e.g. refs. [5, 6]), hence unrealistic

values should be adapted. Possibly, this stage may involve

re-evaluation and/or elimination of unreliable data, and/or

initiation of additional experimental work.

Stage 2: Detecting discrepancies and achieving

consistency

Now consider a set of measurement data with their

uncertainty, as provided by the expert laboratories:

xi � ui ði ¼ 1; . . .nÞ

in which n is the number of available data, xi is the ith

measured value and ui its standard uncertainty.

It is assumed that the common uncertainty components,

e.g. related to instrument, method or basic physical constants,

are negligible (or temporarily excluded from the budget).

An ideal data set would be internally consistent, i.e. the

data scatter would not be larger than what can be expected

from the declared uncertainties. This can, for example, be

tested by calculating the Birge ratio (vn = RB):

RB ¼
sext

sint

ð1Þ

where:

• sext is the ‘external’ uncertainty:

s2
ext ¼

1

n� 1

P
wiðxi � xwÞ2P

wi
ð2Þ

• sint is the ‘internal’ uncertainty:

s2
int ¼

X 1

u2
i

� ��1

ð3Þ

• xw is the weighted mean:

xw ¼
P

xi � wiP
wi

ð4Þ

• wi is the weighting factor:

wi ¼
1

u2
i

ð5Þ

If RB B 1, one can say that the data look consistent and

move on to stage 3 of the procedure.

If RB C 1, one is probably dealing with discrepant data.

If the discrepancy is too big, one should consider looking

for outliers, possible significant mistakes (cf. stage 1),

eventually even decide to derive no reference value from

them until better information becomes available. Even

though the literature abounds in procedures to discern

possible outliers (see e.g. [7] and references in [8]), they

should be used sparingly as one can loose the ‘correct’

value and/or a clear indication of neglected uncertainty

components [8].

If the discrepancy is rather mild, one may consider using

the data after an appropriate increase of the uncertainties

(see e.g. ref. [9] for different methods). A possible way of

proceeding is to increase all reported uncertainties with a

constant a until RB B 1:

u0i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

i þ a2

q
ð6Þ

This way, at the end of stage 2, one has assured that the

data set is internally consistent. There is of course no

guarantee that all systematic uncertainty components are

covered, since common uncertainty components do not

appear from the data scatter. At least one can compensate

for overly optimistic uncertainty claims and avoid the

underestimation of the uncertainty of the reference value

that would result from them.

One should also realise that sample inhomogeneity

contributes to the possible discrepancy between expert

laboratory results. Therefore, in principle, the uncertainty

through inhomogeneity should be taken into account by the

ILC organiser before calculating the Birge ratio. By adding

this component to the uncertainties in stage 2, its propa-

gation into the reference value is already taken into account

and no further action is required in phase 3.

In this work, we define the uncertainty of the

unweighted mean, x ¼
P

xi

n :

su ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n

P
ðxi � xÞ2

n� 1

 !v
u
u
t ð7Þ

and the uncertainty of the ‘adjusted’ weighted mean:

sw ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X 1

u
02
i

� ��1
s

ð8Þ
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Stage 3: Establishing the reference value

and its uncertainty

There is no definitive rule on how the reference value has to

be derived from the data set. The median is a robust option if a

sufficiently large data set is available, but the calculation of its

uncertainty may pose a problem. The most commonly

accepted approaches are a weighted or unweighted mean. The

ideal case corresponds to the weighted mean of a consistent

data set with correct uncertainties (see e.g. ref. [10]). In

practice, the quality of the reported uncertainty is not always

at a level where it can be fully trusted for relative weighting of

data. In the extreme case that relative uncertainties are

completely unrealistic, they should be disregarded and one

should revert to an unweighted mean. We provide a formula

that covers both extremes as well as intermediate cases:

• xref is the proposed reference value, calculated as a

(partially weighted) mean:

xref ¼
P

xi � w0iP
w0i

ð9Þ

• u(xref) is the corresponding uncertainty (k = 1):

u2ðxrefÞ ¼
X

w0i

� ��1

ð10Þ

• w0i is the proposed weighting factor:

w0i ¼
u0i
S

� �a

S2

� ��1

ð11Þ

for 0 Ba B 2 and u0i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

i þ a2
p

and

• S2 ¼ n �maxðs2
w; s

2
uÞ a measure for the variance per

datum:

S2 ¼ n �max
X 1

u
02
i

� ��1

;
1

n

P
ðxi � xÞ2

n� 1

 !( )

ð12Þ

One could consider expanding the external uncertainty by a

correction factor due to the limited sample size. This is a

known procedure for the unweighted mean of Gaussian

distributed data, where the sample standard uncertainty is

multiplied with an appropriate t-factor (cf. Student’s t-

distribution). It has not been implemented explicitly in our

approach.

The presented equations for the reference value show

similarity with the Lp estimator, which calculates a mean

that smoothly varies between the sample median (p = 1),

mean (p = 2) and mid-range (p = ?) by continuously

varying the power parameter p [11, 12]. However, the

concepts are different, as the Lp estimator discards the

available information on the uncertainty of the data, while

the power parameter a in Eq. 11 controls the influence of

the assigned uncertainty on the weighting factor.

One can easily recognise the special case of a fully

weighted mean (a = 2):

w0i ¼
1

u0i
S

� �2

S2

¼ 1

u
02
i

ð13Þ

leading indeed to the known uncertainty formula for a

weighted mean:

u2ðxrefÞ ¼
X 1

u
02
i

� ��1

¼ s2
w ð14Þ

By fulfilling the condition that RB B 1 in Eq. 1 (using

w0i instead of wi), one makes sure that the uncertainty on

the reference value cannot be smaller than what follows

from the observed spread of the data.

Also the case of an unweighted mean is easily obtained

(a = 0):

w0i ¼
1

u0i
S

� �0

S2

¼ 1

S2
¼ constant ð15Þ

with the required uncertainty value

u2ðxrefÞ ¼
X 1

S2

� ��1

¼ S2

n
¼ maxðs2

w; s
2
uÞ ð16Þ

In this case, by the definition of S, one avoids that the

uncertainty goes below that of the weighted mean, i.e. what

follows from the stated uncertainties.

Depending on the trust that one has in the uncertainties

reported by the reference laboratories, one shall decide on

full, partial or no weighting for calculating the reference

value and its associated uncertainty. In some cases one

will find an intermediate correlation between the devia-

tions, (xi – xref), and the corresponding uncertainties, ui
0,

and decide to use, e.g., u
0�1
i as a relative weighting factor

rather than u
0�2
i : This is achieved by applying a = 1 in

Eq. 11. Such an approach would be well-founded, for

example, in the field of primary standardisation mea-

surements of (radio)activity, as a systematic study of all

available data in the Key Comparison DataBase (BIPM,

Paris) shows that the deviations are rather proportional to

u0.5 than to u [5].

At this point, the uncertainty u(xref) is complemented

with the uncertainty components that have up to now

been taken out of consideration, such as common

uncertainty components and instability of the material

[13]. The expanded uncertainty of the assigned value is

obtained by multiplying the standard uncertainty u(xref)

by a coverage factor k, depending on the required level

of confidence:

U xrefð Þ ¼ k � u xrefð Þ ð17Þ
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Hypothetical example

Initial stage

Consider a hypothetical ILC that is supported by experi-

mental data of the measurand by three expert laboratories

(see Fig. 1a):

x1 ± u1 = 80 ± 20

x2 ± u2 = 108 ± 1

x3 ± u3 = 95 ± 10

Stage 1

Experts scrutinise the data and find the uncertainty u2

unrealistically low, as the best attainable uncertainty is

estimated to be u2 = 5. The data set is adapted accordingly

(Fig. 1b).

x1 ± u1 = 80 ± 20

x2 ± u2 = 108 ± 5

x3 ± u3 = 95 ± 10

Stage 2

The weighted mean and the internal and external uncer-

tainties are calculated:

xw = 104.2

sext = 5.2

sint = 4.4

su = 8.1

The Birge ratio, RB = 1.2, is slightly larger than one.

Hence, we may have a discrepant data set. The data are

scrutinised again, but one finds no apparent mistakes. Now

the ILC coordinator decides whether to proceed with the

exercise and to assign a reference value or not. He decides

to add a constant a to the uncertainties in order to reduce

RB to 1 (see Fig. 1c).

a = 6.5

x1 ± u1 = 80 ± 21

x2 ± u2 = 108 ± 8

x3 ± u3 = 95 ± 12

Obviously, the increase has the highest effect on the lowest

reported uncertainties. One gets new characteristics:

xw = 101.6

sext = 6.4

sint ? sw = 6.4

su = 8.1
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Fig. 1 a Hypothetical measurement results xi provided by the n
expert laboratories (i = 1,...,n). Error bars refer to standard uncer-

tainty. b Data after correction in stage 1. c Data after adjustment of

uncertainties in stage 2
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The ILC coordinator decides not to increase the uncertain-

ties even more to include a possible systematic error, as he

suspects that the main problem was in the incompleteness

of the (random components of the) uncertainty budget.

Stage 3

The (partially) weighted mean and uncertainty are calcu-

lated for different a-values (see Fig. 2a).

a = 0: xref ± u(xref) = 94 ± 8

a = 1: xref ± u(xref) = 98 ± 7

a = 2: xref ± u(xref) = 102 ± 6

The uncertainty on xref does not vary much as a function of

a because a significant value of a had to be added to the

experimental uncertainties in stage 2, in order to reach the

condition RB = 1. The ILC coordinator has moderate trust

in the relative uncertainty and takes the partial weighting

result for a = 1.

What if...?

• What if one does not correct for the uncertainty in stage

1?

Then RB = 1.34, one increases the uncertainties by a = 7.5

and the final result, xref ± u(xref) = 99 ± 7 (for a = 1), is

still comparable to the previous result, xref ± u(xref) = 98

± 7 (for a = 1).

• What if one does not add a constant uncertainty a in

stage 2?

There is a significant difference between weighted and

unweighted mean (Fig. 2b).

a = 0 : xref ± u(xref) = 94 ± 8

a = 1: xref ± u(xref) = 100 ± 6

a = 2: xref ± u(xref) = 104 ± 4

One finds that the uncertainties are lower, in particular

when weighting is applied. The latter is because then, the

result relies more on the most ‘accurate’ data. The risk for

underestimation of the uncertainty becomes quite high.

Clearly, the ‘weighted’ uncertainties for a = 6.5 are more

conservative, hence less likely to be underestimated.

• What if the methods have a common (systematic)

uncertainty component?

The uncertainty budget of the measurements contains

independent (random) components as well as common

(systematic) uncertainty components. When checking for

consistency, one should compare the data scatter with the

random components only. If necessary, this part of the

uncertainty should be increased to reach internal consis-

tency. The adapted random variance propagates with a

reduction factor equal to the number of measurements. The

common uncertainty components, on the other hand, are

added entirely and independently to the uncertainty of the

reference value (see e.g. ref. [13]).

• What if we combine several results from different

methods?

The data can be treated in groups, one group combining the

results of similar methods (see also ref. [14]). A single

value and uncertainty can be calculated for each group and

then be treated as independent values. By doing proper

uncertainty propagation for the mean within and among the

groups, one will also take into account the reduction in

uncertainty that was realised by having redundancy of

measurements.
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Fig. 2 a Calculated reference values, xref, and uncertainties for the

data in Fig. 1, applying different a-values in stage 3; a = 0

corresponds to the unweighted mean and a = 2 to a (fully) weighted

mean. b Same as above, assuming that in stage 2, the uncertainty has

not been artificially increased (a = 0)
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Conclusions

The proposed procedure yields in a harmonised way, a

statistically acceptable reference value and uncertainty

from a few experimental data. Yet, it leaves room for

interpretation and scrutiny of the data by expert

metrologists, as well as freedom in the choice of relative

weighting of the data.

Appendix

Flowchart
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