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Abstract Conceptual models represent the Organizational

domain for which an information system is developed.

These models are important tools in defining the

requirements for the system. When describing an Orga-

nization or part of it, a key concept is the notion of roles

played by actors in the domain. Actors in an Organization

act in various roles, hence, showing that roles in a con-

ceptual model can promote understanding of how the

Organization works. However, despite the importance of

roles in understanding Organizations and their prevalence

in various aspects of information systems development,

no consensus exists on what roles are, or how to represent

them in conceptual models. In this paper, we formally

define role as a conceptual modeling construct based on

literature analysis, ontological concepts, and principles of

classification. Using this definition, we derive guidelines

for representing roles in conceptual models and suggest

rules for modeling roles with the widely used extended

entity-relationship grammar. Finally, we test the effec-

tiveness of the modeling rules by conducting an experi-

mental study to compare the domain understanding of

readers using two types of conceptual modeling scripts.

One script was obtained by violating the rules and the

other by not violating the rules. We obtained data on

domain understanding (using problem-solving questions)

and on the process of understanding (using eye tracking).

The results indicate that the role-based rules are not only

useful for understanding the models but also provide

direct clues as to why this is so.

Keywords Roles � Conceptual models � EER � Eye
tracking

1 Introduction

Because any information system (IS) is built upon a model

of a domain [1], IS professionals have long stressed the

need to construct such models well [2]. In this paper, we

focus on the construction of conceptual models, also

known as conceptual modeling scripts. Conceptual models

represent the domain supported by the IS independent of

implementation details [3], with the goal of improving

stakeholders’ understanding of the domain [4].

Requirements engineering researchers have long been

interested in the use of conceptual models in requirements

engineering [5, 6], their appropriate formulation [7, 8], and

their empirical evaluation [9, 10].

The general purpose of our study is to test a method for

improving the ability of a conceptual model to represent a

domain, thereby improving stakeholders’ domain

understanding.

Conceptual modeling has long been a key topic in

research and practice [11, 12]. Originally, modelers

focused on technical aspects. For instance, data modelers

‘‘concentrated on the physical structure of databases [rather
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than] user’s perception[s]’’ [13, p. 155]. Over time, how-

ever, modelers began to focus more on the real-world

domain being modeled. For instance, rather than focusing

on features of databases, such as relations/keys, Chen’s

[14] ER grammar focused on features of the real world,

such as entities, attributes, and relationships. Other

researchers extended this idea, suggesting that semantic

data models should model other features of the real world

as well, such as parts and wholes (aggregation) and classes

and subclasses (classification) [13, 15]. Outside the data-

base field, researchers began modeling additional real-

world concepts, such as goals [16].

As Hull and King [13, 15] asked, how can one determine

the relevant set of real-world concepts for a grammar? This

has been the driving question for over 20 years of research

on the ontological foundations of conceptual modeling

[17, 18]. Such researchers have used ontological theory to

describe what real-world concepts are likely to be salient in

a given domain [19] and how best to define and use con-

structs such as classes [20], attributes [21, 22], and rela-

tionships [23].

We extend this line of work by examining the concept

of a ‘‘role’’. Specifically, we study the representation of

roles in conceptual modeling. This concept differs from

those examined in past ontological work which mostly

focused on well-known data modeling constructs such as

classes, attributes, and relationships. The concept of a role

is less well known in conceptual modeling and, we argue,

greatly underemphasized relative to its real-world

importance. To our knowledge, there are currently no

clear guidelines for modeling roles. We extend past work

by formally defining the concept of a role, and we pro-

pose the first method for representing roles clearly and

explicitly in conceptual models. Our method is powerful

in that it allows modelers to show several characteristics

of roles that are known to be critical but that cannot be

shown clearly and explicitly with existing modeling

approaches. Moreover, our method can be applied without

changing the syntax of existing modeling grammars. The

specific purpose of our study is to propose this new

method and test whether it improves Individuals’ domain

understanding.

Our paper is structured as follows. In the next section,

we provide some background on the concept of roles and

approaches for modeling them. The subsequent section

formalizes the notion of role in light of ontological theory

and classification theory. We then propose our method for

modeling roles and describe an experiment we conducted

to test it. After discussing the results of the experiment,

which support our method, we discuss the implications of

our study and conclude the paper.

2 Background

It is difficult to overstate the importance of understanding

roles. Biddle [24, pp. 67–68] writes that roles are ‘‘one of

the most important characteristics of social behavior,’’

Walsh and Ungson [25] write that roles are the ‘‘key

constituents of Organizational structure,’’ and Steimann

[26, p. 102] writes that ‘‘[t]he concept of role is such a

fundamental one that it is hard to avoid it when talking

about the world.’’ Our paper is motivated by the belief that

existing conceptual modeling grammars do not do justice

to the importance of roles in Organizations. We focus on

models of the static structure of a domain, sometimes

called conceptual data models. We recognize that roles are

also relevant for models of dynamics. For instance, busi-

ness process modelers can use the ‘‘lane’’ and ‘‘pool’’

constructs to describe different roles in a business [27].

However, these constructs capture only a partial view of

roles; they do not support modelers in showing that

instances acquire different properties when interacting in

different roles, that different types of actors can play the

same role (e.g., a customer can be an Individual or a

company), or that a single type of actor can have different

roles. While we believe that the role concept is under-

studied in all conceptual modeling grammars, we focus on

models of static structure for reasons of scope; future work

could supplement ours by focusing on models of the

dynamics of a domain.

Our argument is not that there are no concepts for rep-

resenting roles in conceptual data models. Indeed, we will

show that modelers can use existing data modeling con-

cepts to show roles. Rather, there are two problems.

The terminological problem is that there are existing

methods for representing roles, but these methods do not

represent the true nature of a real-world role; they are

modeling something else. For instance, Chen [14] included

roles in his original ER specification. However, Chen’s

roles mean something else—they are just annotations that

help clarify the semantics of relationships. As he explained

(p. 12): ‘‘the role of an entity in a relationship is the

function that it performs in the relationship.’’ This defini-

tion is widespread in conceptual data modeling, e.g., in

EER and UML [28]. Such a definition is problematic as it

can easily include phenomena that are not really roles.

Consider the Object-Role-Modeling grammar (ORM).

While ORM goes further than ER grammar by having a

specific construct to represent roles, ORM still defines roles

in the same way—as a description of a relationship

[29, 30]. For instance, an ORM modeler can specify the

role ‘‘has’’ between an object and a value of one of its

properties. As will become clear in the next section, this
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simply does not represent the true nature of a real-world

role.1

In addition to this terminological problem, the sub-

stantive problem is that there is no detailed method for

representing roles clearly and explicitly in conceptual data

models. As a result, there is no way for readers of con-

ceptual models to know what to look for in a conceptual

model if they want to learn about roles in a domain. Given

the importance of roles in Organizations (as noted above),

this means that conceptual models are currently not as

informative as they should be. To illustrate the lack of

guidance in the literature, we checked ten database text-

books for guidance on modeling roles. As Table 1 shows,

none of them offered guidelines for modeling roles. Only

one of the ten text books contained patterns for modeling

roles, but even in this case, the patterns alone were

insufficient.

Thirty years ago in sociology, Biddle [24] made a

similar argument to us—that the role concept was widely

used, but only superficially; it needed to be defined more

clearly and studied more deeply. Steimann [31] was per-

haps the first to state this in conceptual modeling, and he

and others highlighted the lack of consensus on what roles

are, the lack of an accepted definition of roles, and the lack

of guidance for modeling them [28, 32–34]. We address

this problem by defining roles and providing and testing the

first theory-driven method for representing them in con-

ceptual models.

3 Defining roles

The aim of this section is to provide a definition of the role

concept for conceptual modeling. We begin by referring to

generally accepted characteristics of roles. We then apply

principles from ontology and classification theory to define

a role concept that possesses these characteristics.

3.1 Characteristics of roles

A major challenge when piecing together the literature on

roles is that different authors emphasize different aspects of

roles. Based on our review of the literature, Table 2 lists

five characteristics of roles that are generally accepted in

prior work, particularly in the IS/IT fields. Our aim in this

section is to synthesize these aspects of roles into a

working definition of the role concept. We then formalize it

in the subsequent section.

In essence, roles tend to be viewed in the literature as

abstractions that define common behavioral properties held

by instances of classes. These behavioral properties are

associated with relationships among instances in the

domain, i.e., interactions of instances with instances of the

same or other classes. Past literature stresses the need to

understand these interactions—a point that we emphasize

and formalize in this paper. For instance: (a) because

interactions can start and cease to exist, roles can be

acquired and lost (for example, the appearance and disap-

pearance of attributes is mentioned in [14]); (b) because an

instance can interact with several instances, in different

ways, an instance might possess more than one role at a

time, and a hierarchy of roles and sub-roles may exist; and

(c) because instances of different classes can be engaged in

the same type of interaction, a given role can be fulfilled by

instances of different classes. These three implications

suggest a strong conceptual distinction between roles and

classes. While accepting this view, research has not yet

reached a clear understanding of how best to represent this

difference in conceptual models [28, 44, 45, p. 106]. For

instance, the common method for showing roles in the ER

grammar (as annotations on relationships) does not fulfill

the requirements noted above because there is no way in

such an approach to show that instances of different classes

can participate in the same role, nor that a hierarchy of

roles can exist.

To overcome the lack of a generally accepted definition

of the role concept in the literature [34, 45], we now draw

on these five characteristics of roles to suggest a working

definition of the role concept:

Working definition For modeling purposes, the con-

cept of a role can be viewed as a set of relational

properties that reflect interactions among instances of

one or more classes.

3.2 Formalizing the definition of role using ontology

and classification theory

We use ontology and classification theory to formalize

roles. We use ontology because it deals with the structure

of reality and the meaning of real-world concepts [53, 54].

We draw on classification theory because it explains how

people conceive of classes [20, 55].

We use a set of concepts adapted from Bunge [56], a

widely used ontology in IS research [17, 57–59]. Bunge’s

ontology is useful because it offers detailed treatments of

two concepts that are helpful for defining roles: functional

schema and interaction.

1 Note that this is not a criticism of ORM. ORM provides a

comprehensive data modeling approach. The approach offered in this

paper, in contrast, is focused specifically on modeling roles.

Moreover, it is important to note that even if these role annotations

in ER diagrams and ORM diagrams did reflect the true nature of a

real-world role (which they do not), they are frequently omitted in

practice (e.g., [8, 25]).
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According to Bunge’s ontology [56], the world is made

of things that possess both intrinsic properties (such as a

Person’s age) and mutual properties (that exist between

two or more things, such as a Person’s salary, mutual to the

Person and an Organization). The values of properties

obtained reflect human views of similar things. The rele-

vant properties of a thing are modeled in terms of a set of

attributes or state functions. The set of attribute functions

chosen for a given purpose is termed a functional schema.

Definition A functional schema of a thing x is a pair

hM, Fi such that M is a set and F is a set of functions:

F = hF1, …, Fni ? :M ? V1 � … � Vn. A component

in the functional schema is a view of a property.

M typically designates times where properties are

observed.

A thing is said to act on another thing if the first affects

the state of the other. Two things are said to interact if at

least one acts on the other. The action of one thing on

another is manifested via mutual properties which affect

the functional schema—set of properties of interest. Hence,

interaction would be manifested as changes of functional

schemata where the changed attributes reflect the mutual

changed properties.

The concept of interaction can be formally defined as:

Definition Given things x and y, the set of states of y if

x is available is different than the set when x is not

available.

The changes can be modeled as changes in the

functional schemata of the things involved in the interac-

tions (x, y). Since the added state functions depend on both

x and y, they reflect mutual properties.

We will use the concepts of interactions and functional

schema to formalize how roles are defined. Prior work has

proposed that the relationship concept in semantic data

models (such as the ER model) and the association con-

struct in UML could be used to reflect the ontological

notion of an interaction and that modelers should attend to

the properties that can be acquired (or lost) when interac-

tions occur (or cease) [23, 60].

Table 1 The lack of guidance for modeling roles in ten data modeling texts

Reference Does the text propose one or more specific patterns for modeling

roles?

If yes, does the text offer a guideline that

consistently produces the proposed pattern?

Hoffer et al. [35] No NA

Pratt and Adamski [36] No NA

Hoffer et al. [35] No NA

Kendall and Kendall [37] No NA

Ponniah [38] No NA

Rob and Coronel [39] No NA

Connolly and Begg [40] No NA

Dietrich and Urban [41] No NA

Umanath and Scamell

[42]

No NA

Elmasri and Navathe [43] Two patterns used for modeling roles. Roles are sometimes

modeled as we do later in this paper (Fig. 3) and other times

differently (as in Fig. 2b)

No explanation or guideline is given for when

to use a particular pattern

Table 2 Generally accepted characteristics of roles

Characteristic of roles Description/explanation Relevant

citations

Roles are abstractions A role defines some common properties of instances [32, 46]

Roles are assigned to instances of some

classes

A role can only materialize when the relevant properties are acquired by instances

of a class

[33]

Roles imply relationships with other

objects

The behavior of object fulfilling a role is manifested in its relationships to other

objects

[47–49]

Roles involve interactions Roles reflect interactions of instances with other instances [45, 50, 51]

Roles are not tied to a specific class The same role might be assigned to instances of different classes [52]
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We add to our definition insights from classification

theory. In classification, Individual things are conceived in

conceptual models as instances of classes [20]. Hence, we

define roles by considering instances of classes that might

be interacting. Specifically, a role reflects interactions of an

instance of a class with some other instances (which might

belong to the same or other classes). Thus, an instance will

acquire a role when it actually interacts with another

instance (of the same or another class).

Drawing on these ideas from ontology and classification

theory, we propose that a role can be defined in terms of

mutual properties acquired by some instances of a class

when they engage in interactions. When the interactions

cease, the associated mutual properties will also cease,

manifesting the loss of roles. Thus, we define: ‘‘for mod-

eling purposes, a role can be viewed as a functional

schema whose functions represent mutual properties aris-

ing out of an interaction among instances of one or more

classes.’’

The link between relationships, interactions, and roles

helps define roles formally:

Definition Two base classes exist (they can be the same)

which has things x and y.

A possible interaction can exist between the base

classes.

An interaction between at least one thing (y) and the

affected thing (x) is manifested by:

(1) A subclass of the things in x which have additional

mutual attributes to their schema due to interaction

with y.

(2) A way to indicate the additional mutual properties

that occur in the interaction.

We note that implied in the definition is that the instance

(x) to which a role is assigned can come for one or more

classes. For example, a customer can be an interaction with

a Person or with an Organization. In both cases, the

interaction will add the same mutual properties to the

affected instance.

We link this definition to the five properties described in

Table 2. First, roles are possible interactions. Thus, they

are an abstraction of instances. Second, roles are assigned

to instances (x). Third, roles can only exist if the affected

instance (x) is involved in interaction with a thing from

another base class. Finally, the same role can be applied to

instances of different base classes.

Our definition affords a clear distinction between clas-

ses, base classes, roles, and role subclasses. A class reflects

a set of instances with common properties. While in

Bunge’s ontology it is called a kind (which generalizes a

class to more than one property), we have used the notion

of base class, to separate the idea from a role. However,

roles are kinds which have properties of the base class, and

additional mutual properties attached to them. Using a way

to show the additional mutual properties is creating a sub-

kind of the original base classes.

We use the term base class to refer to a class whose

instances might engage in an interaction. A role cannot

have instances fulfilling it unless instances exist that can

engage in that interaction. Thus, the instances of a role are

instances of one or more base classes that have additional

mutual properties that reflect interactions. Because all these

instances have the same properties, they are a subclass of

the base class. We term this subclass the role subclass of

the base class. That is, our definition implies that role

subclasses are subclasses that inherit properties from both

classes and roles. Our working definition and our formal

definition also highlight the importance of understanding

interactions if one is to understand roles. Accordingly, the

method we propose in this paper and the empirical

approach we adopt to test it (described later) focus espe-

cially on how interactions are modeled and understood.

To illustrate our definition, consider Fig. 1. It shows

how each Person has the attributes Name and Address.

A Person who assumes an Employee role will acquire the

attributes Salary and Starting_Date—mutual properties

with an Organization. A Person can also assume the role

student and acquire the attributes Number_Of_Courses and

Registration_Date—mutual properties with a university.

Finally, he or she can become a customer and acquire the

attributes Account_No. and Discount_Privilege—mutual

properties with a vendor. An instance can even have two

roles reflecting different interactions with the same

instance, e.g., a Person can be an Employee and a student.

In Fig. 1, the Person class is the large circle with its

intrinsic attributes. The other three circles reflect the

mutual properties arising from each type of interaction.

A functional schema to model the role in Fig. 1 must

represent these acquired properties and associate them with

the appropriate classes such as Person, Organization, and

vendor. The purpose of our next section is to present a

Name
Address 
(Person) 

AccountNo.
Discount_Privilege 
(Customer Role) 

Number_Of_Courses
Registera�on_Date
(Student Role) 

Salary
Star�ng_Date
(Employee Role) 

Fig. 1 A Person possesses several roles
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method that can help modelers to meet this requirement in

extended ER models (EER).

Figure 1 is a general description of how to model roles.

However, we need to define parts more specifically. In

particular, we do not indicate in this figure where a role can

be attached to a member of the base class more than once

(e.g., several Organizations the Person works for). We will

explain how this can be done together with how to repre-

sent roles using the extended entity relationship model.

4 A method for modeling roles in the EER
grammar

Because there is no existing specific graphic notation to

model roles, we examine the use of the EER grammar to do

so. It is important to note that this is different to using the

EER to model data for an operational database. Rather, we

are studying its use as a graphic method for including roles

in conceptual classification.2

There are three reasons for using the EER. First, the

original ER model is the most widely used conceptual

modeling grammar [12, 61], but as we will show, existing

approaches for modeling roles in ER scripts introduce

construct overload, offering us an opportunity to improve a

widely used grammar. Second, the extended ER model

(EER) introduced more concepts to the original ER model,

such as supertypes, subtypes, parts, and wholes [62], which

improved its ability to ‘‘capture an accurate representation

of reality’’ [63, p. 197]. Because of its emphasis on

semantics, it is a very suitable grammar for our study.

Third, other researchers have also examined an EER

grammar [23, 64], thereby allowing us to contribute to its

improvement through cumulative progress.

At present, there are two approaches for modeling roles

in the EER grammar:

• The explicit approach is to annotate a relationship to

describe the role that an entity type plays, following

Chen [14] (Fig. 2, left panel). It is explicit because the

annotation is used solely for stating roles. Unfortu-

nately, this explicit approach is an ineffective way to

represent roles because it is far too general (as not all

relationships reflect roles3) and because it does not

allow modelers to show key characteristics of roles

noted earlier (e.g., role hierarchies and roles with

multiple participating classes).

• The implicit approach is to show roles via subclasses

(Fig. 2, right panel). It is implicit because there is

nothing in the grammar or script that states that the

subclass represents a role. Rather, the reader must infer

this from the script, based on his/her knowledge of the

domain shown in the script. The implicit approach is a

more reasonable basis for showing roles than the

explicit approach because, at least a priori, it would

seem able to show some of the characteristics of roles

noted earlier. For instance, one could use a hierarchy of

subclasses to show that multiple classes play the same

role or that roles have different subtypes (e.g., one

could extend the script in the right panel of Fig. 2 to

show different subtypes of Employee). Nevertheless,

we will show in our subsequent analysis that the

implicit approach is deficient compared to the method

that we will offer.

How can one design a method for modeling roles?

Because the key components of a conceptual modeling

grammar are constructs and syntactic rules for combining

them [65], a conceptual modeling method must involve

both aspects. Intuitively, therefore, three approaches could

be taken to develop a method for modeling roles: (1) a new

method could be created with new constructs and rules, (2)

an existing method could be altered substantially by adding

new constructs and rules, or (3) an existing method could

be altered only moderately by adding new rules that allow

modelers to use existing modeling constructs to model new

concepts or situations in a domain. This third approach can

be achieved by combining existing constructs in specific

ways, thus defining ‘‘patterns’’ of the grammar constructs.

Recent work on the development and refinement of mod-

eling methods has used the third approach [19, 66]. We do

likewise, to build upon that work. Rather than modifying

the grammar’s constructs or its syntactic rules, this third

approach involves adding semantic (mapping) rules for

representing specific concepts or situations in a domain. In

short, our method for modeling roles involves a new set of

rules that can be applied to model roles using existing EER

constructs and syntax. The advantage of this approach is

that it does not require any change to existing modeling

infrastructure (e.g., no changes to EER CASE tools). Thus,

if it proves to be effective, it can be adopted in practice

quite quickly; it simply involves training modelers in the

new rules.

Using the concepts defined earlier to explain the use of

roles (base class, role subclass, and interaction), we pro-

pose a set of rules for modeling roles in EER. These rules

allow modelers to show roles in EER models using three

constructs in the existing EER syntax [63, p. 197]: entity

type (originally termed entity set), relationship, and subset

hierarchy. In a subset hierarchy, instances of an entity type

2 Although we focus on EER, our proposed method could also be

adapted quite easily to other approaches such as UML class diagrams

when used for conceptual modeling.
3 For example, one could add a label such as ‘‘is a part of’’ between

two entity types (e.g., wood and building), but this would not reflect a

role in our definition. Only some relationships, not all, reflect roles.
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can be partitioned into overlapping sets, each considered a

subset entity. It is again important to indicate that these are

not modeling data for database design, but a conceptual

model to include roles.

Table 3 presents the guidelines together with examples.

The rules imply that roles are not modeled separately,

but rather as a role subclass of the base entity type(s). This

reflects the observation that a role can only exist if there are

base classes whose instances can assume the role, just as

only classes with instances should be modeled [20]. The

interaction is shown between the subclass that fulfills the

role (Employee is a subclass of Individual) and the other

(which could be the same) class. This is in line with earlier

proposals to model only mandatory relationships [23].

Following Bera et al. [19], we refer to EER models that

follow all the rules as guided scripts and those developed

with violations as unguided scripts.

We note that EER could include mapping ratios between

elements of the diagram. We make notes related to the use

of these cardinalities to enhance the semantic meaning of a

role diagram below.

Figure 3 shows a guided script of the employment sce-

nario that follows the proposed rules. It shows that

Employees are Individuals who have a specific interaction

with an Organization—that of working with it. It also

shows that several mutual properties, such as date of hire,

emerge when an Individual becomes an Employee.

We note three aspects of Fig. 3 that show the effect of

our proposed method. First, the relationship is not drawn

between Individual and Organization. This is because the

relationship reflects an interaction associated. The link

between relationships, interactions, and roles, noted above,

helps us to extend these ideas to model roles formally as

indicated above (Sect. 3.2).

Only instances of the base class that are in the role will

have the interaction (mutual properties). Moreover, if the

relationship was linked to the Person class, a modeler

would need to show that the relationship and mutual

properties are optional, conflicting with proscriptions

against them [22, 23, 55].

Second, note that we use the entity type (class) symbol

to represent a role. This is because a role reflects a subset of

entities that engage in interactions. One could argue that

we have used the same symbol (a subset entity) to reflect

two types of phenomena—base entity types (such as Indi-

vidual, some members of which might engage in interac-

tions) and roles (such as Employee), thereby creating

construct overload [17]. However, the potential overload in

Fig. 3 is alleviated by the subtype symbol. This might not

be the case in larger scripts that include multiple subtypes,

as an entity type can be a subtype without being a role (e.g.,

a cat is a subtype of mammal, but it is not a role). However,

our rules alleviate construct overload by omitting attributes

from the role subclass. That is, our rules imply the fol-

lowing modeling convention:

Entity symbols that represent base (‘‘real’’) entity

types will have at least one attribute. Entity symbols

which represent roles will have no attributes.

Because properties of a role are only mutual (relational)

properties, we show those in the relationships that represent

the interactions. Hence, there is no need to show the

properties of roles separately. Thus, our modeling con-

vention avoids the need to introduce a special new symbol

(e.g., an octagon) to show roles, and enables practitioners

to continue to use existing syntax.

Thus, in models that follow our guidelines, entity types

that reflect roles will:

(1) be shown as subset entities,

(2) be related to other entity types, and

(3) not have attributes.

All other subset entities must have at least one attribute.

Third, note that our rules could imply a potential

increase in the number of classes (entity types) shown in a

script. This is because our rules imply that a role subclass

cannot be shown on its own. Rather, the rules force mod-

elers to show a role subclass with its base classes, and to

show the (potentially other) class that the role subclass

interacts with by virtue of the role. Consider Fig. 4. The

A Explicit Approach (Annotating Relationships, per 
Chen [14]

* Role shown by annotations ‘Employee,’ ‘Employer’

B Implicit Approach (Using Subclasses)

Person
Name, Age, 
Salary 
(op�onal)

works Organiza�on
Name

Employee Employer

Employee

Salary

works
Organiza�on

Name

Person

Name, Age

Fig. 2 Modeling roles in EER [example adapted from 43, p. 84]

Requirements Eng (2018) 23:465–491 471

123



left column, adapted from Teorey et al. [63, p. 197], shows

Faculty (with attribute Rank) as a subset of Person (with

attributes Name and SSN). Our rules suggest that this

model would be inadequate if it aimed to show that a

Person can have the role of a faculty member. To show that

a faculty member is a role, a modeler would have to

include an interaction (shown as a relationship) with

another entity type, such as an ‘‘appointment’’ with a

university. The right side of Fig. 4 indicates how this

would be modeled according to our rules, with the addition

of two entity types (classes). Our argument is not that the

script on the right of Fig. 4 is more appropriate for every

task. Rather, we argue that the script on the right is

preferable if the purpose is to show a role to support

domain understanding. This follows Bera et al.’s [19]

suggestion that visual models should reflect the salient

aspects of a domain for the task being considered.

Overall, our rules imply that if domain understanding is

the goal, a conceptual modeling script of a domain in

which roles are salient should show all of the following

four concepts: the base class(es) whose instances can

engage in interactions, the roles, the interactions, and the

Table 3 Rules for modeling roles in EER

No. Rule Example EER notation

1 Given a set of entity types, identify those

types whose instances might interact.

Each of these types will be viewed as a

base entity type

‘‘Person’’ and ‘‘Organization’’
Person Organization

2 Identify and model the attributes of the

base (original) entity types (as is

traditionally done in conceptual data

modeling)

‘‘Name’’ and ‘‘Address’’ are the

attributes of ‘‘Person’’ and of

‘‘Organization’’

Organization
Name

Address

Person
Name
Age

3 Model the role as a subset entity of one

of the interacting entity types. The

resulting subset entity type will not

include properties (as the properties are

inherited from the base entity type).

Specialized roles (e.g., manager as a

subset of worker) will involve

interacting entity types that are

themselves roles

‘‘Employee’’ entity type is a subset entity

of ‘‘Person’’ entity type
Person

Name 
Age

Employee

Worker

Manager

4 Model the interaction as a relationship

between the role entity type (which is a

subset entity of an interacting entity

type) and the other entity type

‘‘Employee’’ entity type has a

relationship ‘‘Works’’ with an

‘‘Organization’’ entity type. It could

also be that ‘‘Person’’ is the ‘‘other’’

entity type

Works

Employee

Organization

5 Model the mutual properties that reflect

the interaction as attributes of the

relationship

‘‘Works’’ has the attribute ‘‘Date of

Hire’’

Works
Date_of_Hire

An entity type (set of instances or a role) can participate in more than one role

* We do not designate the arrow from base class to role, as is implied by the meaning of the role concepts

Fig. 3 EER script showing Employee as a role of a Person

472 Requirements Eng (2018) 23:465–491

123



mutual properties emerging out of the interaction related to

each role. Unguided models often show only some but not

all of these concepts. Of these four concepts, the interaction

construct is particularly crucial because it serves as the

bridge between the role and the base class.

As indicated above, we could use cardinalities to indi-

cate more semantic information about roles. For instance,

using the example of the right side of Fig. 4, assume:

• University is linked to Appointment as: University

\N:M[Appointment

• Person is linked to the role class as: Person \P:Q[
Faculty.

With this example, the meaning of M, N, P, and Q can be

provided as per Table 4.

Overall, while the use of cardinalities can make roles

more expressive, the use of cardinality is not necessary for

modeling roles. Thus, they are not part of our role mod-

eling guidelines, and they are not included in our experi-

ment in the next section for this reason (for a similar

approach, see [67]). Future research, however, could use-

fully examine how to apply the role modeling guidelines in

different cardinality scenarios. In addition, while we did

not include examples here, several base classes could be

linked to one role, e.g., Individual and company are two

types of customer. More detailed diagrams elaborating this

example are provided in ‘‘Appendix 1’’.

In summary, we have drawn on ontological theory and

classification theory to offer a formal definition of roles

that synthesizes together key aspects of roles in the liter-

ature and propose the first method for representing roles in

conceptual models. According to Gemino and Wand [9],

researchers can evaluate such a method in two general

ways: (1) a ‘‘write’’ task that examines modelers’ ability to

use the method to represent role situations, or (2) a ‘‘read’’

task in which we examine whether scripts that comply with

the method improve users’ understanding of a domain. For

reasons of scope, we focus on the second approach alone in

the next sections. However, to provide some comfort

regarding the first type of evaluation, we show in ‘‘Ap-

pendix 1’’ that the method is capable of representing a wide

range of ways in which roles can be salient in a domain.

5 Testing the effectiveness of the method: a two-
part experiment

The modeling rules we proposed above are intended to

guide modelers in representing situations where roles are

salient. We evaluated the method experimentally by com-

paring the domain understanding obtained by readers using

a guided conceptual modeling script to that of readers using

an unguided script. We used a between-groups design such

that each subject received either a guided or unguided

script, based on random assignment. We obtained two

types of data: One focused on the product of understand-

ing, and one focused on the process. Because the purpose

of a conceptual model is to help stakeholders to understand

a domain [4], the relevant product is the understanding of a

domain that readers gain from a script. To test domain

understanding, we use inferential problem-solving ques-

tions, following Mayer [68] and prior IS studies

[19, 69, 70]. To test the process of understanding a domain

from a script, we use eye tracking. Several studies have

used verbal protocol analysis to study this process

[19, 71–73], but this has several limitations, discussed

later. Eye tracking allows us to overcome some of these

limitations but has very rarely been used in IS research.

The data for both sets of comparisons (both product and

process) were obtained from the same experiment. Thus,

we describe the experiment in generic terms first and then

include specific sections to describe each one.4

Fig. 4 Modeling faculty as a

subset entity (left) versus a role

(right)

4 While it might add credibility to our results to add additional cases,

the results of a single case do show the differences we were

examining. We return to this issue when discussing future research

opportunities.
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5.1 Sample

The experiment was conducted with students in graduate

classes in Systems Analysis and Design in a Southern US

University. This sample was chosen partly for convenience

(accessibility to the University’s eye tracking laboratory)

but also because the courses covered approximately 12 h of

database concepts, such as EER models. Thus, we had

confidence that the subjects could perform the tasks in our

experiment (reading EER models) using the syntax covered

in the course. As experienced graduate students, they are

also reasonable proxies for junior professionals, allowing

us to generalize to our population of interest [74]. Thirty-

six participated in the main study out of which 18 received

the guided scripts and 18 the unguided scripts. Subjects

received a 1.5% course credit for participation. While a

sample size of n = 18 per group might appear small, it is

consistent with several eye tracking studies in psychology

[75]. Moreover, as we show later, it did not prevent us from

obtaining statistically significant results in our tests. The

main reason for a small sample size is that each subject’s

eyes need to be calibrated Individually, which takes con-

siderable time.

5.2 Treatment materials

To compare readers’ abilities to interpret guided versus

unguided scripts, some criteria have to be chosen to create

the unguided scripts. Because our method involves five

rules, violations could occur in 25–1, or 31, ways, e.g.,

violations of rule 1 or rules 1 and 2, or rules 1, 2, and 3, and

so on. For feasibility, we focused on just one comparison.

Specifically, we tested the impact of violating rule 3

(model role as a subset entity of an interacting entity) and

rule 5 (model the mutual properties that reflect the inter-

action as attributes of the relationship). We chose these

rules because they are particularly important for creating

the construct patterns that enable distinguishing roles from

other kinds of entity types. Our interest is not in the specific

difference in understanding caused by any specific

violation, but rather in the overall effect of violating the

rules (violating rules 3, 5, or both) on domain under-

standing. Thus, we compare our treatment (compliance

with all five rules) with a control group (violating rules 3

and 5). This design ensures internal validity because the

only difference between the diagrams is due to the viola-

tions of the rules. Note, however, that this design also

maintains ecological validity because the practices used in

the control group are not unrealistic with respect to prac-

tices in industry. For instance, violations of rule 5 are

similar to the ‘‘implicit’’ approach shown earlier in Fig. 2

(as they show mutual properties not on the relationship).

Meanwhile, violations of rule 3 are similar to the ‘‘ex-

plicit’’ approach shown earlier in Fig. 2, in which the role

information is limited to the relationship alone rather than

the subclass (as they do not show a role as a sub-entity). It

differs from the explicit approach in that we do not show

the explicit annotation, but this is realistic because such

annotations are often omitted in practice too (see, for

example, Chen [14], p. 19). For this reason, we do not

include role annotations in our guided scripts either.5

To illustrate the type of comparison we wish to make,

consider Fig. 5, which shows scripts that comply with rules

3 and 5 and scripts that violate them. Figure 5a and d

shows the guided version. In Fig. 5e, rule 3 (role class

exists without any attributes) is violated as the role is

indicated in the relationship (Employed_In) and not as a

separate entity. Figure 5f violates both rule 3, as the role

(Employee) has an attribute, and rule 5 (mutual properties

should reflect the interaction) as relationship (Em-

ployed_In) does not contain the mutual property (Start_-

Date) of Organization and Employee.

Although the same domain concepts appear in the gui-

ded and unguided scripts, we claim that because the

Table 4 Example of

cardinalities in Fig. 4
Values for N and M Meaning

N = 1 M = 1 One university, one job per Employee

N = 1 M[ 1 One university, more than one job per Employee

N[ 1 M = 1 Several universities, sharing one job per Employee

N[ 1 M[ 1 Several universities, could co-share job per Employee

P = 1 Q = 1 A Person can have one faculty job

P = 1 Q[ 1 A Person can have more than one faculty job

P[ 1 Q = 1 Several Persons are involved in one faculty job

P[ 1 Q[ 1 Several Persons are involved in several faculty jobs

We assume the ‘‘N’’ is linked to Organization and ‘‘M’’ to the relations of appointment

5 As one of our reviewers noted, annotations could still be useful. For

instance, annotations could be used to make guided scripts even

clearer. Alternatively, annotations could be used to overcome the

limitations of unguided scripts. The experiment reported here is just a

first step. Future studies would be needed to test these different

scenarios.
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unguided scripts do not model roles explicitly, they do not

provide a clear and accurate representation. The guided

scripts show roles explicitly because a strict convention

(subset entities that have no attributes) is used to show

them.

We note here that when using the EER to provide

understanding of roles, all rules should be followed. If they

are not followed, some misunderstanding might appear. For

example, the meaning of start date in Fig. 5b and e cannot

be fully meaningful for database design, if cardinalities are

not shown. However, when modeling roles using the rules,

start dates are always located in the relationships between a

role designator and the other base class.

We used the domain of aquarium management to

develop the EER scripts, as we felt that it would be mod-

erately familiar to subjects. Although subjects might have

visited an aquarium, we expected that they would not have

detailed knowledge of how an aquarium is managed. We

wished to avoid a very familiar domain, or a very unfa-

miliar one, because we were concerned that subjects’

domain knowledge might override the effect of our treat-

ment in such cases, biasing our conclusions (e.g., relying

solely on domain knowledge in a very familiar case, or

being unable to perform the task in a very unfamiliar case)

[64, 76–78]. The scripts were created based on a narrative

of the domain in Harrington [79]. ‘‘Appendix 2’’ shows the

scripts used in the experiment.

As explained above, the guided script complied with all

the proposed rules, while the unguided script violated rules

3 and 5. For example, in the unguided EER script (Fig. 14,

‘‘Appendix 2’’), the entity denoting the role of Veterinarian

includes the mutual property of Veterinarian and the Ani-

mals—Checkup Report. Rule 3 states that an entity that

reflects a role should not contain attributes, and rule 5

states that the relationship reflecting the interaction should

contain the mutual properties associated with that interac-

tion. The main distinction between the guided and ungui-

ded EER scripts is that the former distinguishes between

entity types that represent roles from those that represent

base classes (e.g., Animal Handler is a role, but Exhibit

Tank is not), whereas the latter does not make this dis-

tinction (e.g., Animal Handler and Exhibit Tank are both

entities, and the script does not indicate that Animal

Handler is a role).

Because the experiment investigates whether a differ-

ence in the semantics of two scripts affects readers’

understanding of a domain (in this case, semantics about

roles), it was important to control for non-semantic dif-

ferences between the diagrams that might confound the

results. One potential confound is the layout of the diagram

[72]. We therefore ensured that there was minimal differ-

ence in their layout. Essentially, the terms in both diagrams

were the same. However, two differences in the use of the

words were needed to accommodate the rules. First, the

same terms appear in different locations in the two dia-

grams (e.g., the attribute ‘‘Suggested Diet’’ appears in the

Conducts Checkup relation in the guided script, whereas

this attribute appears in the Animals entity in the unguided

script). Second, the guided script had two roles—Exhibited

animal and Quarantined animal—that were explicitly

modeled as entities without- attributes, whereas these two

roles appear implicitly in the unguided script in the rela-

tions—Are Exhibited and Quarantined (see also Fig. 6

below). Also note that the size of each entity and rela-

tionship in the guided and unguided scripts was the same

even if the information inside them was different. This

ensured that eye movement metrics could be compared

between the two groups.

5.3 Experimental task and predictions

The primary task in the experiment was to read the script of

the aquarium domain (either the guided or unguided script,

based on random assignment) and answer two inferential

problem-solving questions. These questions (shown below)

required subjects to develop creative solutions that go

beyond the semantics of the diagram.

We expected that subjects receiving the guided scripts

would perform more effectively in this task than subjects

receiving the unguided scripts. We drew this expectation

from cognitive fit (CF) theory [73] and multimedia learning

(MML) theory [19, 80]. CF theory predicts better task

performance when a representation emphasizes aspects of

the domain relevant to the task (in our case, by showing

them explicitly). MML argues that even small differences

in the material can have a significant impact on under-

standing and hence performance. In our case, the general

task is developing an understanding of a domain from a

conceptual model. We operationalized this task via two

questions about actions that need to be taken in the domain

in certain circumstances. The questions were:

If a quarantine tank is broken, how can this situation

be handled?

If veterinarians do not report to work, what problems

can the aquarium face?

Because actions must inevitably be taken by actors

acting in a specific role, making roles salient in a script (as

per our modeling rules) should facilitate performance in

such questions [19]. The unguided script obscures infor-

mation about roles because it suffers from construct

overload [17]—it fails to distinguish between roles (and

the interactions that define them) and regular entity types.

Thus, if users need to learn about a domain in which roles

are salient (which is the case in most Organizational con-

texts, and in our task), users of guided scripts should be
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able to understand the domain better (and thus perform

better in this task) than users of unguided scripts. Thus, we

propose:

Proposition Individuals reading EER scripts of a domain

in which roles are salient will obtain a better under-

standing of the domain if their EER scripts are guided than

if they are unguided.

To explain this effect in more detail, consider Fig. 6,

which shows extracts from the scripts in our experiment,

and Table 5, which examines one of the experimental

tasks. Figure 6a shows two roles in the domain—Quaran-

tined and exhibited Animals. These roles exist because of

the interactions shown via the Quarantined and Are

Exhibited relationships. Figure 6b shows the same domain

in the unguided script. Note that in Fig. 6a, Animals is

Role Model without violations Role Model violating rule 3 Role Model violating rule 5
A B C

FED

Fig. 5 Guided and unguided EER diagrams—‘‘an Individual is an Employee’’

Fig. 6 Parts of guided (a) and unguided (b) EER scripts used in the study
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modeled as a role, and thus, its attributes are shown in the

other parts of the guided script (see ‘‘Appendix 2’’),

whereas the unguided script shows Animal as a regular

entity type. As Table 5 explains, the guided script is more

suited to the task than the unguided script.

As noted earlier, we tested subjects’ domain under-

standing in terms of the product and the process of

understanding. Of the two, testing the product of under-

standing is more straightforward because it is the tradi-

tional approach. Thus, as in prior studies using inferential

problem-solving questions, we measure the product of

understanding according to subjects’ total number of cor-

rect answers to the questions, as judged by independent

coders [19, 70, 71].

Hypothesis 1 (Product of understanding) Subjects

receiving guided scripts will achieve a higher total score in

the problem-solving questions than subjects receiving the

unguided scripts.

Examining the process of understanding is more com-

plex. In the past, conceptual modeling researchers used

verbal protocol analysis for this purpose [19, 71, 72, 81].

Verbal protocol analysis is limited in that it requires sub-

jects to express their thoughts, which they may be unable

or unwilling to do [82], it is ill-suited to studying how

people navigate pictorial representations (such as concep-

tual models) [83], and the effort required to verbalize

thoughts can alter subjects’ mental processes [84]. Eye

tracking overcomes these limitations as it is non-invasive

and does not burden users with extra effort. Eye tracking

offers a window into how Individuals read and scan

information, especially pictorial representations [85], and

the way in which they focus their attention, whether vol-

untarily or not [75, 84, 86].

Eye tracking software can track the specific elements of

a script that a user is viewing and reveal how subjects are

engaging with those elements. In this study, we are par-

ticularly interested in whether or not our method improves

the efficiency of understanding EER scripts. Past research

suggests that more efficient searching would be indicated

by subjects searching the script in a focused manner,

quickly honing in on a small, relevant area of the script

[75, 87]. In contrast, less efficient searching would be

indicated when subjects attend to a large (rather than a

focused) visual area, move their gaze around the script

(switching foci of attention rather than focusing on any one

element), and spend a long (rather than a short) time

searching the script for an answer [88]. We capture these

ideas in specific metrics that we explain later. We use such

metrics to test the following hypothesis.

Hypothesis 2 (Process of understanding) Subjects

receiving guided scripts will engage in more efficient

searching of the script when answering the problem-solv-

ing questions than subjects receiving the unguided scripts.

5.4 Experimental procedures

The experiment had two parts: training and main study. In

the training stage, subjects were given a pretest question-

naire to identify their prior modeling knowledge and prior

domain familiarity (in aquarium management). Next, sub-

jects spent 15 min reviewing basic EER concepts. For

subjects assigned to the group receiving the guided script,

the document describing basic EER concepts also descri-

bed the notation for representing roles. Subjects next

practiced answering problem-solving questions using a

simple case. Finally, they received feedback on their per-

formance in the practice task.

After completing the training, subjects commenced the

main study at a computer terminal with eye tracking

infrastructure. The study began with each subject being

shown either the guided or unguided script. They were then

asked to verbally describe its contents. This was not used to

obtain a dependent measure or a control measure; it was

just to engage subjects with the script, which is necessary

for them to develop a deeper understanding of it and

engage in problem-solving [89]. Next, they were shown the

problem-solving questions. The same problem-solving

questions were given to both groups (guided and ungui-

ded). For each question, subjects were first shown a com-

puter screen with the question. When they felt that they

Table 5 Illustrating the effect of guided and unguided scripts on problem-solving

Problem-solving task: If a quarantine tank is broken, how can this situation be handled?

Example correct responses Why the guided script (see Fig. 6a) should be more effective than the unguided script (see Fig. 6b) in

helping Individuals identify such responses

– Move Quarantined Animals to

Exhibit Tank

In the unguided diagram, Quarantined animal is implicitly shown via the relation Quarantined (which

is an interaction). This makes it difficult for subjects viewing the unguided model to come up answers

related to Quarantined animal. However, in the guided model this role is explicitly shown. Thus, the

reader of the guided diagram should be able to come up with such correct responses more easily
– Monitor Quarantined Animals until

the tank is fixed
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understood it, they proceeded to a screen that showed the

script. Subjects’ eye movements were recorded only when

this screen was displayed. Subjects were asked to verbally

state their answers while viewing the script (rather than, for

example, writing them in a separate textbox). This proce-

dure ensured that the script occupied the entire screen area

during the problem-solving questions. If we had instead

allowed participants to move their gaze between the

question, the script, and their answers, during the task, this

would have made it more difficult to test H2 because H2

only makes predictions regarding their searching of the

script. For the same reason, subjects were required to stay

on the screen that showed the script while answering each

question, i.e., they could not go back to see the question.

However, subjects could ask the research assistant to repeat

the question if required. Once subjects completed the first

question, the sequence was repeated (with the same script)

for the second question. When subjects completed the main

study, they were thanked and dismissed.

In addition to the two control variables collected during

the training stage (prior modeling knowledge and domain

knowledge), we also recorded the time that participants

took to complete the questions in the main study. In

addition, both eye movement and verbal data were recor-

ded while they performed the tasks. We used EyeLink 1000

to record subjects’ eye movements (http://www.sr-

research.com/EL_1000.html). This software uses infrared

video-based tracking technology to measure the pupil

center and the size of the pupil of each subject’s right eye.

Subjects were seated in front of a computer, and the head

mount was adjusted to their height so that they could keep

their head fixed in one position during the task. The eye

tracker was then calibrated to the subject’s pupils, and a

sequence of validation tests were conducted to make sure

the eye tracker was correctly synchronized with their

pupils. Once the validation results were sound, subjects

were allowed to proceed to the main study.

We conducted two pilot studies to ensure the experiment

would proceed smoothly. The aim of the first pilot study

was to check our procedures and materials and to get a

sense for our likely results. Because we did not include eye

tracking in this pilot, we could use a larger sample size. We

recruited 73 subjects at a Canadian University enrolled in

an Accounting Information Systems course. The results of

this pilot showed that the treatment was significant. Sub-

jects had no major problems with the procedures, but their

responses indicated that one of three problem-solving tasks

was unclear, so we dropped this question for the main

study. The purpose of the second pilot was to test the

feasibility of collecting eye movement data during the task.

This study involved five subjects who had the same profile

as those in the main study. No issues were identified in this

pilot, and so no changes were made prior to the main

experiment.

6 Results

We present the results for H1 and H2 in turn. We provide a

more detailed examination for H2 because eye tracking

results are less familiar to conceptual modeling and

requirements engineering researchers.

6.1 Results for H1: problem-solving results

The first step in examining the results involved coding the

problem-solving questions. We recruited two MIS graduate

students to serve as independent coders and grade subjects’

responses, and we provided them with a detailed coding

document containing possible answers to the questions.

The first coder coded all the responses, and the second

coder coded a randomly selected subset of 30% of the

subjects’ responses. We checked the inter-rater reliability

of the two coders’ scores for all the Individual responses

they coded in common, and it was high (Cohen’s

j = 0.73).

After coding the problem-solving answers, we checked

the descriptive statistics. As Table 6 shows, there was very

little difference in EER modeling familiarity and domain

familiarity between the groups, as would be expected

because subjects were randomly assigned. The time taken

during the tasks was measured by the eye tracking soft-

ware. Across the two groups, subjects spent on average

114 s to perform the two tasks. On average, subjects in the

unguided group took longer than subjects in the guided

group (126[ 102 s). Although we had not hypothesized

any effect in terms of time, this is in line with our expec-

tation of greater difficulty in the unguided group.

Next we checked the reliability and validity of the

instruments used for the problem-solving questions. Reli-

ability was evaluated by calculating the Cronbach’s alpha

for the scores of the two problem-solving questions. The

value obtained was 0.74 which exceeds the generally

accepted value of 0.7 [90]. To test construct validity, we

conducted a multivariate analysis of variance (MANOVA)

to see whether the results for the two problem-solving

questions converged. MANOVA is performed to see the

effects of independent variables on multiple dependent

variables. In our case, two problem-solving questions are

treated as two dependent variables. The results for both

questions were significant (p = .005 and p = .04) and in

the same direction, providing support for convergent

validity.

478 Requirements Eng (2018) 23:465–491

123

http://www.sr-research.com/EL_1000.html
http://www.sr-research.com/EL_1000.html


On the basis of these tests, the reliability and validity of

the problem-solving items were deemed satisfactory and

we proceeded to test H1. We tested H1 using analysis of

covariance (ANCOVA) to identify the effect of covariates

(e.g., domain knowledge) on the treatment. As Table 6

shows, the treatment was significant (F = 7.94, p\ 0.05),

supporting H1. The control variables were not significant,

most likely because there was no systematic difference

among groups in these variables, as noted above. We note

that the effect size in Table 7 is not large (2.69[ 2.22).

This was expected due to the design of our experiment.

That is, we designed the experiment to test the significance

of the effect (reflected in our test of H1), not the effect size.

The effect size is likely a function of the number of rules

violated in a script, relative to its size, as well as the

specific questions asked. We return to this issue in

Discussion.

6.2 Results for H2: eye tracking results

To our knowledge, only three studies (all quite formative in

nature) have used eye tracking to study how Individuals

interpret conceptual models [91–93]. Thus, in addition to

reviewing the methods in these studies, and in the few IS

studies that have used eye tracking [e.g., 94], we drew upon

the broader eye tracking literature. We describe these

methods first, to provide the necessary context, prior to

reporting our results.

6.2.1 Relevant eye tracking metrics

Researchers can obtain eye tracking metrics for an entire

visual area (e.g., an entire script) or for specific locations in

an area, known as ‘‘Areas of Interest’’ (AOIs) (e.g., ele-

ments in a script). In each case, they have access to a range

of metrics. We focus on three popular metrics: fixations,

saccades, and pupil dilation. Fixations refer to a stabiliza-

tion of a subject’s eyes on an object, while saccades refer to

movements between fixations [75]. In fixations, eyes

remain relatively still while visual information is extracted

[84]. The number of fixations on an area is termed fixation

count, and the total fixation time in an area is termed fix-

ation duration [95]. When eyes fixate on an area, the brain

starts to process the visual information received from the

eyes [86]. While fixation duration indicates the engagement

of attention (how long one looks) [96], fixation count

reveals the amount of cognitive processing [95]. Pupil

dilation is a related metric that indicates attention and

cognitive workload, i.e., more dilation reflects more effort

and attention [97, 98].

Figure 7 illustrates these ideas. Assume that we set each

entity type (rectangle) and each relationship (diamond) to

be an AOI. This would provide us with eye movement

metrics for each element in the script (each AOI), in

addition to metrics for the entire area. Now, assume that a

subject first gazed at a point in the box for Animals (po-

sition 1) and then looked to Conducts Checkup (positions

2–3), back to Animals (position 4), and then to Veteri-

narian (positions 5–6). Figure 7 shows the movement of

the subjects’ eyes via the numbers 1–7. It also shows that

each AOI has two fixations (a total of 6 fixations) and that

there were five saccades (the arrows between fixations).

Finally, each time the eye is stationary, a fixation is created

which is indicated by a circle where the size of the circle

indicates the duration.

Table 6 Descriptive statistics

Variables Scale Mean guided S.D. guided Mean unguided S.D. unguided Mean average S.D. average

1. EER modeling familiarity 1–7 5.20 0.57 5.08 0.35 5.14 0.47

2. Domain familiarity 1–7 3.94 0.34 4.03 0.36 3.99 0.35

3. Problem-solving averagea 1–4 2.69 0.57 2.22 0.35 2.46 0.53

4. Problem-solving time Sec. 102.04 20.78 126.36 25.08 114.20 25.83

a The problem-solving questions were open-ended, so the maximum score is undefined. However, the list of correct answers suggests a

‘‘practical’’ maximum of 4

Table 7 ANCOVA: problem-

solving scores
Variables Mean score (guided) Mean score (unguided) ANCOVA results

F Sig.

EER modeling knowledge 0.10 0.35

Domain familiarity 0.82 0.34

Treatment 2.69 2.22 7.94 0.01

Adjusted R2 = 0.16
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In general, higher fixations on smaller, more focused,

areas suggest more focused and efficient searching [87]. It

also indicates the importance of that element to the viewer

[75]. In contrast, high overall fixations on a large visual

area (such as an entire script) indicate less efficient search

process [88]. Fixation number and duration are related

because duration is linked to the processing applied to the

object being fixated [99]. In general, very long fixation

durations (especially over a large area, such as an entire

script) indicate difficulty in extracting information from a

display and likewise a large number of saccades indicates

inefficient information search [88].

6.2.2 Applying eye tracking measures in our experiment

Theories of problem-solving suggest that if subjects have

to refer to visual representations to solve a problem, they

will incur less cognitive load [100, 101] and engage in

more directed search [102] if the representation provides

cues that highlight key material for solving the problem. As

we noted earlier, the guided script in our study should

provide more effective cues than the unguided scripts. In

this light, consider Fig. 8, which shows two guided scripts

(an abstract script and its instantiation in the aquarium

domain). Because roles are defined by interactions that are,

in turn, shown by relationships, the links between the role

and the interaction (Exhibited Animal and Are Exhibited),

and between the interaction and the class (Are Exhibited

and Exhibited Tank), are crucial for understanding the role.

Thus, as noted earlier, the interaction construct serves as

the bridge between all the concepts needed to understand

the role. Together, these links and the interaction construct

provide visual cues for understanding the role, which

should assist users of the guided script in our experiment.

Because the interaction construct provides such a key

bridging function for understanding roles, we posit that in a

task that requires understanding roles, the interaction

construct should be a particularly instructive AOI.

Specifically, we predict that users of guided scripts will

focus on the interaction construct because it is so funda-

mental for understanding the role, whereas we predict that

users of unguided scripts would find it more difficult to

decide where to focus among the concepts in the script.

To make these predictions more specific, we expect that,

for viewers of unguided scripts, we will see larger metrics

(fixations and saccades) for the script as a whole, indicating

more dispersed, less focused attention, and more move-

ment around the script, compared to the same metrics for

users of guided scripts. On the other hand, for viewers of

guided scripts, we expect that the corresponding metrics

will be greater for the specific AOI associated with inter-

actions. Such results would indicate that the guided scripts

afford more direct and efficient searching. We summarize

these predictions in Table 8 where H refers to high num-

bers and L refers to low numbers.

Some of the cells in Table 8 have no values. This is

because saccade counts are generally taken for an overall

visual display [75], and so we do not predict this value for

Individual AOI’s. Likewise, pupil dilations are generally

measured for specific AOIs [97] and not for an overall

visual area. Based on these predictions, we can now

operationalize H2 in more detail:

H2A The total fixation time, count, and saccade count for

the overall model will be higher for Individuals reading

unguided scripts compared to those reading guided scripts.

H2B The fixation time, fixation count, and pupil dilations

on relations indicating interactions will be higher for

Individuals reading guided scripts compared to those

reading unguided scripts.

We can also add one final hypothesis that links H2 with

H1. Specifically, if we are correct that the interaction

construct is a particularly crucial construct to examine

when answering questions about roles, then viewers of

guided scripts who pay more attention to the interaction

construct should perform more effectively on the problem-

solving questions. Accordingly, we predict6:

H2C For Individuals viewing the guided scripts, there

will be a positive relationship between the fixation count in

areas indicating interactions and problem-solving scores on

the task.

Fig. 7 Understanding eye metrics for part of a role model

6 We only make this prediction for users of the guided scripts. We

cannot make a prediction for users of the unguided scripts because

there is no clear connection between any specific area of the script and

performance in the task.
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6.2.3 Eye tracking results

We use independent sample t tests to test H2A and H2B

and regression to test H2C. First, we report the results for

the overall script, for H2A. These results are shown in

Table 9, which reports the average values for each metric

across all subjects. As the table shows, the average fixation

duration, fixation count, and saccade count are significantly

higher in the unguided group, supporting H2A.

To test H2B, we first examined the list of possible

answers to the problem-solving questions and identified the

interactions that were relevant for answering them. We

show these interactions in Table 10.

To test H2B, we again conducted independent t tests.

However, instead of using total fixation duration and count

(as in Table 8), we use percentage of fixation duration and

percentage of fixation count for the specific AOIs. This

percentage is calculated by identifying the total duration or

count for a specific AOI and dividing it by the total dura-

tion or count for the entire model. A high percentage

reflects the importance of that AOI to the viewer [75]. This

metric is suitable for comparison between two groups

because Individual values for specific AOIs are standard-

ized. To calculate the relative change in pupil dilation, the

difference in maximum and minimum pupil size for all

fixations on an AOI was identified and this value was

divided by the minimum pupil size for all fixations on the

same AOI. This process ensures standardization of the eye

pupil dilations for all subjects [103].

Because the AOIs differ between the two problem-

solving tasks, we report the results for each problem-

solving task. The results are calculated based on the sum of

the metrics for the AOI’s representing the interactions in

Table 10. Thus, for task 1, the results are based on the sum

of the metrics for the AOIs representing the four interac-

tions in Table 10, and for task 2, the results are based on

the sum of the metrics for the AOIs representing the two

interactions in Table 10. This is the source of the values for

%FixationTime and %FixationCount. For example, in

Table 11, the guided group spent 26% of the time on

understanding the four interactions for task 1, compared to

14% in the unguided group. To obtain %IncreasePupil, we

calculated the average percentage increase in pupil size for

all relevant interactions. Overall, the results show that for

both tasks, the metrics are significantly higher in guided

group than in the unguided group, supporting H2B. ‘‘Ap-

pendix 3’’ provides a detailed analysis for each AOI, which

supports this overall analysis.

Finally, to test H2C, we conducted regression analysis.

The results are shown in Table 12. To run the model, we

first added all the percentage fixations on the AOIs for each

task (i.e., the four interactions in Table 10 for task 1 and

the two interactions in Table 8 for task 2) and then used

this total as an independent variable, the dependent

Fig. 8 Example script for showing the bridging role of the interaction construct

Table 8 Predicted behavior of

the two groups in understanding

the scripts

Eye metrics Guided Unguided

Interaction AOI Overall script Interaction AOI Overall script

Fixation count H L L H

Fixation time H L L H

Saccade count L H

Pupil dilation H L

H High number, L low numbers
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variable being each subject’s total problem-solving score.

As Table 12 shows, the extent to which subjects who

received the guided scripts focused on the interaction

constructs was a significant predictor of their performance

in the task, supporting H2C. In addition to using percentage

count, we also used percentage time as the independent

variable and obtained the same result as in Table 12 (not

reported for brevity).

Overall, our results support all our hypotheses. It is

worth noting, also, that following the role modeling

guidelines did not significantly change the size of the

scripts in our study (there were 22 entities and 24 rela-

tionships in the guided script and 21 entities and 22 rela-

tionships in the unguided script). Thus, our results show

that it is possible to improve understanding with very little

cost in terms of added complexity.

Table 9 Eye movement

analysis at the overall script

level

PST Eye metrics Mean (SD) t value p value

Guided Unguided

1 Avg fixation duration (s) 654.47 (188.11) 812.84 (197.37) -2.46 0.01

1 Avg fixation count 221.78 (55.27) 325.11 (53.16) -5.71 0.00

1 Avg saccade count 219.50 (55.38) 322.94 (53.04) -5.72 0.00

2 Avg fixation duration (s) 365.99 (71.74) 450.76 (132.38) -2.39 0.01

2 Avg fixation count 125.05 (33.55) 148.22 (29.02) -2.21 0.01

2 Avg saccade count 122.77 (33.70) 145.88 (28.95) -2.20 0.01

Table 10 Sources of answers for the problem-solving tasks

Possible answers Relevant interactions/AOIs (and associated roles)

PST1: If a quarantine tank is broken, how can this situation be handled?

1. Move Quarantined Animals to Exhibit

Tank

Quarantined (Quarantined animal), Are Exhibited (exhibited animal), conducts checkup

(veterinarian), inspects (Animal Handlers)

2. Stop accepting new Animals

3. Ask veterinarian to monitor the

quarantine Animals

4. Ask Animal Handler to monitor the

quarantine Animals

PST2: If veterinarians do not report to work, what problems can the aquarium face?

1. Animals cannot be checked up Conducts checkup (veterinarian), inspects (Animal Handlers)

2. Diet cannot be suggested to newly

arrived Animals

3. Diet cannot be changed to existing

Animals

4. Sick Animals cannot be checked up and

treated

PST Problem-solving task

Table 11 Eye movement

analysis of interactions for

problem-solving tasks

Mean (SD), guided EER Mean (SD), unguided EER t value p value

Problem-solving task 1

%FixationTime 0.26 (0.11) 0.14 (0.04) 4.29 0.00

%FixationCount 0.23 (0.08) 0.13 (0.04) 4.77 0.00

%IncreasePupil 0.23 (0.10) 0.14 (0.04) 3.63 0.001

Problem-solving task 2

%FixationTime 0.31 (0.13) 0.15 (0.06) 4.71 0.00

%FixationCount 0.29 (0.12) 0.14 (0.04) 4.99 0.00

%IncreasePupil 0.27 (0.10) 0.16 (0.05) 4.18 0.00
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In addition to providing metrics useful for hypothesis

testing, eye tracking software provides visualizations that

can help in communicating results. Accordingly, we con-

clude by showing two sample heat maps that represent the

visual processes followed by two representative subjects in

problem-solving task 2 (Fig. 9). A heat map is superim-

posed on top of a model and highlights where subjects have

been looking while performing a task [75]. These maps

depict a contour analysis of the intensity of eye gaze, with

higher peaks indicating regions of greater fixation [104].

Our theory suggests that users of guided scripts should

show more focused attention overall and should focus

particularly on the interaction construct, because this is the

bridge for them to understand how the role operates in

response to circumstances in the domain. In contrast, users

of the unguided scripts should exhibit both more dis-

tributed attention (less focus) and more attention overall

(more resources expended). These patterns are borne out in

Fig. 9. The left side shows that the user of the guided script

focused on the two interactions—‘‘conducts checkup’’ and

‘‘inspects’’—whereas the user of the unguided script had

more areas of focus (more red patches) and a wider area of

attention (a broader green area).

7 Conclusion

The role concept is of particular importance in IS analysis

and design because it is linked to the actions and changes

that the system is expected to support. However, while

being recognized as important, no generally accepted for-

mal definition of role or rules for using it in conceptual

(domain) models is available. We addressed this problem

by formalizing the notion of a role as a conceptual mod-

eling construct and providing a method for mapping

domain information into conceptual models that include

roles. It is important to note that the purpose of such

models is not to guide database design (which is the pur-

pose of, for example, Teorey et al. [63, p. 197] and Elmasri

[43]), but rather to support application domain analysis. By

Table 12 Regression analysis

for dependent variable problem-

solving scores for both tasks

Independent variable Coefficient t p R2

DV: Problem-solving score for task 1 (guided group)

Constant 1.61 3.71 0.002 0.30

Percentage of fixation count on the AOI’s denoting interactions 5.02 2.87 0.01

DV: Problem-solving score for task 2 (guided group)

Constant 1.56 4.26 0.001 0.33

Percentage of fixation count on the AOI’s denoting interactions 3.56 3.06 0.008

Fig. 9 Parts of heat maps of two subjects using the guided (left) and unguided (right) scripts in task 2
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corollary, existing practices for showing roles in semantic

data models may not suffice if the purpose is to convey

domain understanding—as shown by our study’s results.

Becausemodeling grammars andmethods are artifacts, we

took a design science approach in our work. The proposed

method was developed as a set of semantic modeling rules

(namely rules for how to represent certain phenomena

meaningfully) and then instantiated in the specific case of the

EER grammar, the most widely used conceptual data mod-

eling technique in practice [11, 12]. Although researchers

have extended the range of semantics that can be modeled

with ER diagrams over the years, such as incorporating

aggregation, refinement, specialization, inheritance [43], and

uncertainty [105], to our knowledge, no extensions have

focused particularly on modeling the Organizational seman-

tics associated with roles. This is an important extension

offered by our work. Based on our results, we believe that the

extension could be very helpful to stakeholders charged with

interpreting conceptual modeling scripts.

The results of the eye tracking data complement the

problem-solving data. The empirical work, in particular the

eye tracking experiment, indicated that the role-based rules

are not only useful for understanding the models but also

provided direct clues as to why this is so. The eye move-

ment data clearly show the importance of interactions in

modeling roles. The fact that our eye movement data

confirmed our hypotheses is particularly instructive

because eye tracking is one of the few ways to illuminate

Individuals’ mental processes without intruding on those

same processes.

The contributions of this work are in three areas—the-

ory, methodology, and practice. The theoretical contribu-

tion includes a formal definition of the role concept and

guidelines for mapping domains where roles are important.

From a methodological perspective, our work contributes

by testing both the product and process of understanding

and introducing eye tracking technique in conceptual

modeling studies. Finally, the work shows how the

guidelines can be used in practice by demonstrating their

implementation in a commonly used modeling grammar

without changing it. Future work should extend our

empirical studies by examining the application of the rules

with different grammars (e.g., UML class diagrams), dif-

ferent cases (e.g., those more or less familiar, or more or

less complex, than the domain we used), and a different

number of violations of our rules (e.g., to examine the

sensitivity of the effect size to the number of violations).

Future research could also further refine our method to

model additional situations where objects attain roles (e.g.,

sub-roles) and to model time-varying relationships [106],

e.g., to model transient roles [45]. Case studies and action

research studies could also be conducted to see the value of

the proposed method in practice. Overall, the work

presented here reflects the start of a program of research

that we believe offers great benefit to those charged with

understanding roles in Organizations and ensuring that

Organizational information systems reflect and support

roles appropriately.

Appendix 1: demonstrating the general
applicability of the modeling rules

The purpose of this appendix is to provide an indication

that the proposed rules can support a range of applications.

In particular, we show how they can be used to model four

cases in which roles can be salient and which could be, if a

method is not available, difficult to model. We use exam-

ples from Elmasri and Navathe [43], represented on the left

side of the figure. The right side of the figure shows the

guided EER models that follow our rules. The annotations

in the figure indicate how each rule in Table 3 is brought to

bear. For example, the link (1, 2) in Fig. 10 shows that

rules 1 and 2 are brought to bear in the identification of

university and Person.

• In Fig. 10, we see a Person who can be in one or more

roles (alone or together)—a student and an Employee.

To show each as a role, we need to show the linked

base classes. Based on the context, these are the

university and an Organization.

• In Fig. 11, we see a role that can have two base entity

classes—a Personal customer and a corporate customer.

To show each as a fulfilling the same role, we need to

show the linked base class in this case—a bank. In this

case, the Account_Holder can be a Person—inheriting

all the Person attributes, or a company—inheriting its

attributes.

• In Fig. 12, we see a role that can be further specialized.

A Person works for an Organization—being an

Employee. Then, the Employee (a role) is used as a

base class to derive the meaning of a faculty—a

specialization of an Employee. In this case, a faculty is

linked to a new base class—a university, which is a

subclass of an Organization.

• In Fig. 13, we see a Person who takes one or both of

two roles—separately or together—a student and an

Employee. People who are in both roles obtain a new

role with the university—reduced tuition. This is shown

by creating an additional level of specialization. The

students who are Employees have a reduced tuition

with the university.

Overall, our examples show that that the proposed rules

are quite flexible and can model each of these four

scenarios.
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Fig. 10 Scenario 1: an object

can play multiple roles (e.g.,

Person can be student and

Employee)

Fig. 11 Scenario 2: possession

of the same role by unrelated

objects (e.g., an account can be

possessed by a Person and a

company)
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Appendix 2: guided and unguided EER scripts
in the experiment

See Figs. 14 and 15.

Fig. 12 Scenario 3: a role can

have a sub-role (e.g., a faculty is

a sub-role of Employee)

Fig. 13 Scenario 4: an object

can play different roles

simultaneously (joint role) (e.g.,

a Person can be student and an

Employee at the same time)
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Fig. 14 Unguided EER script

Fig. 15 Guided EER script
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Appendix 3: additional detailed results from eye
tracking

See Tables 13 and 14.
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