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Abstract The paper presents a framework for the
empirical evaluation of conceptual modeling techniques
used in requirements engineering. The framework is
based on the notion that modeling techniques should be
compared via their underlying grammars. The frame-
work identifies two types of dimensions in empirical
comparisons—affecting and affected dimensions. The
affecting dimensions provide guidance for task defini-
tion, independent variables and controls, while the af-
fected dimensions define the possible mediating variables
and dependent variables. In particular, the framework
addresses the dependence between the modeling
task—model creation and model interpretation—and
the performance measures of the modeling grammar.
The utility of the framework is demonstrated by using it
to categorize existing work on evaluating modeling
techniques. The paper also discusses theoretical foun-
dations that can guide hypothesis generation and mea-
surement of variables. Finally, the paper addresses
possible levels for categorical variables and ways to
measure interval variables, especially the grammar per-
formance measures.

Keywords System analysis and design Æ Information
systems development Æ Conceptual modeling Æ Empirical
comparison Æ Requirements engineering

1 Introduction

Conveying and promoting understanding of the appli-
cation domain is one of the primary objectives in
requirements gathering during information systems
analysis. Typically, this information is formalized in
models of the application domain, created using con-
ceptual modeling techniques (CMTs). As Mylopoulos
[27, p. 2] suggests, ‘‘Conceptual modeling is the activity of
formally describing some aspects of the physical and social
world around us for the purposes of understanding and
communication.’’

A conceptual model serves four roles in developing
domain understanding [21]: (1) aiding a person’s own
reasoning about a domain, (2) communicating domain
details between stakeholders, (3) communicating domain
details to systems designers, and (4) documenting the
domain for future reference. Viewed from this perspec-
tive, conceptual modeling can be seen as a process
whereby individuals reason and communicate about a
domain in order to improve their common understand-
ing of it.

Industry studies have revealed high failure rates in
information systems projects, and have suggested lead-
ing reasons for project failures related to requirements
specification that include: (1) lack of user input, (2)
incomplete or unclear requirements, and (3) changing
requirements [10, 18]. Despite the best efforts of
researchers and practitioners, it remains less than obvi-
ous how to perform requirements analysis well. As
Brooks [6, p. 182] notes ‘‘ I believe the hardest part of
building software to be the specification, design, and
testing of this conceptual construct, not the labour of
representing it and testing the fidelity of the representa-
tion. We still make syntax errors, to be sure; but they are
fuzz compared to the conceptual errors in most systems.’’
In this respect, as CMTs can help formalize domain
understanding, they have the potential to improve the
requirements analysis process and thus contribute to
project success.
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The recognition of the role of conceptual modeling
has led to the creation of a large number of CMTs [1, 8,
30]. However, this brings about the question of how to
evaluate the performance of CMTs [13, 30, 36]. In this
paper, we propose a framework for the empirical eval-
uation of CMTs. The framework can be used to suggest
a common terminology, categorize and compare existing
work on empirical evaluation, and identify areas where
more work needs to be done.

Section 2 presents some general concepts of CMTs
and their underlying grammars. Section 3 proposes a
general framework for the empirical evaluation of
CMTs. This framework is then used in Sect. 4 to classify
current literature on the empirical evaluation of CMTs.
Section 5 discusses theoretical guidance for the evalua-
tion of CMTs. Section 6 surveys specific ways to mea-
sure the various constructs. Finally, Section 7 suggests
possible uses of the framework.

2 Understanding conceptual modeling grammars

Before moving more deeply into the foundations for
comparison, it is important to understand what is being
compared when alternative modeling methods are con-
sidered. In our view, the comparison of methods based
simply on specific representations (models or diagrams)
is shortsighted. Experience demonstrates that a system
model drawn by different individuals using the same
modeling technique might yield strikingly different rep-
resentations. Thus, rather than focusing on the repre-
sentations, emphasis should be placed on the underlying
modeling language.

A conceptual modeling language comprises a set of
constructs (often represented by graphic symbols) and
rules for combining the construct to create representa-
tions. This set of constructs and rules are referred to as a
conceptual modeling grammar [34–36]. The data flow
diagramming grammar, for example, comprises these
constructs: process, data flow, data store, and external
entity. The grammar includes rules such as ‘‘Every
dataflow must begin or end in a process.’’ The choice of
constructs and rules in conceptual modeling techniques
reflects the nature of domains to be represented, as well
as trade-offs between expressive power and completeness
on the one hand and simplicity on the other.

Taken together, the constructs and rules can be used
to form meaningful scripts (specific models), which are
collections of ‘‘statements’’ created by using the gram-
mar. For example, scripts created by the data flow dia-
gramming grammar are data flow diagrams (DFD). A
script is the product of the conceptual modeling process
[36] while a grammar is used for creating a description of
a domain. The importance of distinguishing between
grammars and scripts is to further clarify what is being
compared across alternative CMTs. If we compare
scripts, then we are providing comparative information
about a single-modeled domain. If we compare gram-
mars, then we are seeking comparative information

about the ability of the grammar to model any domain
(of the type for which the grammar is designed). Thus, to
compare CMTs we claim researchers should focus on
the grammars rather than the scripts made about a
particular domain. Accordingly, in this paper we address
grammar evaluation.

2.1 Grammars and ontologies

Conceptual modeling techniques focus on modeling real-
world (application) domains. In that respect, they are
related to ontologies. An ontology is a set of concepts
and premises about what can exist and happen in (a
certain domain of) the world. More generally, the field
of ontology is concerned with the way humans describe
the world around them. A major difference between
CMTs and ontologies is that the models resulting from
CMTs are not intended to be complete descriptions of
the domain, but rather abstractions representing useful
aspects of a domain for the purpose of information
systems development. However, to represent domains,
the constructs and rules of the CMT grammar should
reflect some ontological commitment to the nature of the
domains being modeled.

2.2 Previous empirical comparisons of grammars

Before outlining our proposed framework, we discuss
previous empirical studies comparing CMTs. These
studies are presented in Table 1 (expanding on a table
from [36]). As can be seen in the table, although the
number of studies has been relatively small [33] they
employed quite a variety of instruments and measure-
ment constructs. The first empirical comparisons [7, 29,
31] focused on the comprehension of elements within a
diagram. This approach assumed that grammars with
the ability to represent more information would even-
tually transfer more information to the user. Conse-
quently, attention was mostly placed on the diagram and
the symbols provided by the grammar.

Yadav et al. [38] were the first to separate the product
of modeling (usually a script) from the process of
understanding the model. In their empirical compari-
sons, both Jarvenpaa and Machesky [17] and Batra et al.
[4] considered, in addition to the product of modeling,
the effort required to construct the model. The primary
focus remained, however, with the product of the con-
ceptual modeling process, which was a diagram.

In the works of Vessey and Conger [33], Siau [32] and
Kim et al. [20] the focus shifted from observing the
product to observing the process of understanding. To
capture process information, verbal protocols of par-
ticipants engaged in a model-related task were observed.
The ‘‘process’’ could be viewed as the cognitive activity
involved in creating or understanding a diagram. The
cognitive activity involves searching, integrating, and
recording, either in a script or storing in memory, the
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information about the domain. In the case of a model
understanding task, the outcome is cognitive and
therefore not directly observable. Hence, verbal proto-
cols were used. The focus in these studies shifted from
the diagram itself to cognition about the diagram as the
ultimate product in the process.

More recently, researchers have investigated mea-
suring understanding using problem-solving tasks that
require participants to reason about the domain being
represented [5, 9, 14–16]. The distinction between earlier
studies and recent ones using problem-solving (also
known as transfer) tasks is the shift from understanding
the diagram itself to the mental model of the domain
developed by using the diagram. The problem-solving
studies recognize that the ultimate objective of concep-
tual modeling is to communicate information about a
domain to a relevant stakeholder. The measurement,
therefore, focuses on the ‘‘deep’’ understanding devel-
oped about the domain when a person views a diagram,
and not the elements of the diagram itself. The mea-
surement of this understanding is accomplished by
asking participants to reason about the domain being
described rather than to recognize the elements in a
model.

3 A general framework

The discussion of the relatively small number of previous
empirical comparisons indicates two things. First, con-
clusive empirical comparisons of CMTs are difficult to
create. Second, the diversity of constructs and procedures
suggests that nowidely accepted instruments, procedures,
or constructs for comparative performance exist. This
diversity impairs the ability to compare and contrast
empirical results and to summarize literature about the
comparison of CMTs. To address the above concerns, we
propose a framework for categorizing empirical work in
the area of CMTs. The framework intends to classify
empirical work with respect to the dimensions researchers
can choose in designing experiments and measuring rele-
vant outcomes. The framework is based on two main
types of dimensions in the comparison of CMTs: (1) the
dimension of affecting factors, and (2) the dimension of
affected variables (outcomes) for CMTs. A discussion of
these dimensions is provided below.

3.1 Affecting factors

The affecting dimension includes factors that can influ-
ence the outcome of the conceptual modeling process.
The states of the corresponding variables reflect the
decisions a researcher makes about the phenomena to be
studied. In experimental design, some of these variables
will be manipulated while others might serve as controls.
Hence, they will be manifested in an experimental design
via the task, definition of independent variables, and
definition of controls.T
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The knowledge construction model proposed by Ge-
mino andWand [16] provides a guide for consideringwhat
to include in this dimension. This model suggests three
antecedents to the process of communicating conceptual
modeling information: (1) the content to be delivered, (2)
how the content is presented, and (3) the characteristics of
the person participating in the communication. In addi-
tion, the task must also be considered. Each of these areas
represents a set of variables that can be controlled by the
empirical researcher as discussed below.

The contents variable refers to the type of informa-
tion contained within the cases. For instance, some cases
may be focused on process elements while others are
focused on static data structure. In choosing the initial
contents for the study, it is important to identify the
appropriate information and to use cases that provide
information relevant to the comparison.

The method of presenting the material relates to the
nature of the grammar and to the way scripts are pre-
sented. The nature of the grammar provides the primary
focus for empirical comparisons of CMTs. Wand and
Weber [36] suggest several dimensions to consider. These
include (1) the choice of grammar constructs to consider,
(2) the nature of comparison (within or between gram-
mars), (3) rules regarding the use of the grammar and
how it is applied, and (4) the way the script is presented
(text, graphics, narrated, animated, etc.). The choice of
grammar often represents the main difference being
compared. When different grammars are compared this
represents an intergrammar comparison. In some stud-
ies, however, the same grammar is used, and different
rules within the grammar are applied. This would rep-
resent an intragrammar comparison. Together, these
dimensions, along with the media used to present the
information, describe the way in which the participant
will be presented with information about a domain or
creating a model of the contents provided.

In addition to the content and presentation method,
it is important to consider the characteristics of partic-
ipants using the CMT. These characteristics might in-
clude modeling or domain experience, cognitive style,
and other relevant characteristics.

Finally, we must also consider the task that the
grammar will be used for; either a model interpretation
(‘‘reading’’) task or model creation (‘‘writing’’) task.
Table 2 summarizes the variables affecting outcomes in
the conceptual modeling process. These variables com-
prise the dimensions to consider in the design of
empirical comparisons of CMTs.

3.2 Affected variables (outcomes) dimension

The affected variables dimension comprises observable
outcomes of conceptual modeling tasks. These variables
are the source of dependent measures in empirical com-
parisons. Affected variables will be the phenomena that
reflect possible quality measures of the grammar. For
example, the correctness of amodel is an affected variable.

Two categories of affected variables are proposed: (1) the
focus of observation and (2) the criterion for comparison.

The focus of observation indicates whether the
emphasis in measurement has been placed on observing:
(1) the process of using the CMT, or (2) the product
resulting from the use. Of course, it is possible to con-
sider both in an empirical study. The focus of observa-
tion will depend on the objectives and empirical design
outlined by the researcher. For example, when com-
paring grammars on their ability to create models, the
relevant product of this process is the final script
developed. By contrast, in interpretation of an existing
script, the final product is the understanding created in
the viewer’s cognition. These two different products
would require different measures but both would place
the focus on the product of the CMT process.

The criteria for comparison indicates whether the
researcher is comparing (1) the effectiveness of the CMT
or (2) the efficiency with which the CMT can be used.
For example, a focus could be placed on how effective
the CMT is in generating quality scripts, regardless of
how long that process may take. This would represent a
focus on effectiveness as opposed to efficiency. A study
can refer to both criteria. The criteria for comparison are
shown in Table 2.

It is important to note that some of the phenomena
discussed above might in turn affect other outcome vari-
ables. For example, the time to complete a modeling task
might depend on the grammar, but might also affect the
quality of the outcome. Such variables will be considered
as moderators. Amoderator can be used to either provide
an additional test for the effect of the independent vari-
ables, or be tested for its impact as a moderator.

The specific effectiveness or efficiency measures used
in a study will depend on the nature of the task. For
example, the outcome of script creation is a specific
script that can be evaluated for correctness. In contrast,
the outcome of script interpretation is tacit—under-
standing created in the model viewer’s cognition. These
dependencies are shown in Table 3.

4 How the framework works: classifying the literature

To demonstrate the use of our proposed framework, we
now reclassify the empirical research presented earlier
(Table 1). To illustrate the classification, we discuss
briefly a few of the mentioned works. Table 4 summa-
rizes the classification of the works listed in Table 1 and
shows how the various experiments described in the
literature map into the various dimensions noted above.

Consider first the article by Vessey and Conger [33].
The study focused on an intergrammar comparison be-
tween DFD (process), entity relationship diagrams
(structure), and object-oriented analysis (process and
structure). Accordingly, the content included information
about both process and data structure. Rules within
grammars were not varied. The media was paper-based
using text and graphics and was not varied between
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treatment groups. The task was diagram creation and
participants were novice modelers. The focus was placed
on the effectiveness of the process of creating diagrams.
Effectiveness was measured by considering the number of
breakdowns, or errors that occurred in the process of
creating the script. These errors were identified in verbal
protocols collected as participants constructed the scripts.

Next, we consider the work of Bodart et al. [5]. The
study focused on an intragrammar comparison between
two options for drawing entity relationship diagrams.
One version used optional properties while the other
allowed only mandatory properties with subtypes. The
contents, therefore, focused primarily on data structure.
Since this was an intragrammar comparison, the differ-
ences were not in constructs, but in the rules used for
creating diagrams. The media was paper-based using
text and graphics and was not varied between treatment
groups. The task was model interpretation and the
subjects were novice modelers. The focus was placed on
evaluating the cognitive model created by viewing the
diagrams. Product (namely domain knowledge) effec-
tiveness was measured in several ways using recall,
comprehension, and problem-solving instruments. In
addition, the efficiency of the script interpretation pro-
cess was assessed using instruments for ease of use.

The paper by Kim et al. [20] provides a final example.
The study focused on a multi-grammar comparison
using the UML and OMT. To reflect this, the contents
focused on both the data structure and the process.
Since this was an intergrammar comparison, the rules
within grammars were not varied. The media was paper-
based using text and graphics and was not varied
between treatment groups. The task was model inter-
pretation, and subjects were novice modelers. The focus
was placed on evaluating the cognitive model created by
viewing the diagrams. Process effectiveness was mea-
sured via verbal and action protocols by considering the
number of correct problems identified. Process efficiency
was assessed using the number of transitions and
returning episodes made between diagrams.

5 Theoretical guidance for framework

The framework above is intended to provide guidance in
designing and evaluating empirical comparisons of
CMTs. This section describes some potential theoretical
guidance in developing these comparisons. The discussion
of the theoretical guidance focuses on the four elements of

the knowledge construction model: content, presentation
method, individual characteristics, and task.

5.1 Theory to guide contents: informational
and computational equivalency

When comparing scripts created with different gram-
mars, the outcome might be confounded because one
model might contain more information than the other,
or one may be easier to understand than another. This
issue can be addressed by considering the concepts of
informational and computational equivalency. Larkin
and Simon [22, p. 67] define informational equivalence
thus: ‘‘ two representations are informationally equivalent
if all information in one is also inferable from the other
and vice versa.’’ The need to control for informational
equivalence has been raised as a concern by Agarwal
et al. [3]. A way to test if representations created with
different conceptual modeling grammars are informa-
tionally equivalent is to ask participants questions re-
lated to the contents of the presented script. Referring to
our affecting variables classification, such a task entails
using some aspects of content as experimental controls.

Informational equivalence of scripts created with
different grammars does not mean that the alternative
grammars are computationally equivalent. Larkin and
Simon [22, p. 67] define computational equivalency thus
‘‘ two representations are computationally equivalent if
they are informationally equivalent and, in addition, any
inference that can be drawn easily and quickly from the
information given explicitly in the one can also be drawn
easily and quickly from the information given explicitly in
the other, and vice versa.’’ This suggests that while two
grammars may be informationally equivalent, one of the
grammars may be easier to use, or more efficient at
getting the point across, and, therefore, the grammars
would not be computationally equivalent. Carefully
considering computational and informational equiva-
lence can help researchers focus on where the differences
between techniques are expected to arise.

5.2 Theory for defining presentation methods:
ontology and metamodels as benchmarks

When comparing grammars, one needs to know if any
significant differences in the grammar are to be expected.
Addressing differences in CMTs via their grammars can

Table 3 Relationships between focus of observation and criterion for comparison

Criterion for
comparison

Focus of observation

Script creation Script interpretation

Product Process Product Process

Effectiveness Physical model (script) Creating a model Cognitive model in viewer Understanding the model
Efficiency Effort required to create a script Effort required to interpret a script and develop domain

understanding
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enable a theoretical approach to empirical comparison.
Grammars can be evaluated by comparing them to a
grammatical benchmark that contains a set of basic
constructs expressing what should be modeled. If the
benchmark is a set of generic constructs, it is referred to
as a metamodel [30]. If the benchmark is based on a set
of beliefs on what might exist and happen in the mod-
eled domain, it is called an ontology. An ontology can
be specific to a certain domain (e.g., to health care) or
general (as Bunge’s ontological model for systems [34]).

Wand and Weber [34] proposed evaluating modeling
methods by analyzing the mappings between the con-
structs of a modeling grammar and a set of fundamental
ontological constructs. In this way, an ontology is used
as a benchmark to evaluate constructs within a modeling
grammar. Further, since ontology is intended to for-
malize the way the real world is modeled by humans, the
ontological constructs might also be viewed as related to
constructs in human cognition. If the ontological con-
structs map well to cognitive constructs, then modeling
grammars that map well to the ontological constructs,
by extension, also map well to human cognition. This
mapping is depicted in Fig. 1.

The expressiveness of a grammar is its ability to
generate scripts that capture information about a mod-
eled domain. A grammar’s expressiveness can be evalu-
ated by examining the mapping that exists between the
benchmark concepts and the grammar’s constructs.
Deficiencies in the grammar might then, in principle, be
revealed in an examination of this mapping. A bench-
mark concept for which there is no matching grammar
construct, for example, would indicate that the grammar
is incomplete.

Ontological analysis can be accomplished indepen-
dent of any consideration of participants in the CMT
process. However, even if we know a certain grammar is
more ontologically expressive than an alternative, we
may have no theoretical line of reasoning to establish it.
For example, while one modeling grammar may be very
expressive and hence superior in a grammar-based
comparison, a representation created with that grammar
might be overly complicated, resulting either in frequent

mistakes in applying the grammar or little impact on the
understanding developed by the person viewing a script.
If a theoretical link cannot be established between the
features of a grammar and increased human perfor-
mance, the differences outlined in an ontological analy-
sis may not be important in regard to overall CMT
performance.

5.3 Theory on individual differences: using cognitive
theories for generating hypotheses

Gemino and Wand [16] claim that observations cannot
provide explanations of why observed differences exist.
To establish more general principles for effective design
of modeling techniques, we need theories to hypothesize
why differences between grammars might matter. The-
oretical considerations can be used both to guide
empirical work and to suggest how to create more
effective grammars.

The focus on cognitive theory is natural when con-
sidering CMTs. For example, when ‘‘reading’’ a model,
the outcome is implicit—in the reader’s mind. Thus, the
evaluation of a grammar on the basis of its ability to
convey information should take into account cognitive
considerations. Specifically, the evaluation should rec-
ognize the difference between a representation and the
resulting cognitive model developed by the viewer. It
follows that grammar evaluations should take into ac-
count the viewer’s information processing activity.
Moreover, since cognitive processes cannot be evaluated
except by observing tasks performed by humans, eval-
uating the performance of grammars in interpretation
tasks is necessarily empirical.

A review of the literature shows that the focus in
early comparisons of CMTs was on empirical observa-
tions [17, 33]. Batra et al. [4] utilized a framework from
cognitive theory and recent work has incorporated
cognitive theory in the comparison of grammars. For
example, Bodart et al. [5] and Burton-Jones and Meso
[9] have used the theories of semantic memory from
Collins and Quillan [11], while Gemino [15] relies on the
cognitive theory of multimedia learning [24] to generate
hypotheses.

5.4 Theory guiding choice of task:
Norman’s Theory of Action

There are two possible functions in any modeling exer-
cise: script interpretation (‘‘reading’’), and script crea-
tion (‘‘writing’’) [36]. Norman’s theory of action [28] is
useful in considering both sides of these functions. The
theory is depicted in Fig. 2 and is best understood by
considering two persons who are involved in modeling.
The model creator has a goal to communicate his/her
understanding by representing it in a model. A model
viewer has the goal of understanding the domain being
represented by interpreting the model. Norman’s [28]

constructs
Cognitive
constructs

grammar
#1

grammar
#2

Modeling Method
grammars

Mapping:

to cognitive constructs

Mapping:
From modeling method grammars

to ontological constructs
From ontological constructs

Ontological

Fig. 1 Mapping modeling grammars, ontological constructs, and
cognitive constructs
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theory clearly distinguishes between a person’s under-
standing, held in cognition, and the model that is ex-
pressed physically. Discrepancies between a person’s
understanding of the system, and the model used to
represent the system leads to issues in both creating and
interpreting the diagram. Norman [28] labels these dis-
crepancies the ‘‘gulf of execution’’ and the ‘‘gulf of
evaluation.’’

A gulf of execution forms when discrepancies exist
between the conception of the domain from a model
creator’s viewpoint and the model of the domain. In this
case, the model creator is frustrated because the model
does not represent his/her view of the domain accu-
rately. These discrepancies may occur due to: (1) con-
straints on the expressiveness of the modeling technique,
(2) lack of skill of model creator, or (3) confusion in the
model creator’s conception of the domain.

A gulf of evaluation occurs when a discrepancy exists
between a model viewer’s cognitive model of the domain
and the script representing the domain. In this case, the
model viewer is not getting the correct idea, because
there is a difference between what the script shows and
what the viewer understands. The discrepancy may oc-
cur when: (1) the user misinterprets the diagram due to
lack of experience with the method, (2) the user develops
a different conception of the domain being represented
from the one conveyed by the diagram, or (3) there exists
ambiguity within the script itself.

Viewed through Norman’s [28] theory, the modeling
process can be seen as an effort to bridge the gulfs of
execution and evaluation in order to bring the model
creator’s and the model viewer’s conceptions of the
system (the design model and the viewer model) closer
together. Norman’s [28] theory is useful because it pro-
vides a clear separation between the domain represented
in a model and the understanding of that domain as
represented in the cognitive model of either the designer
or the viewer. These insights suggest that researchers
need to clarify whether their focus is placed on the gulf
of execution (where the models are created) or the gulf
of evaluation (where the models are interpreted). More
significantly, Norman’s [28] model suggests that a
complete evaluation must refer to how the CMT bridges
both these gulfs.

6 Guidance for measurement

The discussion above illustrates how the literature for
empirical research can be categorized in regard to the
state of affecting variables and affected (outcome) vari-
ables. This categorization can be useful in determining
research questions and hypotheses. However, to design
empirical comparisons, one needs to determine the levels
or values that affecting variables can have, and how to
measure the affected variables. This section describes the
various measures available for researchers in developing
empirical designs for comparing the CMTs and the
instruments for measuring relevant outcomes. The dis-
cussion has been organized into two sections: one
focusing on the affecting dimensions, the other focusing
on the affected dimensions.

6.1 Choosing levels for affecting variables

The choices available to researchers in designing
empirical comparisons are provided in Table 5. Table 5
builds on the constructs identified in Table 2 and pro-
vides additional information regarding the possible
states of the constructs and some suggestions on their
use.

We begin with the content of the cases used. The
contents should provide the appropriate type of infor-
mation according to the main types of modeling con-
structs available in tested grammars. These types can be
broadly categorized as process-oriented, structure-ori-
ented, or object-oriented (where process and structure
elements are ‘‘encapsulated’’ in one construct). For
example, testing process models with the data of struc-
ture-oriented cases would not generate interesting com-
parisons. The importance of the cases used in the
procedures cannot be overstated. A common reaction to
CMT comparisons is to suggest that observed results are
simply sensitive to the case used and that a different case
would result in a different outcome. These arguments are
difficult to rebut. Moreover, the subjects’ domain expe-
rience can play a part in the conceptual modeling pro-
cess, further increasing the dependence on the case [26].
Several researchers have addressed this issue by per-
forming tests with more than a single case [5, 14]. While
using more than one case increases the costs associated
with the experiment, consistent results across two or
more cases lead to stronger validity. Furthermore, con-
sistent results across research teams using identical cases
can provide an even higher level of validity and should
be encouraged. Thus, the use of ‘‘standard’’ cases should
be encouraged.

We have discussed earlier the need to clarify differ-
ences between chosen grammars with an appropriate
grammar benchmark (ontology or metamodel). We have
also discussed the issue of intra- and intergrammar
comparisons. Note that when an intragrammar com-
parison is developed, differences in the rules of how to

Designer
(model creator)

Stakeholder
(model viewer)

Model Model

Model

Fig. 2 Norman’s [28] theory of action as applied to IS modeling.
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apply the grammar often become the variable of interest
in the study. It is important to note in creating either
inter- or intragrammar comparisons, that the notion of
informational equivalency will be central to the useful-
ness of the results. If the two treatments provide sig-
nificantly different levels of information, the results for
the empirical test may be of little interest because the
content differences, and not grammatical differences,
might drive the results. Information equivalency is par-
ticularly hard to attain in intergrammar comparisons.
The problem of information equivalency is also of sig-
nificance when comparing the different media used to
present models. In general, careful controls need to be
put into place to make sure significant information
advantages are not provided to one of the treatment
groups.

Perhaps the most important consideration in devel-
oping studies is the relevant participant pool. Many
observers have suggested that using novices negates
external validity of the results. Prior empirical work has
recognized that both the knowledge of the modeling
method and the knowledge of the application domain
are important considerations in choosing potential par-
ticipants. These two dimensions reflect several types of
participants in the conceptual modeling phase of scope
definition. These types can be described using the grid
provided in Fig. 3.

The classification in Fig. 3 can be used to identify the
project roles in conceptual modeling processes. For
example, individuals in Quadrant I (high domain knowl-
edge, but low modeling knowledge) might represent
stakeholders such as system users or managers, whereas
individuals in Quadrant II (high domain and high mod-
eling knowledge) represent experienced analystswhohave
worked in the particular application domain.

While this classification is useful in describing roles in
the system analysis process, it represents only stereo-
typical roles for individuals in projects. In reality, there
is a wide degree of variation in the level of domain and
modeling knowledge even within these general roles. For
example, a ‘‘user’’ may have intimate knowledge of his
or her area of functional expertise, but little or no
knowledge of activities in other parts of a business. An
‘‘analyst’’ may be experienced with a given modeling
technique, but possess little or no knowledge of other
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modeling techniques or of the application domain.
Project groups could be formed using stakeholders from
different divisions, who know their own area, but have
little or no knowledge of the overall application domain.
In addition, external consultants may vary in their
knowledge of the domain or modeling methods. In
summary, neither stakeholders nor analysts can always
be expected to be domain experts in the all areas of the
business pictured in a conceptual modeling diagram.

In designing an empirical comparison of modeling
techniques, it is also important to consider the chal-
lenges faced when using participants with high levels of
domain and/or modeling method knowledge. For
example, analysts typically possess a high level of
modeling knowledge of the particular technique they
already use [26]. Thus, any comparison of techniques
using analysts as subjects must first overcome the bias
towards familiar techniques. Batra et al. [4] suggested
that novices are representative of typical information
systems users who are involved in the analysis and de-
sign process in end-user computing. In summary, it is
important to recognize that the use of either ‘‘experi-
enced’’ analysts or ‘‘real’’ stakeholders who are very
familiar with the application domain, while seemingly
providing more realistic conditions, might create sub-
stantial difficulties in an experimental study.

6.2 Measuring affecting variables

The summary of empirical studies provided earlier in
Table 1 indicated a wide variety of constructs used in
measuring outcomes from the comparison of CMTs.
Our discussion of these constructs highlighted the dis-
tinction between the product of the CMT process and
the process itself. In presenting the framework, we ar-
gued that these outcome measures could be summarized
into two criteria for comparison, effectiveness, and effi-
ciency. The argument further introduced the different
products resulting from either the creation or interpre-
tation of scripts. In this section, we suggest the various

outcome measures that can be used for outcomes noted
above. This categorization and the related measures are
summarized in Table 6.

In regard to the task of script creation, the product is
an actual (physical) script. Measurements of the effec-
tiveness of these scripts can be based on a variety of
constructs reflecting expert ratings of the diagrams. A
common method is to score models based on different
types of errors. To address concerns about subjectivity,
Agarwal et al. [2] suggested the use of Jaccards sim-
plicity, which assigns a similarity value between 0 and 1
that expresses the degree of overlap between two scripts,
A and B, as the proportion of the overlap from the
whole. In measuring the effectiveness of the process,
Vessey and Conger [33] introduced the concept of
‘‘breakdowns’’ which represent errors that are identified
from the verbal protocols of sessions where participants
create scripts. The efficiency of the script creation pro-
cess has been assessed by considering the time taken to
create scripts, along with the perceived ease of use and
ease of learning reported by participants. Finally, an-
other subjective measure of effectiveness is the confi-
dence subjects convey as to the quality of their models.
While this confidence applies to the created model, we
view it as reflecting the comfort level generated
throughout the model creation process.

The measurements that can be applied to script
interpretation tasks are less obvious than those in script
creation. The product of script interpretation is the
cognitive model developed by the script viewer. The
cognitive model cannot be directly observed. Rather,
what can be assessed is the performance of tasks based
on cognition. Several types of performance measures
have been suggested for capturing the understanding a
participant develops when interpreting a diagram. Most
interpretation studies have employed comprehension
tests [3, 17]. A comprehension test is typically comprised
of a set of questions about elements in the script being
considered. Such a test can be conducted when a model
is available, reflecting model understanding, or after it
has been removed, reflecting recall.

Table 6 Measures for affected (outcome) variables

Criterion for comparison Focus of observation

Script creation Script interpretation

Product Process Product Process

Physical model Creating model Cognitive model in viewer Understanding the model
Effectiveness
(measures)

Expert rating Breakdowns Comprehension Errors in interpreting
Accuracy Errors Items remembered Confidence in correctness

(subjective)Correctness Confidence in
correctness
(subjective)

Recall
Detail Problem solving
Completeness Total
Quality Acceptable
Discrepancies Semantic recall (Cloze test)
Jaccards similarity

Efficiency (measures) Ease of use (subjective) Ease of use
Ease of learning (subjective) Ease of learning
Measures: elapsed time Elapsed time
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An important distinction has been raised between the
comprehension of diagram elements and the under-
standing of the domain that develops as a result of
viewing scripts. If one considers that the objective of the
conceptual modeling process is to further domain
understanding, then comprehension questions focused
on diagram elements do not measure the desired product
of the conceptual modeling process. It is for this reason
that recent studies [5, 9, 14, 15] have focused on mea-
suring the understanding of the domain using problem-
solving questions. While script comprehension is a
necessary condition for understanding, significant addi-
tional cognitive processing may be required to develop
an understanding of the domain. Researchers should
therefore consider measuring not only the comprehen-
sion of script (typically a diagram) elements but also
domain understanding created by cognitive processing of
script information.

A procedure for assessing understanding is described
in Mayer [23, 24]. In his experiments, Mayer [23, 24]
created two treatment groups: one was provided with a
text description accompanied by a diagram (the ‘‘mod-
el’’ group), the other was provided with only the text
description (the ‘‘control’’ group). After participants
viewed the materials, the materials were removed and
the participants were asked to complete a comprehen-
sion test and a set of problem-solving questions. The
comprehension task included questions regarding the
attributes of items in the description or the relationships
between them. For example, participants were given
information about a car’s braking system. The com-
prehension test included questions such as: ‘‘What are
the components of a braking system,’’ whereas problem
solving included questions such as: ‘‘What could be done
to reduce the distance needed to stop.’’ The problem-
solving questions required participants to use the mental
representation they had developed to suggest answers
for which information was not directly available in the
diagram. It is premised that the more answers partici-
pants provide, the more sophisticated is their (cognitive)
model of the domain and the higher is the level of
understanding they have developed.

A further possibility to measure the product of script
interpretation is provided by semantic recall based on
fill-in-the-blanks (Cloze) test. In this test, participants
are asked to fill in the blanks in a paragraph after the
model has been removed [14, 9]. The higher the semantic
recall, the higher the level of understanding of the do-
main being modeled. In such tests, attention should be
paid to identifying synonymous terms participants might
use when filling a blank.

As with script creation, the process of script inter-
pretation can be ‘‘opened’’ by using verbal protocols (or
other process-tracing methods) to count the number of
errors during the interpretation process. This number
can be used to measure the effectiveness of script inter-
pretation. In addition, its effectiveness can also be tested
by asking subjects about the confidence in their answers.

The efficiency of the interpretation process can be
evaluated by measuring the time taken to complete the
interpretation. As well, subjective ease of use and ease of
learning associated with the grammar can be assessed
using instruments such as the ease of use instrument
provided by Moore and Benbasat [25] or Davis [12]. It
should be noted that, to date, perceived ease of use has
not been found to be a significant contributor to effec-
tiveness outcome scores.

7 Summary

Conceptual modeling grammars are used in require-
ments analysis to promote understanding of the appli-
cation domain and the communication of this
understanding. Given the importance of the require-
ments analysis phase, the choice of a conceptual mod-
eling grammar can affect the outcome of a systems
development project.

Given that CMTs are important, definitive informa-
tion about CMT performance can only be obtained by
empirical methods. However, existing empirical works
tend to differ considerably. To be able to compare dif-
ferent works, we have proposed a framework for rea-
soning about experimental comparisons of conceptual
modeling grammars. The framework identifies the main
dimensions that have to be considered in setting up the
research questions and hypotheses. Specifically, it sug-
gests the possible choices of experimental tasks, inde-
pendent variables, controls, mediating variables, and
dependent variables.

As the framework provides a common set of dimen-
sions to categorize existing work on empirical evalua-
tion, it can be used as a source of common terminology:
to compare existing work, to identify where gaps exist,
to identify where more work can be done, and to sup-
port the formulation of research hypotheses.

As more empirical work on conceptual modeling
grammars appears, it is possible that more will be known
about the level of categorical variables and the reliability
of the measures for interval variables, notably those
related to grammar performance. However, it is also
possible that more relevant variables will be proposed.
Thus, we believe the framework will evolve over time.
Yet, we hope the present framework has already con-
tributed towards the creation of a cumulative tradition
of empirical work on conceptual modeling grammars.
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