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Abstract Numerous studies in recent months have
proposed the use of linguistic instruments to support
requirements analysis. There are two main reasons for
this: (i) the progress made in natural language pro-
cessing and (ii) the need to provide the developers of
software systems with support in the early phases of
requirements definition and conceptual modelling. This
paper presents the results of an online market research
intended (a) to assess the economic advantages of
developing a CASE (computer-aided software engi-
neering) tool that integrates linguistic analysis tech-
niques for documents written in natural language, and
(b) to verify the existence of the potential demand for
such a tool. The research included a study of the lan-
guage – ranging from completely natural to highly re-
stricted – used in documents available for requirements
analysis, an important factor given that on a techno-
logical level there is a trade-off between the language
used and the performance of the linguistic instruments.
To determine the potential demand for such tool, some
of the survey questions dealt with the adoption of
development methodologies and consequently with
models and support tools; other questions referred to
activities deemed critical by the companies involved.
Through statistical correspondence analysis of the re-
sponses, we were able to outline two ‘‘profiles’’ of
companies that correspond to two potential market
niches, which are characterised by their very different
approach to software development.
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1 Objectives and structure of the paper

1.1 Premise

This paper presents the results of an online market re-
search conducted in the spring and summer of 1999 by
the Department of Computer and Management Sciences
of Trento University, Italy. The study is part of a larger
project whose principal aim is to identify the advantages
and disadvantages of market research done online with
respect to traditional methods and channels, and to look
at its applicability in diverse product markets.1 In
methodological terms the objective of the research pre-
sented in this paper was to demonstrate the benefits of
conducting online market studies for innovative prod-
ucts. Problems with such innovative products derive
firstly from the fact that their characteristics cannot be
thoroughly defined before conducting the research, and
secondly their availability in commercial form usually
requires further sizeable investments in research and
trialling. Both of these issues are critical for CASE
(computer-aided software engineering) tools, which use
linguistic instruments to analyse documents in natural
language, and are therefore based on technologies for
natural language processing (NLP) developed in the field
of artificial intelligence. Working from the perspective of
a company attempting to decide which products to
develop (from among different projects related to NLP-
based applications), our objective was to evaluate the
potential demand for NLP-based CASE tools. In con-
ducting the study we made the reasonable assumption
that the respondents (people involved in developing

1Multi-year project funded by the Department of Computer and
Management Sciences of Trento University.
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software systems) could be contacted easily by Internet;
this prerequisite could not be guaranteed principally at a
national level for other sectors studied previously (e.g.
tourism or electronic commerce of groceries).2 At the
same time, a certain predisposition not to participate in
the study was to be expected, whether because of time
constraints (noted even during the initial explorative
interviews) or because of an already high level of satu-
ration. In fact, both of these assumptions were con-
firmed during the course of the research. Nonetheless,
we emphasise that this paper focusses on the results of
the actual content of the research, and hereinafter we
describe only methodological aspects that are pertinent
to the interpretation of the results obtained.3

1.2 Objectives

As previously mentioned, the aim of the research was to
analyse the potential demand for a CASE tool integrating
linguistic instruments as a support to requirements anal-
ysis [2]. To give the context in which such a tool could be
designed and used, the following paragraph first describes
the role of natural language in requirements engineering
and then classifies the possible applications of linguistic
instruments, making reference to the architecture of an
ideal NLP system and to the three fundamental activities
of requirements analysis: elicitation, modelling, and val-
idation [3]. Our market research refers principally to the
support of conceptual modelling, an activity that to ben-
efit from the use of linguistic instruments requires the
design of a modelling module. The other activities could
be supportedby existing functionalities of anNLP system,
with varying levels of performance.

It was found early in the study that none of the
commercial CASE tools exploited linguistic instruments
to support requirements modelling [4]; this meant,
therefore, that the market research was to focus on a
new product whose features could not be defined in
relation to similar existing products (analysis of the
competition). Numerous research projects do exist in
this area, however, and serve as a testimony of the
considerable interest in the use of linguistic instruments
in requirements engineering [5, 6].4 The common
objective is to carry out a linguistic analysis of require-
ments documents in order to produce conceptual models
of them.5 Among the most recent projects, as an
example, we can cite those described in [8, 9]. While a
complete review is beyond the scope of this paper, it is
worth noting how different approaches can be analysed

by looking at two principal aspects (depending on the
characteristics of the linguistic tools adopted):

a. How ‘‘natural’’ the input language is, which is nor-
mally subject to restrictions regarding grammar,
vocabulary, or both;

b. How much intervention by an analyst is needed in
order to process ‘‘semi-automatically’’ the text or to
identify the key elements for conceptual modelling.

The survey described in this paper focusses on the first
of these points, one that we deem of vital importance
because whatever the approach adopted, the ‘‘natural-
ness’’ of the language directly affects the amount of effort
needed to extract useful information from the documents.
First, it was necessary to establish whether the documents
gathered in the requirements elicitation phase were in
�real’ natural language or in some type of restricted lan-
guage, and if they were in natural language, whether the
user or customer could be asked to describe the require-
ments using a more restricted language. In fact, if the
documents are written in a �controlled’ language (restric-
tions on grammar or vocabulary), information can be
extracted using syntactic or �shallow’ techniques, such as
parse trees.6 To obtain equivalent performances with
documents in unrestricted natural language it is necessary
to have a semantic representation of knowledge that em-
beds reasoning techniques. Such applications are cur-
rently being studied.7 Moreover, the language used in the
documents can be more or less linked to a particular
application domain (for example, software for telecom-
munications), thus determining the degree of specialisa-
tion of the support linguistic tool to be used in the
conceptual analysis, and therefore of its knowledge base.
In other words, hypothesising that the basic NLP tech-
nologies are available, for a company that must decide
whether or not to invest in the development of an NLP-
based tool for requirements analysis, it is important to
establish first if it is possible to design and realise a gen-
eral-purpose tool to support software development for
different application domains or if instead it is necessary
tomake further investments later to customise the tool for
the different companies or customers it will eventually
serve. These are all essential considerations in determining
the investment necessary to convert a research prototype –
like those developed in the existing research projects – into
a commercial tool.

Results of preliminary interviews as well as the state
of the art of existing prototypes led us to decide not to
investigate the degree of analyst intervention requested
nor the performance requested of the tool (point b: we
limit ourselves on this point to giving some general
findings that emerged while conducting the research). To2Some comparisons deriving from our research are described in [1].

3For further study of issues related to online market research, the
interested reader can refer to the literature (see for example, the
publications found at ESOMAR – European Society for Opinion
and Marketing Research – http://www.esomar.org).
4A bibliography is available at http://nl-oops.cs.unitn.it.
5The first proposals to use linguistic criteria for the extraction of
entities and relations, and then objects and associations, from
narrative descriptions of requirements date from the 1980s [7].

6Included in this category are, for example, the instruments de-
scribed in [10] and [11].
7For example, to recognise if Washington is the name of a person,
of an airport, or of a city in a given document requires a semantic
approach. Limitations on space do not permit a deeper discussion
of this issue here; see for example [12].
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do so would have required further investment in a more
extensive market research; such study would be justifi-
able only with a positive outcome, certainly not guar-
anteed, relative to the issues related to point a).
Moreover, to assess the potential market for an NLP-
based tool for requirements analysis, we studied aspects
related to the diffusion of methods and instruments of
software engineering. In particular, we intended to verify
whether requirements analysis is in fact considered
critical in relation to other important activities in soft-
ware development (testing, documentation, etc.).

1.3 Structure of the paper

The paper is organised as follows: the next section de-
scribes the context of an NLP-enabled CASE tool and
summarises possible applications of linguistic tools for
requirements engineering. This provides information on
the design of the questionnaire and the eventual inter-
pretation of the results. The third section outlines the
plan of the market research, noting the different phases
and focussing on the questionnaire and on the charac-
teristics of the respondents. The main results of the
online survey are presented in the fourth section, where
they are analysed using a statistical technique referred to
as correspondence analysis. The profiles obtained have
revealed the existence of two market niches character-
ised by their diverse approaches to software develop-
ment. Finally, some observations are given regarding the
characteristics of the survey and the extendibility of the
results. The conclusions summarise how the results of
the survey can be used by those who develop software in
general, and by those who design tools and environ-
ments for requirements analysis in particular.

2 The role of natural language in requirements
engineering

Much has been written on the importance of require-
ments analysis. In order to show why environments and
tools to support such analysis are less satisfactory than
those available for the other phases of the software life
cycle, we shall briefly review the distinctive features of
requirements engineering, defined as:

...the systematic approach of developing require-
ments through an iterative cooperative process of
analysing the problem, documenting the resulting
observations in a variety of representation formats,
and checking the accuracy of the understanding
gained. [3, p. 13]

Thus evident is the central importance of communi-
cation8 and knowledge. Compared with other phases of

software engineering, requirements analysis and con-
ceptual modelling [15] present unique difficulties. Many
of the activities involved are cognitive and require cre-
ativity as well as knowledge about information tech-
nologies and the application domain. Moreover, the
recent advances brought about by business process
re-engineering (BPR) and the inclusion of innovative
components in information systems are broadening the
scope of projects. As a consequence, the number of the
actors, interactions, and languages involved have in-
creased. Completing the picture are the needs of com-
panies, which operate at ever higher levels of
competitiveness and which demand increasingly flexible
information systems.

In this context, the use of linguistic tools – more
precisely of NLP systems – to support the development
of software systems in general and requirements analysis
in particular, may help the analyst to:

– Concentrate on the problem rather than on the
modelling;

– Interact with other actors;
– Take into account the various kinds of requirements

(organisational, functional, etc.);
– Achieve traceability as from the first documents pro-

duced;
– Manage more efficiently the problem of the changing

user requirements9.

As regards the possible applications of NLP systems
to requirements engineering, it is worth noting that they
are able to process both vocal and textual input, some-
times imposing restrictions such as limiting the vocab-
ulary or the grammar.

NLP systems can be used to obtain, with different
levels of performance, essentially three types of output:

– Syntactic, semantic, or pragmatic analysis;
– Text either in the same language or another one,

natural or artificial;
– Syntheses in the form of differently structured sum-

maries or templates.

Figure 1 is a simplified scheme of an ideal general-
purpose NLP system. It is important to remember that
the systems for real applications are usually highly
dependent on the task and on the domain.10

With reference to this scheme, linguistic tools of dif-
fering complexity and especially of differing maturity
can be used:

a. In the requirements elicitation phase:

– To facilitate the digitising of requirements docu-
ments using speech recognition systems or NLP-
based interrogation interfaces;

8‘‘The hard part, and the true essence of requirements, is trying to
understand your customer’s needs. A person involved in require-
ments needs human skills, communication skills, understanding
skills, feeling skills, listening skills’’ [13]. See also [14].

9For a recent study on why it is impossible for users to know their
requirements beforehand, see [16].
10On this point, see, for example, the tasks required by the MUC
competitions (Message Understanding Competition) organised by
the DARPA (Defense Advanced Research Projects Agency) [17].
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– To reveal ambiguities and contradictions in docu-
ments describing user needs (see, for example, [12,
18, 19]);

– To design questionnaires or interviews, by verifying
the ambiguity of the questions;

– For automatic analysis of replies to open-ended
questions, interpreting and classifying their con-
tents [20].

b. To model requirements by extracting (directly from
the text) the descriptions of the elements to be in-
cluded in the conceptual models envisaged by the
development method adopted, in particular UML
(Unified Modelling Language11) diagrams (see
Fig. 2).

c. To support requirements validation, by exploiting the
generation functionality of NLP systems to produce
descriptions in natural language based on the struc-
tures used to represent knowledge.

A complete vision requires noting that NLP tools can
also be used for documentation, generating reports on
the various stages of requirements collection and mod-
elling; for traceability, allowing a link to be maintained
between the texts used and the models produced; and for
the translation of documents into various languages,

something that becomes increasingly necessary in the
design of international information systems.

The survey described in this paper concerns the sec-
ond of these points, that is, the use of NLP techniques to
support the development of conceptual models, given
that it requires the design of a modelling module. All the
other activities could be supported by existing func-
tionalities of an ideal NLP system, albeit with different
performances. The most important assumption is that
the requirements documents, once analysed, can con-
tribute to a ‘‘knowledge base’’ from which to extract
elements deemed useful for modelling activities. There
are two important aspects to note regarding projects for
developing this type of instrument: (i) many of these
projects are based on ad hoc NLP systems, and therefore
do not appear to correspond to the requirements for
scalability and robustness of real applications; and (ii)
given the complexity of natural language, almost all of
them expect that documents will be written in restricted
language or that some revision of the text will have ta-
ken place before undergoing the automatic analysis.
These two facts are worth remembering when inter-
preting the results of market research and when esti-
mating potential investments in NLP technologies, and
certainly when developing a CASE module to support
requirements analysis.

3 Plan and realisation of the market research

The decision to investigate the market for an NLP-based
tool for requirements analysis was made in the context
of a joint research project with the Department of
Computer Sciences of Durham University (UK) in
which a prototype was developed of a CASE tool –
called NL-OOPS12 for requirements modelling accord-
ing to the object-oriented approach [21, 22].

The market research described here was based on the
administration of a questionnaire whose design required
consideration of the experience gained throughout the
development of NL-OOPS and of the methodology and
techniques of online market research. Specifically, the
research progressed in the following phases:

Fig. 1 The architecture of a
general-purpose NLP system

Fig. 2 The models generation process

11The official documents of the UML’s specifications can be found
on the OMG (Object Management Group) website: http://
www.omg.org.

12Natural Language – Object-Oriented Production System, http://
nl-oops.cs.unitn.it.
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– Preliminary survey
– Identification of interview subjects
– Designing and testing of the questionnaire
– Selection of the contact method
– Distribution of the questionnaire and reminders
– Collection and analysis of the data

A description of each phase follows, with greater
emphasis on the third phase (designing the question-
naire) and on the final stage (analysis of data).
Preliminary survey The first step in the research project
was to create a focus group composed of both companies
that develop linguistic instruments aswell as big and small
businesses that develop software or offer services linked to
the introduction of information technologies in the
workplace. The goal of this phase was to collect infor-
mation about the users’ needs that could be satisfied with
anNLP-basedCASEtool and togatherother information
useful indesigning thequestionnaire.The researcherswere
immediately confronted with pessimistic views of tools
which use NLP techniques to support requirements anal-
ysis. In particular, some focus group members expressed
serious doubts that the language in the documents gath-
ered for requirements analysis was sufficiently �natural’ to
justify the adoption of a tool based on NLP techniques.
Others questioned the technical feasibility of such tools,
citing their own unsatisfactory experiences with other
NLP applications such as translation programs.
Identification of interview subjects In accordance with
the objective of the study, the questionnaire was directed
principally to persons involved in software development,
and in addition to managers responsible for important
decisions regarding the process of software development,
including the decision to adopt methodologies and sup-
port instruments. From a statistical viewpoint, when
dealing with a survey conducted via Internet, one of the
main problems is to establish the degree to which the
sample is representative of the target population, in this
case the people or companies involved in software devel-
opment. On the one hand, it is reasonable to assume that
the intended respondents are reachable by Internet, while
on the other hand the population has characteristics
(number, size, geographic distribution, etc.) that are not
documented. Given this and also considering the chosen
methods of contact, the approach to the study is con-
ceptually similar to a sequential sampling. Statistically,
this would classify it as a descriptive study, and as such
requires caution when extending the results outside of the
survey sample.
Designing and testing of the questionnaire Again con-
sidering the objectives of the study, in terms of both
methodology and content, the survey was conducted
only via Internet and it consisted of a questionnaire on a
web page (see the Appendix).13 This choice was the
driving force during the design and testing stage, the aim
being to have a concise questionnaire with close-ended

questions in language as clear as possible.14 As for the
questions themselves, the choices were made as logical
and pertinent issues emerged throughout the course of
the focus group. After a phase of testing in which the
questionnaire underwent the scrutiny – first directly and
then online – of a select group of analysts and project
managers, the final version was produced. The final
questionnaire was divided into two sections, for a total of
eighteen questions, and a final open question for further
observations. The first group consisted of questions
relating to the company (questions 1–4) and to the
respondent (questions 5 and 6). The second part inves-
tigated processes of software production, so that one
group of questions concerned the use of methodologies
(questions 7–10) and tools (questions 13 and 14) in
software development; another group dealt with docu-
ments used in requirements analysis (questions 11, 12,
and 15) and the last three were about the efficiency of the
development process (questions 16, 17, and 18). The
respondents were also asked if they were interested in
obtaining the results of the research or in viewing a
demonstration of a prototype of an NLP-based CASE
tool. The decision to introduce questions associated with
an engineering approach to software development was
made after verifying the possibility of using existing data.
Surprisingly15, only a small amount of data was found,
whether for the diffusion of object-oriented methodology
or for the use of �classic’ models such as the entity-rela-
tionships models. These are important because the early
research and conceptual models for linguistic analysis of
requirements [7] looked to produce entity-relationships
diagrams; moreover, these models can be seen as a par-
ticular case of the class models foreseen by the object-
oriented approach. As regards the market for CASE
tools16, in many cases they did not meet expectations and
as a consequence did not have the desired market success
[25]. We will have to wait for the adoption of the UML –
developed about one year before the present research
project began – as a standard for conceptual modelling
by the OMG (Object Management Group); only then
will there be a significant growth in the market for CASE
tools, repackaged and renamed as object modelling tools
or visual modelling tools. In short, the scarcity of data on
the penetration and role of an engineering approach to
software development influenced the choice of questions
for the survey, but also, as we shall see, the ability to
validate and extend the results.

The questions considered most important to veri-
fying the existence of a market niche for an NLP-
based CASE tool are those related to the documents
used to collect requirements. In fact, as we have al-
ready seen, if documents are in real natural language,

13The questionnaire is available along with the data gathered and
other related research material at http://on-line.cs.unitn.it.

14For example, a questionnaire like the one used for the survey
described in [23] would have to be radically altered to be used
online.
15In light of the observations in [24], this may not be so surprising.
16The choice of tools for question 14 was made on the basis of sales
data for a period prior to the study.
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an even more sophisticated (and costly) technology is
needed to develop an environment that effectively
supports analysis using linguistic instruments. It is
therefore useful to establish whether the company is in
a position to require clients or analysts to describe
requirements in a restricted language. Typical restric-
tions can include: (i) grammar – aiming to have syn-
tactic constructions that are easier to analyse by
requiring, for example, shorter phrases, using the ac-
tive voice, by avoiding anaphorical references, etc.; and
(ii) vocabulary – aiming to reduce ambiguity of terms.
Moreover, in order to determine the degree of cus-
tomisation required of a possible NLP-based tool,
further questions dealt with the level of specialisation
of the terminology and the domain knowledge required
to develop the software.

In the questions related to the efficiency of pro-
duction processes, respondents were asked in particular
about the improvements that they would like to see
(choosing from a list of eight possible activities con-
sidered critical, two of which are fundamental for the
phase of requirements analysis) and how they could be
achieved, the choice being between �internal delega-
tion’, �outsourcing’, and �automation’. The final ques-
tion was designed to ascertain whether the company
was able to deliver the software systems or products
without delays. Finally, in keeping with the general
rule of market research, an incentive to participate was
provided in the form of a random draw among
respondents for tickets to an opera performance at the
Arena in Verona.17

Selection of the contact method The objectives of the
research and the characteristics of the tool inherently
required a contact method that would permit efficient use
of time and resources while at the same time reach the
largest number of potential respondents. On this point,
to take into account the fact that there is a high level of
saturation – due to the large number of such survey re-
quests that the respondents receive – we had initially
thought to send the questionnaire to some specialised
newsgroups18, highlighting the academic nature of the
research. In the first phase we identified three newsgroups
whose work is related to the research topic (comp.object,
comp.software-eng, alt.comp.software-tools); another 21
newsgroups were later added to the list (the complete list
is available at http://online.cs.unitn.it/). Nonetheless,
after this method of contact proved less successful than
expected19, we decided to contact the companies directly
by email, supplying them with the address of the Web
page where they could find and complete the question-
naire. The companies’ addresses were acquired online

using search engines, in particular a directory of Yahoo!
(http://www.yahoo.com – Computer > Software >
Developers).
Distributing the questionnaire and reminders As de-
scribed above, the questionnaire was administered in
two different ways. In a first phase it was publicised on
a number of newsgroups devoted to software devel-
opment (resulting in 44 completed questionnaires and
39 software companies) and in the second, requests to
take part in the survey were sent by e-mail to 1541
addresses corresponding to 1234 software companies.
By means of this second method, 107 completed
questionnaires corresponding to 103 companies, were
obtained. To get these results, it was necessary in
many cases to send a message reminding the receiver
to participate in the study, yet at the same time
allowing him or her to explain the decision not to
complete the questionnaire. Reasons given for not
completing the questionnaire frequently referred to a
lack of time and the large number of requests of this
kind received (the email messages sent are accessible
online at http://on-line.cs.unitn.it/). In addition, several
addresses were incorrect, although the percentage was
rather low (7.6%, 6.1% if calculated by number of
companies).20 Consequently, the number of valid
contacts was 1424, corresponding to 1159 companies.
Collection and analysis of the data A total of 151
questionnaires were returned, 91% within five days of
sending the initial request or the questionnaire itself. The
response rate calculated for the questionnaires sent via
email was around 8%. This can be regarded as a satis-
factory result when compared with traditional surveys
conducted by post or fax, and with other surveys of
software development, for which the response rate has
been 3% [25].21 In strictly statistical terms, the group of
companies contacted – while constituting in itself a large
number – cannot be taken as a representative sample of
the population of software development companies.
Given this, it is important that the results be interpreted
in a descriptive mode, thus requiring caution in
extending them. We shall see, however, that for some
questions the quality of the survey results can be eval-
uated by comparing them with those obtained from
other surveys and with data relative to the CASE mar-
ket. The results of these comparisons are provided at the
end of the next paragraph.

17Because the survey concluded at the end of the Arena opera
season, the tickets were replaced with CDs of opera music by Verdi.
18One of the aims of the survey, in fact, was to investigate the
conditions under which newsgroups can be used to carry out online
surveys.
19Limited number of questionnaires obtained (44) and accusations
of spamming.

20This is a rather high percentage, bearing in mind that they were
collected from the homepages of official company websites. An-
other survey carried out in the same period on winter tourism,
where the addresses were provided by a specialized magazine,
found a very similar percentage of wrong addresses (8.9%), but the
amount can be much higher. For example, in a survey of Internet
users carried out in 1996, 35% of a total 1221 addresses were found
to be wrong [26].
21This was the minimum value for the traditional-type surveys,
which achieved a maximum response rate of 20%. In the survey
described by Glass and Howard [25], the percentage rose to 17%
after the questionnaire mailings were supplemented by telephone
contacts with fax follow-up.
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On a methodological level, the use of newsgroups
confirmed that little effort was required to ask respon-
dents to participate, but the low number of question-
naires completed may nullify this advantage.
Furthermore, the use of newsgroups should be evaluated
on the basis of the following factors: level of speciali-
sation22, number of messages, and presence of a mod-
erator. In light of the results of our survey, in the case of
very specialised newsgroups, even if the contents of the
survey are relevant to them, in order to increase the
response rate it is advisable to ask for the moderator’s
consent, or to identify one or more newsgroup leaders
who can legitimate the survey with their participation.

The initial analysis noted the geographic distribution
of the respondents, most of whom are residents of
European states or of North America (see Fig. 3). This
first result of the research is supported by the analysis of
similarities among different geographic distributions
(using appropriate indices) showing, in fact, that these
markets have similar characteristics. Given this, we
present here results of the survey in its entirety, high-
lighting only those aspects where the geographic area of
residence influenced the responses.

Eighty-six percent of the respondents fill roles relat-
ing to software development projects, 68% having
occupied the role for more than six years.23 Moreover,
as to be expected, length of service influenced the posi-
tion occupied in the company, so that programming
work was more frequently performed by persons em-
ployed for the shortest periods, while those who had
worked in their companies for 6–10 years were almost
uniformly distributed among roles. To be noted is that
the majority of European respondents selected �System
Engineer/Architect’ but their American counterparts
selected �Project Manager’, which may have been be-
cause different terms are used to denote the same role in
the two areas. Some 29% of the respondents worked in
companies with more than 100 employees, although
small-sized companies were also well represented
(Table 1).

The core business of the companies surveyed in 77%
of the cases is �Software’ and in 23% is �Websites’ or
�Other’. As expected, the highest percentage of compa-
nies engaged in other types of business (or rather, also in
other types of business) consisted of larger-sized ones.
As regards the type of software produced, 42% of the

companies developed software for niche markets
(Fig. 4), with a high of 48% for North America. This
may be due to the presence of a larger number of small-
sized companies, given that 59% of companies with five
or fewer employees, and 24% of those with more than
100, operated in niche markets. Software products were
mostly sold to the end user: 84%;24 only 13% sold to
another software company, and 3% to software shops.
Interestingly, given the nature of this type of product, all
the companies that developed websites sold their prod-
ucts directly to the end users.

The next section provides a detailed analysis of
the results of research into the existence of a
potential market for an innovative tool to support
conceptual analysis – a tool that has the capability to
analyse documents written in varying levels of natural
language.

4 The results of the survey and the potential demand
for an NLP-based tool to support requirements analysis

We can identify three groups of elements that are useful
in evaluating potential demand25 for a CASE tool to
support requirements analysis for documents written in
natural language. They can be described as follows,
taking into account their interrelatedness:

The market for instruments supporting software develop-
ment and requirements modelling How extensive is the
market? How much competition is there? Do software
developers use CASE tools? If so, which ones? (Nor-
mally the use of a CASE tool presupposes the adoption
of a development methodology.) This last point was

Fig. 3 The respondents by geographical area of residence

Table 1 Company size

How many employees and consultants are there in your company?

1–5 6–20 21–50 51–100 More than 100

27% 24% 15% 5% 29%

Fig. 4 Type of software

22For a survey on virtual supermarkets, a message was sent to 6
newsgroups obtaining 100 completed questionnaires.
23All the percentages were calculated on the total number of
respondents who answered the relative questions, with non-replies
omitted.

24Further investigation of this aspect would require knowledge of
the number and size of the companies’ customers. This, however, is
beyond the scope of our survey.
25For an introduction to the evaluation of potential demand, see
for example, [27].
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important both for establishing which conceptual mod-
els the tool should support (an aspect that became less
important with the diffusion of UML26), and for reasons
of compatibility and integration with existing tools27.
Some information on this point could be obtained by
means of the data on sales of CASE tools, but one
question on this topic was inserted regarding the tools
supporting requirements analysis and top-level design.
Features of the tool The requirements principally
influencing the investments necessary to develop a tool
for requirements analysis based on linguistic instruments
are (a) the language found in the documents gathered in
the elicitation of requirements phase, crucial in identi-
fying appropriate techniques and linguistic instruments,
and (b) the degree of specialised domain knowledge re-
quired of the tool, which determines the degree of spe-
cialisation required of the producer of the CASE tool
(generality). Also, given the state of the art of linguistic
instruments, an important consideration is the perfor-
mance required of the tool; in other words, how �good’
does it have to be to merit purchase?28

Requirements analysis viewed as crucial This is a vital
element in identifying potential market niches and in
ascertaining the tendency of users to invest in a tool that
supports requirements analysis, as well as their willing-
ness and ability to accept the changes that accompany
the adoption of a new tool. Companies that have an
engineering approach to software development have
highly standardised processes and should therefore
consider the activities lacking structure or support as
crucial points demanding attention. A company
employing a more informal or �craft’ process would not
necessarily share this concern but would, however, be
more interested in the use of natural language.

To glean the most useful information on these three
points, we analysed the completed questionnaires in two
phases. In the first phase we looked at individual an-
swers, studying reciprocal relationships and dependen-
cies. In the second phase we applied correspondence
analysis [28], aiming to unveil the existence of profiles

corresponding to potential market niches for an inno-
vative CASE tool.

4.1 The market for instruments supporting software
development and requirements modelling

As for the use of a tool supporting requirements analysis
and top-level design, only 30% replied positively. As was
expected, greater use was made of these tools in large-
sized companies, reaching 51% in those with more than
100 employees, as is shown in the table of conditional
distributions (Table 2). Not surprisingly, the use of these
tools increases with length of service (rising from 17% to
36%) with analysts as the category of employee using
them most frequently.

Moreover, 84% of the respondents stated that they
used specific methodologies for software development.
Size was a determining characteristic here: 78% of
companies with five or fewer employees use specific
methodologies and 93% for those with more than 100.
The type of software or the sales channel does not sig-
nificantly influence the use of methodologies, although
role and experience seem to do so to some extent.

The best-known diagrams for data modelling, entity-
relationship (E-R) diagrams, were used by 63% of
respondents who adopted a methodology. Moreover,
smaller company size corresponded to their more infre-
quent use (52% in companies with fewer than five
employees, 73% in those with more than 100). The use
of E-R diagrams was substantially greater among
respondents who had worked longer in the computer
business (increasing from 35% among those who had
worked in the field for less than three years to 66%
among those who had done so for more than ten). Fi-
nally, as regards the type of software, E-R diagrams
were used to very different extents by respondents who
developed general-purpose software (93%) and by those
who developed network software (25%), while there
were no substantial differences as far as the other items
are concerned.

The percentage of respondents who used an object-
oriented (OO) method was 68%, a percentage similar to
that of E-R diagram users. The classification by com-
pany size shows a difference between companies with
five or fewer employees (60% of which used OO meth-
ods) and those with more than 100 (74% of which do
so). There are no significant variations with respect to
years of experience, while there is a closer association
with the position occupied within the company: the
percentages ranged from 45% for programmers to 78%
for system engineers/architects. An interesting compar-

Table 2 Use of tools for
requirements analysis and top-
level design by company size

Do you use any tool supporting
requirements analysis and
top-level design?

How many employees and consultants are there in
your company?

1–5 6–20 21–50 51–100 More than 100

Yes 16% 18% 33% 33% 51%
No 84% 82% 67% 67% 49%

26In the past, the need to support different graphic notations was a
drawback to the market for CASE, in that it required producers to
choose which notation to support with their own tools, or to
absorb the higher cost of developing different versions.
27A CASE based on linguistic techniques for object-oriented
analysis does not necessarily require the realisation of an entire
support environment, but rather can be seen as a module that can
be integrated with an existing product.
28A study of the �robustness’ is of utmost importance also to
establish the degree of analyst intervention required in developing
requirements models, and should be conducted using a prototype
of the tool. See also point (b) of the introduction and conclusion.
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ison can be made in Table 3, where one notes that those
who adopt OO methods were already accustomed to
using E-R diagrams, thus indicating that they seemed
more inclined to use an OO approach.

As far as the most widely used OO method, 77% of
respondents who replied in the affirmative to the previ-
ous question declared that they use UML. This is a re-
sult which confirms the affirmation of UML as the
industrial standard for OO modelling. It is worth men-
tioning that the survey was carried out approximately
one and a half years after the adoption of UML by the
OMG.

It also emerged that the great majority of the
respondents who said that they did not use methodolo-
gies did not use tools for requirements analysis and top-
level design either (90%): indeed, there is an association
between the use of methodologies and CASE tools.
Another finding to be emphasised is the connection be-
tween the use of CASE tools for requirements analysis
or top-level design and the type of language employed in
documents. Not unexpectedly, these tools were used
more frequently when the language was more formal
(24% with �Common natural language’ and 63% with
�Formalised language’). Even if these results should be
treated with caution, given the low number of companies
surveyed, they seemingly confirm the inability of cur-
rently available CASE tools to meet the needs of natural
language processing by yielding environments that are
effectively useful. As far as the tools used are concerned,
52% of respondents who replied in the affirmative to the
previous question declared that they used Rational
Rose.29 Rational Rose was the tool with the highest
market share both worldwide and in Europe.30 In 1998 it
accounted for 33% of the market, with an increase of
79% on the previous year.31 For this reason, the per-

centage found by our survey (52% for the year 1999)
appears to be as one would expect.32

4.2 Features of the tool

As noted, the type of language used in requirements
documents determines the complexity of the linguistic
instruments and of the NLP techniques to be used.
When documents are written in a constrained language
(a subset of natural language) – which imposes restric-
tions on the grammar, vocabulary, or both – simpler and
more mature linguistic tools can be used. However, it is
not usually possible to impose restrictions on the lan-
guage employed. Firstly, because it is necessary to adopt
a customer-oriented approach in the development of
software applications. Secondly, because it is necessary
to reduce the risk that the restrictions imposed on the
language and the formalisms adopted will force the user,
or even the analyst, to express what the models permit to
be represented, rather than the real requirements of the
system. The survey shows that, in both Europe and
North America, requirements documents are furnished
directly by the customer and integrated with interviews
in around two-thirds of projects. The main difference
between the two regions considered was the percentage
of companies that conducted interviews with customers:
73% in North America and 58% in Europe, without
significant differences in behaviour between small- and
large-sized companies.

With regard to the level of the terminology in
requirements documents, one finds that 79% of the
latter are couched in natural language (Fig. 5). For the
correspondence analysis, the final two modalities
(structured and formalised language) have been merged.

An analysis of the interdependence of the use of
natural language with the other factors examined did
not show any significant association with type of com-
pany, nor with the adoption of a methodology.

Another important aspect concerning both the po-
tential demand for an NLP-based CASE tool in partic-

Table 3 Entity-Rrelationship diagrams and Oobject-Ooriented
Mmethods

Do you use an OO
Mmethod?

Do you use Eentity-Rrelationship
diagrams to model your data requirements?

Yes No

Yes 69% 63%
No 31% 37%

Fig. 5 Level of terminology in the requirements documents

29None of the tools indicated by those choosing the option �Other’
was selected more than twice.
30International Data Corporation (IDC) data.
31These figures seem to contradict the results of the survey by Glass
and Howard [25], where CASE technologies are described as being
in decline. However, it should be pointed out that where back-end
or �lower’ CASE technologies are concerned, many of the functions
offered by these tools are by now part of the development envi-
ronment. Moreover, other expressions are often used instead of
�CASE’: for example, the IDC surveys use OOAMDC (object-
oriented analysis, modelling, design, and construction) tools. On
the other hand, in 1998 the market for OOAMDC grew by more
than 10% (24% in Europe). See also the results in [29].

32It should be pointed out, however, that the data of our survey are
expressed in terms of units of output by the companies surveyed,
while the sales figures are calculated on invoices and consequently
depend on the prices charged by vendors.
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ular and software development in general is the domain
knowledge required for an adequate understanding of
the problem so that the user’s requirements can be de-
fined. In fact, in the presence of high levels of specialist
knowledge, the tool must be adapted to the needs of
every customer if it is to operate efficiently in different
corporate settings. By contrast, a very low level permits
the development of a single standard tool able to operate
in different fields of application. In this regard, it was
found that respondents required an average (54%) to
high (34%) level of domain knowledge. It also emerged
that the higher the level of domain knowledge required
to develop the software, the greater the use of method-
ologies (9% for low levels, 53% for average ones, and
38% for high ones) and of tools for requirements anal-
ysis and top-level design (2%, 56%, and 42%, respec-
tively).

4.3 Requirements analysis viewed as crucial

As regards the efficiency of production processes, upon
conclusion of the market study it was important to
determine which software activities were viewed as cru-
cial, as well as their weight relative to requirements
(question 16).

In interpreting the answers to this question, it is
worth noting that two selections were requested, thus
having results above 100 percent. Fig. 6 shows that
�Identify user requirements’ and �Model user require-
ments’ were cited as priorities by a high percentage of
respondents.33 Unlike in the case of �Identify user
requirements’ – which was largely independent of the
language used to model requirements (46% for �Com-
mon natural language’, 37% for �Structured natural
language’, and 50% for �Formalised language’) and for
�Testing the software’ (35%, 32%, 38%, respectively) –
for �Model user requirements’ the percentages were
38% for �Common natural language’ and 13% for
�Formalised language’, in accordance with expectations.
Another noteworthy finding is that testing was viewed
as crucial by higher percentages (ranging from 19% to
46%) of the respondents who used no tools at all. A
similar pattern is displayed by the level of domain
knowledge necessary, where at low levels of knowledge,
testing was perceived as more important than all the
other activities (63%, compared to 32% and 30% for
medium to high levels of knowledge). Also of interest is
the fact that �Learn to use a new tool’ was selected by a
higher percentage of respondents declaring that they

did not use a tool for requirements analysis than by
those who instead said that they used a tool of this
kind.34

The importance of this question requires a compari-
son of the results for Europe and North America (see
Fig. 7). Also the correspondence analysis – reported in
the second part of this section – was done taking into
account the centrality of this question with respect to the
objectives of the market research, in which the activities
considered most critical become determinative when
identifying profiles.

To the question �What would be the most useful thing
to improve general day-to-day efficiency?’, the majority
(64%) chose the option �Automation’, while �Outsourc-
ing’ was selected by 7% and �Internal delegation’ by
29%. Contrary to expectations, no particular differences
emerged among the replies to this question with respect
to company size, where the only significant difference
concerned companies with 6 to 20 employees, where the
percentage selecting �Internal delegation’ was nearly
double that for other company groups, a difference that
may be due to organisational shortcomings. Interest-
ingly, the percentage of respondents who used a meth-
odology or a requirements analysis tool and believed it
less important to increase the level of internal delegation
was above the average of the entire sample. Instead,
there were no differences regarding the documents
available for requirements analysis.

Joint analysis of the two questions on the efficiency of
software production processes shows that a larger per-
centage of respondents who believed it important to
increase the level of automation had previously selected
�Learn to use a new tool’ and �Model user requirements’
(Table 4).

For the final question, regarding the average delay in
delivery of the software, the best performances were
achieved by companies with 6–20 employees (29% of
which delivered with less than one week of delay and
59% with less than one month) and by those who sold
directly to the end consumer (probably for contractual
reasons). Though not to a statistically significant extent,
companies using formalised language delivered with the
least delay, although there were no substantial differ-
ences as regards delays of more than one month (26%
for common natural language, 33% for structured nat-
ural language, 25% for formalised language). A fair
interpretation of these results requires one to remember
that the answers do not factor in the length of the pro-
jects. Nonetheless, assuming that an average delay of
less than one week corresponds to companies which on
average deliver the software within the designated time,
similar findings are reported in [32], where more than
80% of the respondents stated that their projects were
sometimes or usually late.

33To be noted is that also around one-third of the final observations
concerned the role and importance of requirements. Taking into
account the different goals of the surveys described in [30, 31], we
can compare these results with those obtained for a question
therein on the perceived relative importance of software problems
in Europe (most of the software problems are in the area of
requirements specification and managing customer requirements;
following documentation and testing) and on the perceived scope
of a generic process model (defining system requirements, 78%).

34In this regard we quote a remark made in one of the question-
naires: ‘‘I hate to be a cynic, but there are hardly any worthwhile
tools. The overhead in learning to use them is too great for the
payoff.’’
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Considering the purpose of this study, and particu-
larly the question of whether there is a market for an
NLP-based CASE tool for requirements analysis, the
results presented thus far confirm the perception of
requirements analysis as crucial for the development of
systems, the widespread use of the object-oriented ap-
proach and of UML, and the important role of natural
language. Specifically:

– More than 80% of the companies adopt a method-
ology to develop their software, and nearly 68% of
them adopt an object-oriented method (UML or one
of the methods merged into UML).

– The majority of the documents available for require-
ments analysis are in natural language and are either

furnished by the customer or obtained by means of
interviews.

– The domain knowledge required is medium to high.
– Tools supporting requirements analysis and top-level

design are used in less than one-third of cases.
– However, identifying and modelling requirements are

perceived as being at least as important as testing the
software.

– A higher level of automation is indicated by around
64% of the respondents as the most useful means to
improve day-to-day efficiency.

All of these elements work together to confirm the
existence of a potential demand for a CASE tool based
on NLP. To justify this claim, we undertook a corre-

Table 4 Efficiency of software
development processes Which are the two things in

your job you would like to
do more efficiently?

What would be the most useful thing to improve general
day-to-day efficiency?

Automation Outsourcing Internal delegation

Identify user requirements 69% 9% 22%
Evaluate project feasibility 44% 12% 44%
Model users requirements 75% 4% 21%
Learn to use new tool 86% 0% 14%
Documents software systems 71% 5% 24%
Train staff 18% 0% 82%
Test the software 67% 4% 29%
Other 43% 14% 43%

Fig. 7 Activities perceived as
crucial in software development
(Europe vs North America)

Fig. 6 Activities perceived as
crucial in software development
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spondence analysis (CA) study. This meant using a
statistical technique suited for the study of relation-
ships between modalities with two or more distin-
guishable variables, usually qualitative. The main steps
of correspondence analysis are concisely described as
follows:

1. Define a cloud of points (rows and columns of a
contingency table) in a multidimensional vector
space.

2. Choose the metric structure on this space.
3. Produce the fit of the cloud in step 1 to a

variable low-dimensional subspace onto which the
points (row and column profiles) are projected for
display.

4. Give an interpretation of the clusters of points cor-
responding to the projections of the rows and col-
umns of the original contingency table; analyse their
absolute contributions as guides to the interpretation
of the underlying dimensions and their relative con-
tributions (the so-called squared correlations) to
indicate how well the points are described along the
considered dimension.

The geometry of CA is very similar to Karl Pear-
son’s [33] geometric description of principal compo-
nents analysis. The closeness of the points to a line,
plane, or in general to a low-dimensional subspace is
defined as the sum of squared distances from the
points to the subspace. In general, it is important to
avoid the direct comparison of the distances among
the projections of row and column profiles because

they belong to different low dimensional subspaces and
the raw interpretation of their distances may produce
misleading conclusions.

Here we have considered a CA involving one of the
items of the questionnaire (�What should be done more
efficiently’) as a dependent variable and some other
collected variables (number of employees, core busi-
ness, kind of software produced, use of any method-
ology, starting documentation, level of terminology,
use of any tool, knowledge of domain, thing to im-
prove the day-to-day efficiency, average delay in
delivering the software) as independent variables in
order to verify whether and how much the answer to
this item is influenced by the modalities of the other
variables and to identify some relevant aggregations
of modalities which can reveal the potential market
demand for a CASE tool based on NLP.

We present here the result of the application of the-
CA based on the responses to the question regarding
which activities are considered most critical (see
Fig. 8).35

An initial interpretation of the graph can be
reached by looking at the axes. Specifically, one can
interpret the vertical axis in organisational terms,
assuming that the request for more automation rather
than internal delegation is due to an already more or
less solid organisational structure. The horizontal axis,
meanwhile, corresponds to an engineering or to a more

Fig. 8 Output of the
correspondence analysis [Two
points (�Other’ in question 16
regarding critical activities, and
�Outsourcing’ for question 17)
have not been represented
because of their great distance
from the centre (low frequency),
thereby making the graph more
comprehensible.]

35The contingency table is available at http://on-line.cs.unitn.it.
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informal approach to software development depending
on the use or non-use of methodologies and instru-
ments to support analysis and designing.

According to this interpretation of the graph, there
are two potential market niches. The first market niche
corresponds to companies that adopt methodologies
and instruments to support requirements analysis and
top-level design. We can safely assume that they use an
�industrial’ rather than �craft’ software development
process. For this type of company, project evaluation
is considered a critical activity, along with require-
ments identification. These two activities, among the
possible activities listed in the questionnaire, are the
most interdisciplinary and at the same time the most
difficult to structure. In particular, for purposes of our
study, requirements identification can be efficiently
supported by tools able to analyse documents in nat-
ural language. Moreover, for this type of company, the
tool should be specialised to have an appropriate level
of domain knowledge for the given area of software
development. The client provides requirements docu-
ments and the software produced is in turn delivered
to the client. For a customer-oriented approach, this
means having only a limited possibility to ask the
client to write the documents in a restricted form of
natural language; however, these companies sometimes
receive the documents in a somewhat structured
(formalised) form. In these cases it is possible to
envision the use of less sophisticated linguistic tech-
niques to analyse requirements documents in order to
produce conceptual models using the object-oriented
approach.

The second market niche includes medium- or large-
sized companies that use neither methodologies nor
instruments to support requirements analysis and top-
level design. They do, however, perceive requirements
modelling as critical, along with other activities such as
software documentation and testing, which are already
supported in varying ways by existing CASE tools.
One can reasonably conclude that also this second
group of companies constitutes a market niche for a
CASE tool enabled by linguistic instruments. In fact, a
CASE of this type could integrate the functionalities of
a traditional CASE, favouring the adoption of an
engineering approach in software development. An-
other activity deemed critical is to learn new tools, an
obstacle that could be surmounted by adopting a
CASE that makes extensive use of natural language.
The indication of requirements modelling rather than
identification brings to light the fact that a problem at
the level of requirements specification can hide
deeper problems related to requirements elicitation
(these can be supported by speech recognition systems
and by all the functionalities envisaged in point (a) of
Sect. 2.). This is confirmed to some extent by the fact
that identification, rather than modelling, of require-
ments is considered critical by the companies that
adopt a more structured approach to software devel-
opment.

An important aspect of this research is the broader
application of the results. As noted, this research is
descriptive, based on a large number of questionnaires
(among the highest we have seen in our studies36), yet
not fully representative of the population. The fact is
that for the software industry, there simply is not en-
ough information on the reference population to per-
mit a meaningful and statistically correct extension of
the results.

Having said this, we maintain that it is useful to
make a comparison with data available in the litera-
ture. Table 5 summarises the most significant of these.
Worth noting is the scarcity of existing data. Although
the surveys to which these results refer are very dif-
ferent,37 their similarities do stand out.

We can also cite here some data found in [34], which
contains detailed indications of the percentage of pages
in natural language or similar forms – text with key-
words, hierarchical enumeration, and tables – for three
projects, having values ranging from 82% to 99% (73%,
43.9%, and 34.4%, respectively, only for natural lan-
guage text).

Another aspect that enables positive assessment of
the outcome of the survey is the low percentage of non-
replies (1.65%) and the fact that in the case of replies for
which the option �Other’ was selected, in 91% of cases a
specification was given.

5 Conclusions

As the principal aim of this research project was to
assess if there is a market for NLP-enabled CASE
tools, the most important finding is that the majority
of the documents available for requirements analysis
are provided by the customer and couched in �real’
natural language, leading to the conclusion that the
use of linguistic techniques and tools may perform a
crucial role in providing support for requirements
analysis.

Because an engineering approach suggests the use of
linguistic tools suited to the language employed in the
narrative description of user requirements, we find that
in a majority of cases it is necessary to use NLP sys-
tems capable of analysing documents in full natural
language. If the language used in the documents is
controlled (giving a subset of natural language), it is
possible to use simpler and therefore less costly lin-
guistic tools, which in some cases are already available.
Instruments of this type can also be used to analyse

36Notable exceptions are the surveys conducted by the European
Software Institute: http://www.esi.es.
37These surveys were carried out with different objectives and using
different methods and samples. The survey described in [25] used 78
questionnaires compiled mainly by directors or managers of
information systems development in companies operating outside
the software field, while the Finnish one reports results relative to
12 Finnish companies, 8 of which worked exclusively in the soft-
ware field.
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documents in full natural language, even if in this case
more analyst consultation is required to reduce the
complexity of the language used in input documents or
to intervene automatically in the models produced as
output. Moreover, needed in many cases, besides an
adequate representation of the shared/common
knowledge, is specialised knowledge of the domain.
Once again, the management of expert knowledge re-
quires more substantial investments to adapt the tool
to the company’s needs.

As for the potential demand for NLP-based CASE
tools, two company profiles have been identified,
corresponding to two distinct market niches. The first
is composed of companies having an engineering ap-
proach to software development and that indicated –
of the two activities linked to requirements analysis –
the identification of requirements as the more critical.
In this case the tool could be configured as a module
to integrate with the CASE tool already used by the
company, and would provide support for phases
where existing tools are insufficient. In the second
market niche, the technologies of natural language are
used to facilitate the adoption of a CASE tool and
more generally of �best practises’ of software devel-
opment, given that along with requirements modelling,
these companies have also indicated as crucial activi-
ties in which the contribution of software engineering
is well developed (testing or software documentation,
for example).

We can also make some preliminary observations
here regarding the features expected of a tool based on
NLP, proceeding from interviews with systems
analysts/engineers and project managers in both small-

and medium-sized companies. Specifically, they
confirm assumptions made regarding potential demand
and interest in the following features:

– The possibility to accelerate the production of analysis
models and to rapidly create models to be used in
interactions with users and in project groups. The fact
that, for example, the class models may contain spu-
rious classes or that some classes may be missing was
regarded as less important if the models are produced
automatically.

– The tool was also regarded as useful for the training of
analysts, with the presentation of texts and the cor-
responding models, both for junior analysts and for
the retraining of those unfamiliar with the object-
oriented approach (the latter problem seems to be
more important for small-sized companies).

– The possibility of integrating the tool with CASE
tools for drawing diagrams using the elements singled
out by the algorithm and using tools for documents
management.

Finally, for some questions in the survey (e.g. the
use of methodologies and E-R models or the use of
support tools in the initial phases of development)
the contributions this paper makes to the field go be-
yond the confines of the market research as described
by the title. It confirmed some expectations (the
diffusion of the object-oriented approach), which on the
surface could appear obvious, yet have not been suffi-
ciently supported by hard data. It also confirmed the
presence of significant possibilities for the adoption of
instruments and methods of software engineering [35].

Table 5 Comparison with results relative to other surveys and the CASE market

NLP-based CASE tool
online Mmarket Rresearch –
1999 (142 companies)

State of the practice Ssurvey
on RE - 1999 [23] (12 companies)

SWoftware Ddevelopment –
Sstate-of-the Ppractice – 1997
[25]a (78 companies)

Market share
OO CASE
tools – 1998b

Sell to the end-user 84% 83% –
SW as core business 82% 66% –
Use OO methods 68% 50% 39% (Use O-orientation)

53% (Use a formal life
cycle methodology)

Use UML 77% – – >48%
Natural language
requirements

79% 100% –

Use RA tools 30% (and top level
design tools)

0% 29% (Use front-end
CASE tool)

Use Rational Rose 52% – – 33%
Identify user
requirements

46% 66% –

a Note that when this survey was carried out, UML had only just been adopted as standard by OMG.
b International Data Corporation (IDC) data.
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Appendix A:

Questionnaire for a new CASE tool
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Appendix A
(Contd)
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Appendix B:

Online material
(http://online.cs.unitn.it/)

– Questionnaire (html form)
– Contacted newsgroups list
– E-mail messages
– Correspondence analysis
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