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Abstract
Eighty years ago, the advent of electron paramagnetic resonance (EPR) revolution-
ized our ability to observe the physical world of unpaired electron spins. The incep-
tion of EPR spawned multiple scientific areas with a focus on discerning the roles 
of paramagnetic metals and organic radicals in an array of processes and materials. 
More recently, the emergence of site-directed spin labeling combined with distance 
measurement technology and molecular modeling has harnessed the power of EPR, 
to ‘watch proteins move’. Spin labels have enabled the measurement of distance con-
straints and site-specific dynamics in biomolecules to provide rich details of struc-
ture and structural changes that are tightly linked to biological function. Historically, 
nitroxide radicals are the most common spin labels. However, decades of method 
development and technological innovation have created a plethora of spin label types 
to extend the reach of EPR throughout the realm of biophysics. In this review we 
overview recent developments that improve the sensitivity of distance measurements 
using Cu(II) labels. These achievements over the last three years promise advance-
ments in the ability of EPR to measure structural and dynamical constraints beyond 
what is possible using common spin labels. First, we briefly discuss pulsed and 
continuous-wave EPR techniques that discern the coordination of Cu(II) to moni-
tor spin-labeling efficiency and binding in biological environments. Next, we outline 
the  bottlenecks that impact sensitivity  in pulsed dipolar spectroscopy and the stra-
tegic steps taken to remove these bottlenecks to collect distance measurements in 
hours. More precisely, we focus on the fast-spin phase memory relaxation time, the 
broad EPR spectrum due to anisotropy, and orientational selectivity effects inher-
ent to Cu(II). Finally, we showcase the versatile application of Cu(II) spin labels in 
biological systems and the advantages of Cu(II) in pulsed dipolar spectroscopy to 
access nanomolar protein concentrations.
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1 Introduction

Electron paramagnetic resonance (EPR) is an indispensable tool for understanding 
the role of free radicals and paramagnetic metals in many branches of science [1]. 
Continuous-wave (CW) and pulsed EPR measurements are commonly used to elu-
cidate the coordination environment, probe electron–nuclear interactions, and meas-
ure the distance between two or more spin labels. The diversity of EPR methods has 
been pivotal to discern a variety of phenomena that ranges from radical propagation 
in biological processes, metal coordination in inorganic assemblies, and to the state 
of qubits in quantum computing. These applications span across various materials 
that contain stable organic radicals like nitroxides or paramagnetic metals such as 
Gd(III), Fe(II), Fe(III), Mn(II), and Cu(II). In this review, we focus on Cu(II)-based 
EPR applications given that Cu(II) has increasing relevance as an EPR probe across 
scientific disciplines.

1.1  Cu(II)‑Based EPR in Materials

Figure 1 shows illustrative examples of Cu(II) probes and labels that have been used 
to determine structure–function relationships in materials, polymers, and functional 
complexess. For example, EPR has determined the molecular arrangement of Cu(II) 
coordination for the development of optical materials (Fig.  1A) [2] and tracked 
the activity of Cu(II) in a zeolite cage (Fig. 1A) [3]. EPR has also delineated the 
two Cu(II) coordination sites in a polymer (Fig.  1B) [4], characterized the Cu(II) 
dependent mechanical properties of hydrogels (Fig. 1B) [5], discerned the assembly 

Fig. 1  Various Cu(II) systems, materials, and spin labels studied by EPR. A (1) optics Cu(II)L2 and (2) 
zeolite Cu(II)-CHA. B polymers (3) monomeric unit  Cu4(L)2(μ-OAC)2(μ-OAC)4]n and (4) monomeric 
unit of hydrogel Cu(II) + PAA (polyacetic acid). C complexes (5) Cu(II) porphyrin and (6) Cu(II) bind-
ing site in functionalized clay. D ruler (7) bis[Cu(II)PyMTA]
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and geometry of a Cu(II) mediated porphyrin (Fig.  1C) [6], and elucidated the 
mechanism of Cu(II) exchange with salts in functional clays (Fig. 1C) [7]. Addition-
ally, synthesized molecules with two terminal Cu(II) sites are used as standard rul-
ers for the development of distance measurement methodology (Fig. 1D) [8]. EPR 
is also commonly used to characterize the synthesis and function of Cu(II)-based 
metal organic frameworks [9–11]. In spintronics, Cu(II) dimer complexes are often 
used to investigate the transfer of spin quantum information over distances [12, 13].

1.2  Cu(II)‑Based EPR in biology

EPR is especially advantageous for biophysical applications of structure and dynam-
ics given that the measurements have no size limitations and can be performed in 
solution, in-cell, in membranes, or in membrane mimics [14–16]. Moreover, the 
specificity of EPR for unpaired electrons makes it only sensitive to the analyte in 
the presence of other biological compounds. The biophysical information that EPR 
provides is crucial in establishing the link between structure and function of biomol-
ecules that govern biological processes.

Many classes of proteins bind Cu(II) natively. These Cu(II)-binding proteins have 
an exploitable endogenous EPR active site to probe dynamics, determine coordina-
tion environment, and measure distances. For example, EPR has routinely exploited 
native Cu(II) coordination in many proteins to gain pertinent structural insights 
(Fig. 2A) [17–23]. Figure 2 shows examples of native Cu(II) coordination in prion 
proteins and azurin.

Fig. 2  Various Cu(II) systems for biological EPR applications A Cu(II) binding sites in (8) N-terminal 
component 3 of prion protein  PRPc and (9) azurin. B DNA labels (10) Cu(II)[pyridine]4 in G-quadruplex 
DNA, (11) S[Cu(II)], and (12) DPA + Cu(II). C Spin labels introduced via non-canonical amino acids or 
residues (13) BpyA, (14)  CuQ2 in protein nucleic acid structure, (15) PyTyr. D Protein spin labels (16) 
TETAC–Cu(II) via cysteine linkage and (17) the rigid coordination of Cu(II)–NTA to the double histi-
dine motif
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On the other hand, for biomolecules that do not bind Cu(II) naturally, Cu(II) can 
be introduced into the biomolecule [24] via site-directed spin labeling [25, 26]. For 
instance, Cu(II) can be incorporated into DNA via chelator(s) (Fig. 2B) substituted 
in the place of a nucleobase [27–29]. There are also spin labels that use non-canon-
ical residues that coordinate Cu(II) to label the protein [30, 31] or protein-nucleic 
acid (Fig.  2C) [32]. In addition, a Cu(II)-chelator moiety can be incorporated via 
disulfide linkage with cysteine (Fig. 2D) [33]. Moreover, the double histidine (dHis) 
motif is a straightforward spin labeling approach to specifically incorporate Cu(II) 
into a protein (Fig. 2D) [34].

1.3  The dHis Motif

The dHis motif enables a cysteine-free means to directly measure structural con-
straints [34] and site-specific dynamics in proteins [35]. The protein label strategi-
cally incorporates histidine residues at i, i + 4 and i, i + 2 positions in α-helices and 
β-sheets respectively. These residue separations engender specific chelation of a 
liganded Cu(II) complex [36, 37] for optimal spin-labeling efficiency without addi-
tional synthesis. The anchoring of the Cu(II) complex by dHis forms a small and 
rigid spin label that yields pulse dipolar spectroscopy (PDS) distance distributions 
[38] up to five times narrower than commercially available nitroxides [39]. In addi-
tion, force field parameters of the protein label have been developed to relate sparse 
EPR distance constraints to atomic level details with molecular dynamics (MD) sim-
ulations [32].

Even though Cu(II)-EPR is an incisive tool, attributes of this EPR probe can be 
non-intuitive. Therefore, we provide this review to conceptually overview the use 
of Cu(II)-EPR in many contexts. We briefly highlight the use of EPR to measure 
Cu(II)-coordination. The bulk of the review then focuses on more recent work on 
improving the sensitivity of pulsed dipolar spectroscopy of Cu(II)-spins. Here we 
review the attributes of Cu(II) that hinder sensitivity for distance measurements, 
and then discuss recent methodological advances in this arena. Finally, we highlight 
recent applications of Cu(II)-EPR for measurements of structure–functions relation-
ships in proteins and nucleic acids. Moreover, even though this review focuses on 
Cu(II) probes, we refer the reader to in-depth reviews highlighting the biological 
application and sensitivity of nitroxide [40–42], Gd(III) [43, 44], and trityl [45–47] 
spin labels [46, 48, 49].

2  Cu(II) Coordination

Importantly, CW-EPR is often used to determine the coordination environment of 
Cu(II). In the context of Cu(II)-spin labeling, such experiments are also useful to 
ascertain labeling efficiency. The foundational work that establishes the use of CW-
EPR to gain insight into Cu(II) coordination has been well established and reviewed 
[50–55]. Briefly, CW-EPR spectra provide g-tensors and hyperfine values (A) 
of Cu(II) that are sensitive to the geometry of coordination and the type of atoms 
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directly coordinated to Cu(II). Figure 3A shows three complexes, in which the num-
ber of equatorially coordinated nitrogen (N) and oxygen (O) atoms are 4N (i and ii) 
and 2N2O (iii), respectively. These atoms are designated by a filled pink circle in 
Fig. 3A. The CW-EPR and electron spin-echo envelope modulation (ESEEM) fea-
tures of these complexes have been systematically examined in previous work [56]. 
Figure 3A also shows the dHis-Cu(II) label which contains a 3N1O equatorial coor-
dination. Such changes in coordination lead to changes in the g-tensors and hyper-
fine values [50].

Figure 3B shows CW-EPR spectra collected for the three Cu(II) complexes and 
compares the data with free Cu(II). The changes in spectral features with the changes 
in coordination environment are clear. The “splittings” due to  A‖ are readily visible 
in the low-field regions of the spectrum. Their relative positionings are highlighted 

Fig. 3  A Structures of (i) bis(2-methylimidazole)copper(II) diacetate (two imidazole), (ii) 
tetrakisimidiazolecopper(II) sulphate (four imidazole), (iii) dienimidazolecopper(II) diperchlorate (one 
imidazole), and (17) dHis and copper(II) nitrilotriacetic acid (Cu(II)–NTA). Directly coordinated atoms 
are highlighted—nitrogen and oxygen (pink). B CW-EPR spectra of  CuCl2 to complexes (i), (ii), and 
(iii). The  g‖ decreases and  A‖ increases as the number of nitrogen atoms that are coordinated to Cu(II) 
increases. Such differences are easily observable by the shifts in the spectral peak positions. Grey bars 
are used as guides for the eyes to highlight the difference in peak separation as the combination of coor-
dinated nitrogen and oxygen to Cu(II) changes. The simulations for the spectra are presented in the S.I. 
C CW-EPR spectra of  CuCl2, free Cu(II)–NTA, and the dHis Cu(II) protein label (17). Positionings of 
 g‖ (grey dashed),  A‖ (solid grey), and  g⊥ (black dashed) relative to  CuCl2 are shown. The  g‖ and  A‖ 
increase and decrease respectively as the number of nitrogen atoms coordinated to Cu(II) increases as 
depicted by the shifts in the spectral peak positions. The grey bars are used as guides to highlight the 
difference in line shapes. The Cu(II) imidazole complexes were prepared to (i) 4.6 mM, (ii) 6.6 mM, and 
(iii) 17 mM. The  CuCl2 was prepared to 400 μM and the dHis sample was prepared by adding 200 μM 
15H/17H/28H/32H GB1 mutant with 400 μM of Cu(II)–NTA. Experiments were performed at 80 K over 
1024 points using a 4 G modulation amplitude at an attenuation of 20 dB. Sample preparation and data 
collection were performed as originally described in Silva et al. [56]. Details of data collection, analysis, 
and synthesis of the Cu(II) complexes are provided in S.I. (Color figure online)
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by grey lines for the  CuCl2 spectrum. These splittings change as the nature of the 
coordinating atom changes. Table 1 provides the  A‖ and  g‖ for all samples. Complex 
(i), with a 2N2O coordination has a higher  g‖ and lower  A‖ compared to (ii) and 
(iii), which have a 4N coordination.

The changes in the spectra occur because the oxygen molecules from water coor-
dinated to Cu(II) in  CuCl2 are replaced with nitrogen atoms from varying numbers 
of imidazole in the complexes. The lower electronegativity of nitrogen compared to 
oxygen results in a more covalent bond to Cu(II). These differences in the covalency 
lead to changes in the spin orbit coupling in Cu(II), which causes changes in the 
g-tensor values [50, 58]. Similarly the increased electron density around Cu(II) with 
increasing nitrogen coordination increases Fermi contact [1]. Therefore, replacing 
the oxygen atoms coordinated to Cu(II) with nitrogen atoms increases the hyper-
fine interaction,  A‖ [50]. In addition, complex (ii) and (iii) have 4N coordination but 
have slightly different  A‖ and  g‖ values. The basicity of the solution deprotonates 
the nitrogen of imidazole. Therefore since (iii) is coordinated to two more imida-
zole than (ii) the complexes have different overall net charges, which causes differ-
ences in the  A‖ and  g‖ values of these complexes, even though both have the Cu(II) 
directly coordinated to four nitrogen atoms [50].

Such CW-EPR data can, therefore, be useful to determine that Cu(II)–NTA is 
properly chelating to dHis. Figure 3C compares the CW-EPR data of  CuCl2, the free 
Cu(II)–NTA label and the label attached to a dHis site on protein GB1. The coordi-
nation of the label to protein results in a change in coordination compared to the free 
label in solution, which leads to distinct changes in the spectral lineshape. Table 1 
reports the g and A tensors for these data. Note, however, that there is a range of 
values for these parameters in spin labeled proteins depending on the site of labeling 
[59] and the buffer [60].

In addition, pulsed-EPR experiments are often utilized to obtain a more compre-
hensive idea of the moiety that surrounds the spin center. The pulsed experiments 
ESEEM [61] and hyperfine sub-level correlation [62, 63] provide rich information 

Table 1  CW-EPR lineshape 
g-tensor and hyperfine (A) 
values for Cu(II) complexes 
presented in Fig. 3. All values 
were obtained from EasySpin 
simulations

a Values were obtained via spectral fitting using EasySpin [57] 5.2.35 
in MATLAB 2020b
b The complexes (i)–(iii) were prepared and the CW ESR data was 
collected and analyzed as previously described in Silva et al. [56]
c For complexes (i) and (ii) the superhyperfine splitting from coordi-
nated nitrogen at 3300 G were not included in the simulations. Note 
that,  g‖ and  A‖ are of interest to determine Cu(II) coordination and 
these are well resolved

Sample g⊥
a g‖

a A⊥
a [G] A‖

a [G]

CuCl2 2.076 2.415 12 121
Cu(II)–NTA 2.065 2.318 11 143
dHis + Cu(II)–NTA 2.058 2.275 5 166
(i)b, c 2.060 2.284 7 163
(ii)b, c 2.055 2.260 7 180
(iii)b 2.046 2.210 17 192
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about the nuclear environment of Cu(II) [64, 65] to complement CW-EPR spec-
tra. Both techniques are sensitive to the nuclear quadrupole interaction of nitrogen 
and hyperfine interactions between the spin center and remote nuclei in an approxi-
mate 0.3–0.8 nm radius [61]. Figure 4A shows remote nitrogen (dashed circles) in 
the Cu(II) complexes. The interaction between the Cu(II) electron spin and remote 
nitrogens (and protons) are easily detected by ESEEM. As such, ESEEM can also 
be a powerful technique to determine the number of histidine residues coordinated 
to Cu(II) [18, 56, 66–68]. Here, we provide ESEEM analysis of the imidazole Cu(II) 
complexes to illustrate Cu(II) coordination to dHis.

Figure 4B shows the ESEEM spectra for complexes (i)–(iii). Each complex con-
tains a different number of imidazole ligands. These numbers are one for complex 
(iii), two for complex (i), and four for complex (ii). Note, that two imidazoles from 

Fig. 4.  A Structures of (i) bis(2-methylimidazole)copper(II) diacetate (two imidazole), (ii) 
tetrakisimidiazolecopper(II) sulphate (four imidazole), (iii) dienimidazolecopper(II) diperchlorate (one 
imidazole), and the dHis and copper(II) nitrilotriacetic acid (Cu(II)–NTA) complex. Remote nitrogen 
that are detectable by ESEEM are circled. B ESEEM spectra of Cu(II)-imidazole complexes (i), (ii), 
and (iii) from Fig. 3A. The frequency peaks between 0–8 MHz are characteristic of interactions between 
Cu(II) and the remote nitrogen of the imidazole. Nuclear quadrupole interaction peaks appear between 
0–2 MHz. The double quantum peaks appear at ~ 4 and 8 MHz, respectively. The peak at 14 MHz is char-
acteristic of proton interactions. The pulses were separated to minimize, but not entirely remove, proton 
detection. The intensity of the double quantum peak increases in parallel with the number of imidazole 
coordinated to Cu(II). The table inset shows the ratio of the nitrogen to proton peak areas to quantify 
the increasing nitrogen interactions with imidazole coordination. C ESEEM spectra of the two imida-
zole Cu(II) complex (iii) and the 15H/17H/28H/32H mutant of GB1 labeled with Cu(II)–NTA. The peak 
positioning and intensities of the two spectra are in good agreement, indicating Cu(II)–NTA coordinates 
to two histidine residues. ESEEM was performed on imidazole Cu(II) complexes at concentration (i) 
4.6 mM, (ii) 6.6 mM, (iii) 17 mM, and 200 μM of 15H/17H/28H/32H dHis GB1 loaded with 400 μM 
Cu(II)–NTA. The data was phased, fast Fourier transformed, and then normalized relative to the peak of 
greatest intensity. Experiments were performed at 18 K with a 3 dB attenuation. Data was collected and 
analyzed using the original method as previously described in Silva et al. [56]. Details of data collection, 
analysis, and synthesis of the Cu(II) complexes are provided in S.I
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the two His sidechains coordinate to Cu(II)–NTA in the dHis motif (c.f. Figure 4A, 
complex 17). These remote nitrogens are designated by dashed circles in Fig. 4A. 
First, the interaction with the remote nitrogen leads to three peaks below 2 MHz, 
whose positioning depends on the nuclear quadrupolar interaction of nitrogen 
[69–72]. In addition, there is a peak around 4 MHz—this is referred to as the double 
quantum peak [64, 73, 74]. Second, as the quantity of imidazoles that are coordi-
nated to Cu(II) increases, the double quantum peak at 4 MHz increases in intensity 
relative to the peaks below 2 MHz [56]. This effect is clearly seen in the ESEEM 
spectra from the three complexes in Fig. 4A.

In addition, when data are carefully collected under the same conditions the nor-
malized intensity ratio of the nitrogen peaks (e.g., 0–8  MHz) to the proton peak 
(14  MHz) can quantify the number of remote nitrogens [56, 66, 67]. The table 
inset shows the increasing area of the nitrogen peaks relative to the proton peak at 
14 MHz. The peaks were normalized, integrated, and weighted against the proton 
peak to show the increasing integrated intensity of nitrogen peaks monotonically 
with imidazole coordination.

The unique fingerprint ESEEM spectra of these imidazole complexes are useful 
to characterize the number of histidine coordinated to Cu(II) for biological applica-
tions [18, 66, 75, 76]. For example, Fig. 4B shows that the spectra of the two imida-
zole complex (i) and the dHis label are in good agreement. The agreement in spectra 
indicates Cu(II) binds to two histidine residues since both complexes have the same 
number of remote nitrogen (cf. Fig. 4A). However. even though these local nuclear 
interactions are useful to characterize Cu(II) binding, these nuclear interactions sig-
nificantly affect the physical behavior of Cu(II) spins with respect to PDS sensitivity. 
These effects are discussed in the next section.

3  Sensitivity Considerations for PDS Using Cu(II)

Recently, the measurement of point-to-point distances in biomolecules using either 
endogenously bound Cu(II) or site-specifically labeled Cu(II) has emerged as a 
robust and versatile biophysical technique [34]. Work highlighting such applica-
tions will be outlined in detail later in this review. Given the robustness of this tech-
nique, there is considerable interest in enhancing the sensitivity of Cu(II)-based 
PDS distance measurements to expand the range of accessible biological applica-
tions, to accelerate data-collection times, and to make the technology itself more 
user friendly. Herein we outline the common sensitivity challenges of Cu(II) spins 
for PDS measurements and the respective strides in method development that have 
been used to ameliorate these sensitivity obstacles.

3.1  Relaxation Challenges

The spin relaxation time (T1) and the phase memory time (Tm) of Cu(II) are criti-
cally important for the sensitivity of PDS signals. Generally, for PDS, T1 determines 
the wait time between each measurement [77]. On the other hand, Tm impacts the 
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intensity of the PDS signal. PDS measurements rely on the acquisition of an echo 
from two pulses [78–80], and the longer the distance the longer the pulse separation 
needed between these pulses. This idea is shown conceptually in Fig. 5 for the case 
of double electron–electron resonance (DEER) (also known as pulsed electron–elec-
tron double resonance, PELDOR) [81, 82]. For this experiment a long distance 
requires a longer value of τ2. However, as τ2 gets longer the echo intensity decreases 
which decreases the sensitivity [83].

Previous work has shown that geometry of Cu(II) coordination influences both T1 
and Tm times due to differences in nuclear interactions [84, 85]. Notably, tetrahedral 
and octahedral Cu(II) complexes tend to have faster relaxation rates compared to 
square planar structures, whether it be a small compound or coordinated in a protein 
[85]. At the usual Cu(II) measurement temperature of 20  K, T1 is approximately 
100–300 μs depending on the complex. As the temperature increases to 100 K, local 
modes and Raman processes become prominent, and T1 decreases to ranges between 
0.3–6.0  μs [85]. Similarly, Tm ranges between 2.3–4.7  μs at approximately 9  K, 
but at 100 K, Tm decreases to 0.8–2.0 μs due to the increase in local motions and 
spin–lattice relaxation [85]. For dHis-Cu(II) labeled biomolecules T1 and Tm have 
been found to be ca. 350 ms and 3.5 μs, respectively [86], which limits practical dis-
tance measurements to approximately 4 nm.

To determine the cumulative effects of temperature, amount of cryoprotectant, 
and spin concentration on relaxation for Cu(II) spin labels [77, 85, 87, 88], system-
atic measurements were carried out [89]. Relaxation measurements were performed 
on the GB1 protein mutant labeled with dHis at two sites [89]. First, two-pulse 
relaxation measurements systematically showed that Cu(II) concentrations between 
20–800 μM have a minor effect on Tm. Using 40% (w/v) glycerol as the sample cry-
oprotectant [87] and operating at 18 K are also ideal to maximize Tm. Under these 
conditions a Tm of 4.1 μs is achievable depending on the labeled sites. Using these 
optimized parameters, the impact of coupled electron–nuclear interactions on Tm 
was dampened, but not substantially reduced.

Another attractive method to increase relaxation times is to deuterate protons 
to reduce the electron nuclear dipolar interactions [83, 90–93]. These effects are 

Fig. 5  Example of the DEER pulse sequence. The refocused echo (yellow) intensity and area decreases 
as τ2 is increased to measure longer distances. The reduction in echo magnitude is due to relaxation pro-
cesses to which Cu(II) is susceptible, such as electron–nuclear interactions and nuclear spin diffusion. 
The right panel shows the refocused echo in a Cu(II)–Cu(II) DEER experiment at a 5.0 μs dipolar evo-
lution time. Longer distances requiring a long τ2 are impractical due to the low signal to noise.  (Color 
figure online)
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illustrated in Fig. 6 which shows echo decays obtained on 6H/8H GB1 under various 
conditions.

Figure 6B shows echo decays for Cu(II)-labeled GB1 with naturally abundant His 
and  d5 His in naturally abundant solvent. In Fig. 5B the difference in Tm between the 
 d5 His (pink) and wildtype samples (black) is 180 ns with clear modulation from 
deuterium present in the  d5 His signal. Thus, replacement of the ten side-chain pro-
tons with deuterium enhances relaxation by ca. 180  ns. This result is in remark-
able agreement with recent work that approximates a Tm enhancement of 28 ns per 
proton within 0.4–0.8 nm and 7 ns per proton within 0.2 nm—for a total of 196 ns 

Fig. 6  A Representation of histidine proton locations and their respective distances from the Cu(II) center 
for dHis. Two-pulse echo decays for B naturally abundant (black) and  d5 histidine (purple) 6H/8H mutant 
labeled Cu(II)–NTA in water, buffer, and 40% glycerol C, naturally abundant and  d5 histidine Cu(II)-
labeled GB1 in deuterated water, buffer, and 40%  d8 glycerol and D fully deuterated and  d5 histidine 
Cu(II)-labeled GB1 in deuterated water, buffer, and 40%  d8 glycerol. The Tm increases by 180 ns by deu-
terating histidine and 550 ns in deuterated solvent. E Protons within 0.4–0.8 nm of Cu(II) from neighbor-
ing residues (top) or from adjacent beta sheets (bottom). The Tm for  d5 His is still shorter than a fully 
deuterated proton due to presence of protons from neighboring residues and β-sheets. The dHis labeled 
GB1 samples were prepared to 75 μM protein and 150 μM Cu(II)–NTA. Echo decays were obtained using 
a two-pulse sequence π/2–τ–π–τ–echo with a π/2 pulse of 12 ns, π of 24 ns, and a 8 ns τ step size, at a 
attenuation of 0 dB. Values of Tm were obtained by fitting the echo decays with the stretched exponential 
I(t) = I(0) × e−

( �
Tm

)x

 . Adapted with permission from Casto et al. [89]. Details of data collection, analysis, 
and expression of the Cu(II)-labeled deuterated GB1 samples are provided in S.I. (Color figure online)
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[91]. Figure 6C shows the echo decays in deuterated solvent for both proteins. Note 
the dramatic increase in Tm and ΔTm! The increase in Tm is due to the removal of 
the bath of solvent protons and exchangeable protons that are in the vicinity of 
0.4–0.8 nm from the spin center [94]. In addition, the ΔTm is larger in deuterated 
solvent possibly because protons within 0.2 nm of other protons have a large impact 
on Tm [94]. The effect of these proton clusters on Tm has been shown to be coopera-
tive, not strictly additive, and scales non linearly with relative proton concentrations 
[94]. Therefore removing proton clusters near Cu(II) with  d5 His, adding deuterons 
at the exchangeable His proton sites, and using deuterated glycerol cumulatively has 
a greater effect on ΔTm than using  d5 His in isolation.

However, there still exist non-exchangeable protein protons within 0.4–0.8 nm—
some of these are methyl groups on the adjacent sheet are shown in Fig. 6E. Previ-
ous work has shown that nuclear electron couplings with protons and tunneling from 
methyl groups in close proximity to the spin center have significant impact on Tm at 
low temperatures [95–98]. Figure 6D compares the echo decay for  d5 His and a fully 
deuterated GB1 protein. Clearly protein deuteration has a dramatic effect on Tm by 
removing the dHis protons and protons within 0.4–0.8 nm on neighboring residues.

Figure  7 shows the DEER echoes obtained at various conditions of isotopic 
abundance for GB1 labeled with dHis at two sites. As seen in Fig.  7A, at natu-
rally abundant conditions the refocused DEER echo falls below the noise level at 

Fig. 7  Effects of deuteration on the refocused DEER echo for distance measurements. All echoes were 
obtained at 150 μM Cu(II), 75 μM 15H/17H/28H/32H GB1, pH 7.4, 50 mM MOPS, and 40% glycerol. 
The normalized DEER echo as a function of DEER pulse separation in A naturally abundant protein and 
solvent, B naturally abundant protein and deuterated solvent, and C deuterated protein and deuterated 
solvent. The DEER echo was collected every 200 ns over the course of the pulse separation time. DEER 
echo comparisons at 4  μs between D the deuterated protein and solvent and E the naturally abundant 
sample and deuterated solvent and naturally abundant samples as shown. F DEER measurement of the 
fully deuterated and naturally abundant samples at a 4 μs dipolar evolution time. The gain in sensitivity is 
clearly apparent. Adapted with permission from Casto et al. [89]
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approximately 5 μs. In Fig. 7B, when the solvent is replaced with deuterated water 
and  d8 glycerol, the echo remains above the noise level until 13 μs. When the protein 
is deuterated to remove the remaining protons from the sample, an estimated Tm of 
15 μs is observed and the DEER echo lasts for ca. 32 μs [89]. By exploiting deutera-
tion, Cu(II)–Cu(II) distance measurements up to 9 nm are feasible!

The gains in sensitivity using deuteration cannot be understated. Figure 7D com-
pares the refocused DEER echo at 4 μs between naturally abundant and thoroughly 
deuterated samples. The deuterated sample echo has a 29 times higher signal-to-
noise (SNR) than the naturally abundant echo. The drastic difference in SNR trans-
lates to a ca. 800 times faster data collection. If deuteration of the protein is not prac-
tical, then as shown in Fig. 7E, using only deuterated solvent and glycerol provides 
significant gains in SNR as well. Figure 7F shows that a 4 µs DEER can be quickly 
obtained in under an hour using deuteration in place of naturally abundant samples.

3.2  Broad EPR Spectrum Challenges

A second limitation for Cu(II)-based PDS is that rectangular pulses have a finite 
bandwidth of excitation. Figure 8 depicts the field swept electron spin echo spectra 
of Cu(II) and nitroxide at Q-Band. The simulated excitation profile of a 24 ns rectan-
gular pulse is overlayed on the spectra. The pulse covers a significantly smaller por-
tion of the Cu(II) spectrum since the spectrum is 18-fold broader than nitroxide at 
Q-Band [99]. A narrow bandwidth of excitation leads to a fraction of the spin excited 
for Cu(II) compared to nitroxide. In turn, the oscillations of the dipolar frequency 
observed in PDS have shallow modulations. Figure 8 shows a simulated Cu(II) time 
domain signal with shallow modulations compared to a simulated nitroxide meas-
urement. In return, longer data-collection times are necessary to achieve sufficient 
SNR to differentiate the modulating signal from the noise to confidently interpret 
distances [100].

The depth of the time trace modulations, λ, depends on the number of excited 
spin pairs [101] Fig. 8 shows how λ is quantified from a background subtracted 
time trace. Thus λ is a valuable parameter to determine spin-labeling efficiency 

Fig. 8  Comparison of the detected field swept EPR spectra of Cu(II) and nitroxide at Q-Band. The exci-
tation profile of a 24 ns rectangular pulse is overlaid on each spectra. The pulse covers only a fraction 
of the Cu(II) EPR spectrum compared to nitroxide. The right side of the panel shows simulated oscil-
lating time domain signals for Cu(II) and nitroxide based PDS measurements. The limited excitation of 
the Cu(II) spectrum results in a PDS measurement with shallow modulations. Thus the modulations for 
Cu(II) can be more easily obscured by noise. The depth of the modulation is quantified by the modula-
tion depth parameter, λ 
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and monitor biomolecule complex assembly [102]. In PDS measurements, the 
SNR is conventionally defined as λ divided by the RMSD of the time trace noise 
(σNoise) [103]. Accordingly, exciting a greater portion of the Cu(II) spectrum will 
considerably increase λ for enhanced sensitivity [8].

Increasing the number of excited spin pairs was conventionally limited by the 
pulse lengths. Traditionally, rectangular pulses at a fixed frequency are used for 
PDS measurements (cf. Fig. 9A). The shorter the length of a rectangular pulse 
the larger the excitation bandwidth. The bandwidth of excitation for such pules 
is often limited by the amplifier and in the case of double resonance experiments 
sometimes by the bandwidth of the resonator. Fortunately, the advent of pulse 
shaping technology in EPR has provided a new avenue [104–109]. With arbi-
trary waveform generators, rectangular pulses can be replaced with frequency-
sweeping shaped pulses [110, 111]. Figure  9B depicts how a frequency-swept 
pulse changes frequency over the pulse duration, which increases excitation 
bandwidth. Frequency-sweeping pulses excite a larger fraction of the Cu(II) 
EPR spectrum than rectangular pulses, improving λ and sensitivity [8]. These 
alterations to pulse shapes allow for a user defined bandwidth and dramatically 
improves pulse excitation profile breadth and uniformity.

Systematic sensitivity measurements for DEER on Cu(II)-labeled protein and 
DNA (c.f. Fig. 9E and F) with frequency-swept pump pulses using a commercial 
Bruker spectrometer, arbitrary waveform generator, and resonators have been 
reported [86]. In this work a 200  MHz chirp pump pulse was used in DEER 
to maximize the bandwidth while remaining within the capacity of the Bruker 
resonators and the SpintJet AWG. Figure 9C compares the experimentally meas-
ured pulse inversion profiles using the MD5 X-Band resonator. The excitation 
bandwidths of a rectangular pulse and chirp pulse are overlaid on Cu(II) EPR 
spectrum in Fig.  9D to exemplify the drastic increase in excitation bandwidth 
with a frequency-swept pulse.

Figure 9E and F shows that using a chirp pump pulse with a 200 MHz band-
width increases the modulation depth of DEER by as much as four-fold for 
Cu(II) labels at Q and X-Band. Remarkably a λ of 18.3% at X-Band is easily 
achievable. For long-range distance measurements above four nm a chirp pulse 
drastically increases sensitivity and reduces collection times from days to hours. 
Such reductions are more modest for short distance measurements since these 
require shorter chirp pulses [8]. Further gains are likely achievable by optimiz-
ing the profile of frequency-swept pulses to remove deviations caused by instru-
mental imperfections [106, 112, 113] and by adopting arbitrary waveform gen-
erators and resonators with greater bandwidth [114, 115]. Indeed, modulation 
depths of 44% at X-Band and 35% at Q-Band have been reported with custom 
resonators [8].

(1)SNR ≈
�

�
Noise
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3.3  Orientational Selectivity Challenges

Limitations in pulses lengths can also lead to another complication for Cu(II)-based 
PDS measurements. At a given magnetic field only a small fraction of spins are 
excited, which can lead to a phenomenon called orientation selectivity [28, 116, 
117]. Figure  10 illustrates this effect using a hypothetical case where the  g‖ axis 
of two Cu(II) spins are exactly aligned and oriented perpendicular to the interspin 
vector. In this case, performing the PDS measurement at the maximum of the FS-
ESE spectrum (c.f. point III in Fig. 10) excites  g⊥, leading to a preferential sampling 

Fig. 9  Cartoon representation of A a rectangular pulse with a fixed frequency over a set duration and 
B a frequency sweeping pulse that changes frequency over a set duration. C Experimentally collected 
spin excitation profiles for a 24 ns rectangular pulse (black) and 250 ns frequency sweeping pulse with a 
200 MHz bandwidth (purple) from a Bruker MD5 resonator. The dip at −100 MHz is likely due to either 
resonator-bandwidth limitations or hardware effects that are distorting the pulse and the resulting excita-
tion profile. D Echo detected Cu(II) field sweep at Q-Band overlayed with the experimental excitation 
profiles from C. E, F Cu(II)–Cu(II) DEER comparison between a 24 ns rectangular pulse (black) and 
250 ns/200 MHz Chirp pulse at X-Band with the MD5 resonator and Q-Band with the Bruker QT2 reso-
nator as shown. Adapted with permission from Casto et al. [86]. (Color figure online)
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of interspin vectors, r, that are aligned with the magnetic field (i.e. θ ~ 0°). On the 
other hand, θ values of ~ 90° are sampled in the  g‖ region of the spectrum (cf. point 
I in Fig. 10A). Since the oscillating signal in PDS depends on 3���

2
�−1

r3
 , the period of 

the time trace then changes with magnetic field. Given that the relative orientations 
between the Cu(II) centers is an unknown a priori, this can introduce a complication 
for Cu(II)-based PDS measurements.

Such effects are somewhat mitigated by orientational flexibility in several sys-
tems. For example, the nitroxide label R1 has five flexible bonds that broadly dis-
tributes the relative g-tensor orientations of spin pairs in the EPR spectrum. In 
addition, the hyperfine interaction further helps mitigate orientation effects. Thus, 
all θ values can typically be sampled at one field at X- and Q-Band. Nevertheless, 
orientational selectivity has been observed in instances where the nitroxide label is 
restricted [118–122].

Fig. 10  (Top) Cartoon representation of an orientational selective measurement where only some spin 
pairs in “test tube” are excited at each magnetic field. At the lowest field the  g‖ for both spins are excited 
for this protein leads to a preferential excitation of θ = 90° (point I). The angle θ describes the angle of 
interspin vector r to the applied magnetic field B0. The proteins blocked in dark grey have g-tensors that 
are not selected at that magnetic field and are preferentially excited elsewhere in the spectrum. (Bottom) 
When only a subset of spin label orientations are excited the distance measured may differ depending on 
the magnetic field the experiment was performed at. In orientationally selective PDS measurements, the 
relative g-tensors between spin pairs are narrowly distributed throughout the spectrum. In return, only a 
subset of θ may be detected at different regions in the EPR spectrum. Since the oscillating signal in PDS 
depends on 3���2�−1

r3
 , the period of the time trace and resulting distance then changes with magnetic field. 

Up to 17 different measurements have historically been necessary to obtain an orientationally averaged 
distance measurement. (Color figure online)
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Similarly, the Cu(II)-DPA DNA label, shown in Fig.  11A, is flexible and not 
orientationally selective at X- and Q-Band [123]. Figure 11A shows paired Cu(II) 
DNA labels, g-tensor orientations, and the three angles χ, η, and γ that character-
ize the relative g-tensor orientations between the spins. Estimates of the standard 
deviations of the three angles estimated from MD simulations and QM calculations 
are also shown [124, 125]. The standard deviation of the angles correlates with the 
distribution of the g-tensor orientations in the EPR spectrum. Therefore large stand-
ard deviations of the angles make sampling all g-tensor orientations practical at one 
magnetic field [116]. Here we see the standard deviation of the relative g-tensor ori-
entations is large and ranges from an estimated 36° to 69°. The origin of such ori-
entational distribution has two main contributors. First, the bond angles and bond 
lengths of the Cu(II) to coordinating DPA are elastic. For example, MD simulations 
on labeled DNA indicates that the bond length can range from 1.9 to 2.3 Å [124]. In 
addition, these simulations suggest the torsional angles of the Cu(II)-N bonds vary 
between −98° and 26° [124]. Quantum mechanics (QM) calculations based on these 
results suggest the DPA coordination environment of Cu(II) results in an estimated 

Fig. 11  Cartoon representation of relative g-tensor orientations between paired spins for A DNA-DPA 
and B dHis. The angles χ, η, and γ characterize the relative g-tensor orientations. The standard deviations 
for each angle were estimated from MD simulations and quantum mechanical calculations with MDTraj. 
The standard deviation of the angles correlates with the distribution of the relative g-tensor orientations 
throughout the EPR spectrum. Large standard deviations allow more g-tensor orientations to be sampled 
in a measurement, and therefore reduce orientation selectivity effects. A The two flexible bonds in the 
yellow linker are primary sources of the large standard deviation of relative g-tensor orientations for the 
DNA label. DEER at X- and Q-Band does not exhibit orientational selectivity because of the large ori-
entational distributions. B The dHis label does not have a flexible linker to the protein and therefore the 
standard deviation of the three angles is largely dependent on the fluctuation of the Cu(II) coordination 
environment throughout the ensemble. The dHis label is not orientationally selective at X-Band but can 
be at Q-Band. DNA and protein cartoon scaffolds were made using Biorender. (Color figure online)
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standard deviation of 25° between relative g-tensor orientations [124]. In addition, 
there exist two rotatable bonds that link the label to the backbone. Fluctuations in 
these bonds help to increase the standard deviation of the g-tensor orientations up to 
69° [124]. This large standard deviation allows proper sampling of all label orienta-
tions in a single measurement.

On the other hand, dHis does not possess a flexible linker like R1 or the DNA 
Cu(II) label. Therefore the relative g-tensor distribution is solely dependent on the 
fluctuating coordination environment of the Cu(II)–N bonds [116, 126]. Figure 11B 
shows that the three angles for dHis have a standard deviation estimated by MD 
and QM calculations ca 12° [126]. Experimental estimates have also been reported 
recently [127]. These results agree well with the values approximated from the 
molecular dynamic simulations. As such, the distribution of g-tensor orientation in 
the Cu(II) EPR spectrum is relatively narrow. This orientational distribution is suffi-
cient to wash out orientational selectivity at X-Band [126]. However, the sparse dis-
tribution of g-tensor orientations can give rise to orientational selectivity at Q-Band 
[126, 128]. As a result, up to 17 DEER measurements at Q-Band were acquired 
in initial work on a rigid protein to obtain distance information reflective of the 
entire ensemble [129]. Requiring additional measurements for one sample increases 
data-collection time and puts a physical bottle neck on the ability to rapidly run 
experiments.

In response, the conceptual basis of Cu(II) DEER was systematically explored 
to develop optimized acquisition schemes that reduce the number of measurements 
[128]. Figure 12 depicts the optimal acquisition scheme for dHis to rapidly obtain 
an orientationally averaged distance measurement. By utilizing a pump pulse (ωp) 

Fig. 12  (Top) Depiction of the strategic acquisition scheme for dHis to obtain an orientationally averaged 
distance with measurements at only two fields. Experiment configuration details are in the yellow boxes. 
(Bottom) To obtain the orientationally averaged distance measurement first normalize both time traces to 
1.0. Next, scale each time trace to the intensity of the pump-field position relative to the maximum field 
of absorption, then sum them. (Color figure online)
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that is—300 MHz offset from the observer frequency (ωo) at the two fields shown, 
all orientations are efficiently sampled in two measurements. The SNR benchmarks 
shown are based on data presented later in the review. To further increase sensitiv-
ity, a frequency sweeping pulse can also be incorporated −300 to −100 MHz from 
the observer frequency [130]. If a 300  MHz offset is not achievable then a third 
measurement may be required. More details of theory and concepts are available 
elsewhere [116, 128, 130].

Once the data are acquired at the two fields, each measurement is first normal-
ized 1.0. The two measurements are then scaled with respect to the relative intensity 
at the observer fields. Scaling is necessary to ensure the final time trace accurately 
represents the populations of distances in the ensemble that make up the final dis-
tribution. After scaling, the time traces are then summed to produce the orienta-
tionally averaged measurement. Note that most analysis programs that extract dis-
tance distribution from PDS data use nitroxide g-factors. For Cu(II) the appropriate 
g-factor for the Cu(II) label must be used [127, 131, 132]. This strategic acquisition 
scheme allows Cu(II) labels to take advantage of the enhanced increase in sensitivity 
afforded by the use of deuteration and shaped pulses at Q-Band [133, 134].

3.4  Challenges Ameliorated

Cumulatively the use of deuteration, chirp pulses, and optimized acquisition 
schemes have significantly increased Cu(II) PDS sensitivity to enable the capture 
of short-range distances in minutes and long-range distances in hours. Figure  13 
exemplifies the dramatic leap in Cu(II)-based PDS sensitivity. Figure  13A shows 
that between 2018–2020 a 2.3 nm distance DEER measurement on 1 mM of pro-
tein labeled with dHis required 15 h and 17 different collections. Figure 12B shows 
that recent Cu(II)-label method development has reduced data-collection time on 
100 μM of protein to only an hour with two measurements. Notably, Fig. 13C high-
lights that a distance measurement in the range of 6  nm, that was not feasible in 
2018, is possible in under a day.

Table 2 outlines general collection times required to achieve SNR benchmarks for 
50 μL of 100 μM protein and 200 μM Cu(II) label using the DEER at Q-Band. For a 
1.2 μs DEER, which is suitable for two periods of a 3.3 nm distance, an SNR of 83 
is achieved in approximately an hour. An SNR of 83 is over three-fold higher than 
the community recommended SNR benchmark of 20 for reliable distance determi-
nation [100]. In addition, a 7.0 μs dipolar evolution that accommodates a 6 nm dis-
tance, reaches an SNR of 20 in under a day.

The accuracy of the distance distribution is affected by the SNR of the time trace 
[135]. For broader distance distributions, a higher SNR than the community bench-
mark of 20 [100] may be preferable since the broader dipolar oscillations can be 
more difficult to discern from the noise at a lower SNR [135]. This issue highlights 
another benefit of the dHis label. The size and rigidity of dHis label leads to nar-
row distributions that generate well resolved oscillations in the time trace. Although 
these collection times in Fig. 13 and Table 2 are for dHis, these advancements in 
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Fig. 13  A Between 2018–2020 Cu(II)–Cu(II) Q-Band distance measurements with the dHis motif 
required up to 17 measurements over 15 h of collection for a 1 mM protein sample. Adapted with per-
mission from Gamble Jarvi et al. [129]. As of 2023 Cu(II)–Cu(II) Q-Band measurements using shaped 
pulses, strategic acquisition schemes, and deuterations can obtain B 3 nm and C 6 nm range distances in 
1.2 h and 22 h, respectively on 100 μM protein and 200 μM Cu(II) samples. Adapted with permission 
from Hasanbasri et al. [130]
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method development are generalizable and applicable to other Cu(II) systems in the 
solution state such as the Cu(II) DNA label. The leap in Cu(II) PDS sensitivity has 
greatly expanded the scope of feasible biological applications for Cu(II)-based dis-
tance measurements.

4  Biological Applications

Since EPR generally provides sparse constraints, the technique does not naturally 
lend itself to the de novo prediction of protein structure, although there are some 
examples in literature [136, 137]. On the other hand, the measurement of few dis-
tances is sufficient to elucidate induced conformational changes, [138–146] the rela-
tionship between site-specific dynamics to function, [147–152] the relative arrange-
ments of biomolecules, [153–155] quaternary packing, [118, 156, 157] or substrate/
metal associations, [19, 158–160] and the discrimination between structural models 
[161–164]. Much of this work is also aided by close coupling of experiment con-
straints with modeling [165–171]. Furthermore, the sensitivity of EPR coupled with 
the ability to measure protein structure and dynamics in membranes and even in-
cells have made EPR especially relevant [48, 49, 172–175]. The union of enhanced 
sensitivity and robustness of Cu(II) labels has been pivotal for biological applica-
tions. The preciseness and rigidity of dHis has provided insights into not only con-
formational changes but also nanomolar equilibrium constants, protein assembly, 
subunit orientations, and site-specific dynamics. Figure 14 summarizes some of the 
applications of Cu(II) spin labeling.

4.1  Induced Conformational Changes

The dHis motif has delineated structural transitions of the detoxification enzyme 
glutathione s-transferase (hGSTA1-1) [176, 177] upon the binding of ligands [178]. 
Figure  14A shows the two α9 helices that coordinate ligands in hGSTA1-1. The 

Table 2  Calculated DEER data collections time for SNR from data shown in Fig. 13B, C

The data presented were previously published in Hasanbasri et al. [130] and is adapted for this work with 
permission
a 1.2 μs: 117 points, 20 SPT, 1500 μs SRT, 8-step tau suppression, 16-step phase cycling each scan
b 7.0 μs: 266 points, 20 SPT, 1500 μs with 10-step tau suppression, 16-step phase cycling each scan
c Calculated by summing fewer data collection scans of the data previously published in Hasanbasri et al. 
[130] until the lower field reached the community benchmark SNR of 20 [100]. The original data had a 
SNR of 83 and took 1.2 h

Dipolar 
evolution 
time (μs)

Field 1 
collection 
(h)

Field 1 
SNR

Scans Field 2 
collection 
(h)

Field 2 
SNR

Scans Total col-
lection 
(h)

Sum SNR

1.2a 0.25 73 2 0.25 26 2 0.50 68c

1.2a 0.50 98 4 0.70 31 6 1.2 83
7.0b 6.3 21 18 16 15 45 22 23
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distance between the two helices was found to decrease, and the distribution nar-
rowed with increasing amount of ligand. This provided the first structural insights 
into the unliganded and partially liganded states of hGSTA1-1 to complement exist-
ing information on the liganded state from X-ray crystallography [179].

Even more importantly, the insights from the EPR data were used to guide 
enhanced sampling MD simulations using an unbiased weighted ensemble (WE) 
approach [180–182] to generate a hGSTA1-1 transition pathway from the unli-
ganded to liganded state [183]. Remarkably, these simulations show that only one 
of the two α9 helices (one in each subunit) in the dimeric protein is undocked 

Fig. 14  Cartoons of biological applications using Cu(II) spin labels. Illustrations were primarily made 
using Biorender. A Combining dHis distance constraints with Weighted Ensemble MD discerned the 
seconds timescale conformational change of homodimer hGSTA1-1 upon coordinating ligand. The α9 
helices go from  partially delocalized (pink), to fully localized (yellow) via a negativity cooperativity 
mechanism to bind ligand. [PDB: 1K3L]. Adapted with permission from Bogetti et  al. [178]. B Crys-
tral structure of the guanine nucleotide dissociation inhibitor domain (GDI) of Yersina outer protein O 
(YopO). The α14 helix highlighted in pink is linear when actin is absent [PDB: 2H70]. When actin is 
present, the crystal structure shows the α14 adopts a bent confirmation [PDB: 4CI6]. EPR measurements 
using nitroxides and trityl spin labels gave bimodal distributions of free YoPO. The bimodality suggests 
linear and bent YoPO coexists in solution. Measurements using dHis show only one conformation of the 
YoPO helix in solution without actin. C Orthogonal nitroxide and Cu(II) labels combined with RIDME 
offer robust sensitivity to determine nM equilibrium constants for metal ion coordination and protein 
dimerization [PDB: 2J52]. D Cu(II)-based EPR can precisely report on biomolecular coordination, such 
as native protein coordination to metal ions. The native Cu(II) binding site of GB1 was determined via 
trilateration with four dHis distance constraints. PDB: 2J52. This methodology can be extended to dis-
cern bimolecular assembly. E Cu(II) orientational selectivity at Q-Band can be exploited to determine 
changes in subunit orientations. On the cartoon protein the g-tensors for each spin label are shown. Pro-
jection of g-tensors from the paired spin are shown as dashed lines for ease of comparison. The angles χ, 
η, and γ shown are used to quantify the relative g-tensor orientations between spins. These angles can be 
found by simulation of orientationally selective dipolar signals to determine the orientations of the spins. 
F Cu(II) labels can also report protein site specific dynamics on the ns timescale. This technique using 
dHis is sensitive to α-helix and β-sheet dynamics without perturbation from adjacent residue sidechains. 
(Color figure online)
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at a time in the unliganded state and ligand binding leads to the docking of this 
helix. Figure  14A shows the dominant conformation in the unliganded state — 
in this conformation one of the α9 helices is undocked and the other is docked 
(pink). In contrast, both α9 helices become docked in the presence of increasing 
ligand concentration (yellow). Thus, the protein functions by a mechanism that 
involves negative cooperativity. This work also shows how function-associated 
large amplitude conformational changes that occur on the seconds timescale can 
be resolved at an atomistic level by a combination of EPR and enhanced sampling 
MD simulations.

With respect to DNA, the DPA Cu(II) label was used to reveal conformational 
changes in DNA that help E. coli survive under high concentrations of toxic Cu(I). 
The fundamental cellular process that initiates defense is shown in Fig. 15A. The 
copper efflux regulator protein (CueR) in E. coli binds to Cu(I) with zeptomolar 
affinity [184] and bends the DNA [185–188]. This bending allows the RNAp to 
access the DNA and express proteins that remove Cu(I) from the cell [189–195].

Point-to-point distance measurements were performed on labeled DNA as a func-
tion of protein and Cu(I) concentration to DNA [185]. These constraints are inci-
sive since the Cu(II) label provides precise distance measurements within an esti-
mated 0.1–0.2 nm of the DNA backbone constraint [27, 124]. Figure 15B shows the 
measured distance distributions for the DNA, the protein–DNA complex, and the 
protein–DNA complex in the presence of Cu(I). At low-protein concentrations with 
Cu(I), the most probable distance decreases relative to the free DNA, indicating the 
DNA is being bent. This observation is consistent with crystallography and cryo-
EM structures [190, 194, 195].

The results in the absence of Cu(I) are more notable. At low-protein concentra-
tions the distribution broadens but the most probable distance of the protein–DNA 
complex remains similar to the free DNA. The DNA remaining undistorted in the 
protein–DNA complex has been suggested by crystallography data obtained with a 
ratio of 1:2 protein to DNA [190]. Remarkably, however, we found that at high con-
centrations of protein the distance decreases, which suggests the Cu(I)-free protein 
can also bend the DNA!

The EPR data provides crucial insight into the deactivation of the CueR defense 
response. Figure 15C depicts a cartoon of the hypothesis for the CueR deactivation 
mechanism. At high Cu(I) concentrations, a large amount of CueR is produced via a 
copper sensing mechanism [187, 188]. This leads to the Cu(I)-bound protein bend-
ing the DNA in order to express genes that remove the metal ion. Once homeosta-
sis is restored, however, the gene expression must be terminated. Given that Cu(I) 
binds to CueR at zeptomolar affinity [184] it is unlikely the Cu(I) will dissociate 
from the protein–DNA complexes which are still promoting the expression of Cu(I) 
defense proteins. However, the excess CueR that was produced in high quantities 
still remains in the cell. Since Cu(I)-free CueR can bind to bent DNA, it is kineti-
cally and thermodynamically straightforward for Cu(I)-free protein to replace Cu(I)-
bound CueR on the bent DNA. After CueR concentrations return to cellular equi-
librium the complex likely dissociates or unbends the DNA [196]. This substitution 
therefore stops the production of Cu(I) defense proteins. The EPR data thus pro-
vide key structural details to a direct substitution pathway for termination that was 
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Fig. 15  A A simplified cartoon representation of the CueR defense mechanism where CueR coordi-
nates to DNA under high Cu(I) stress. Cu(I)-bound CueR bends the DNA to allow RNAp to transcribe 
defense proteins that remove Cu(I) from the cell. B Distance distributions for the CueR–DNA complex 
under varied protein and Cu(I) concentrations as shown. The DNA distance constraint decreases in the 
presence of excess CueR or low concentrations of Cu(I). C Proposed transcription termination pathway 
where the excess Cu(I)-free CueR produced to defend the cell substitutes and removes the Cu(I)-bound 
CueR from the active complex. After substitution, DNA can return to an undistorted state or dissociate 
from the complex. Adapted with permission from Casto et  al. [185]. Figure illustrations were created 
with Biorender
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originally inferred by kinetic measurements using smFRET [184, 196]. In summary, 
missing structural details of the CueR defense mechanism were elucidated here by 
monitoring a single Cu(II)–Cu(II) constraint in DNA as protein and Cu(I) concen-
trations were varied [185].

In addition, distance constraints were obtained on dHis labeled CueR in the 
presence of different concentrations of Cu(I) [197]. This work provided structural 
evidence of two different active-state conformations for Cu(I)-bound CueR coor-
dinated to DNA. The presence of two active-state conformations was also inferred 
by smFRET kinetics work [189]. Note, that flexible nitroxide labels with distance 
distributions up to five times broader than dHis were not able to resolve two differ-
ent active-state conformations in similar measurements [191]. The EPR constraints 
combined with elastic modeling indicate at low Cu(I) concentrations the CueR bind-
ing helices are more compressed on the DNA than at high Cu(I) concentrations 
[197]. On the other hand, the high Cu(I) model is in agreement with available crystal 
structures [190]. One conformation binding the DNA more tightly structurally sup-
ports inferences from kinetic measurements using smFRET that suggest that only 
one conformation leads to activation while the other is a “dead end” pathway [189]. 
The measurement of site-specific dynamics by EPR has provided further insight into 
the correlation between Cu(I) binding sites in CueR and activation [193].

Together the work on hGSTA1-1 and CueR illustrates the value of EPR measure-
ments. The elucidation of the relationship between structure and function in these 
proteins necessitated structural constraints at several concentrations of ligands, or 
metal to protein and DNA ratios. Such measurements can be prohibitive for tradi-
tional techniques due to various factors, such as the size of the complexes, low solu-
bility in the presence of metals, and associated difficulties with crystallization, or 
the presence of structural fluctuations. On the other hand, a few carefully chosen 
distance constraints can be surgically measured and combined with modeling to pro-
vide an atomistic picture of protein structure and function.

4.2  Discrimination Between Structural Models

The rigidity of dHis is also valuable to discriminate between structural models of 
biomolecules obtained from different techniques. One such instance is with respect 
to models of the guanine nucleotide dissociation inhibitor domain (GDI) of Yersina 
outer protein O (YopO). The GDI of YopO is responsible for protecting Yersina bac-
teria from phagocytes [127, 198, 199].

Figure 14B shows the crystal structure of the GD1 of YoPO with the α14 helix 
highlighted. Crystallography suggests that the α14 helix bends in the presence of 
actin, while this helix is straight in the absence of actin [200, 201]. On the other 
hand, solution state PDS EPR using nitroxide and trityl spin labels on α14 of YopO 
without actin gave a bimodal distance distribution [202]. The bimodality of these 
results may suggest that the protein exists in both conformations in solution [202]. 
However, another possibility might be that the spin label side chains hold two con-
formations that lead to the bimodality [202]. In comparison, dHis distance measure-
ments show only one YoPO conformation in solution [127]. The bipedal attachment 
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of Cu(II) in these measurements, thus allows for an unambiguous interpretation of 
distance in terms of backbone conformation [127]! Thus PDS data can directly be 
compared or combined with other techniques that provide biomolecular structural 
information. Conversely, other spin labels that utilize flexible linkers may require 
further analysis to disentangle the spin label contributions from distance distribu-
tions. In addition, this work found even though YoPO has 22 native histidine resi-
dues, the Cu(II) complex specifically coordinated to the dHis motif site, which sug-
gests that a His-null background may not be necessary for Cu(II) labeling.

4.3  Nanomolar Equilibrium Constants

The specificity of Cu(II)–NTA for dHis sites opens avenues for orthogonal labeling 
strategies with cysteine dependent labels such as nitroxides and trityl. Such schemes 
have led to improvements in the sensitivity of PDS measurements and a new meth-
odology to measure association events [203–205]. First, techniques like relaxation-
induced dipolar modulation enhancement (RIDME) rely on spontaneous flips of one 
spin in the coupled spin pair for distance measurements. The shorter T1 of Cu(II) 
compared to nitroxide or trityl is ideal since it promotes efficient acquisition and 
accelerates data-collection times [206]. Second, the rigidity and size of dHis com-
bined with nitroxide narrows the distance distribution relative to using two nitroxide 
or two trityl labels [207]. Indeed such narrowing can also help resolve the contribu-
tion of nitroxide or trityl fluctuations to the measured distribution width [127, 207]. 
Finally, the narrow EPR spectra of nitroxide and trityl can be efficiently excited and 
detected. Such schemes have enabled distance measurements at concentrations as 
low as 10 nM [208]. It has also been reported that double quantum coherence (DQC) 
can measure distances on a ca. 25 nM protein sample doubly labeled with nitroxides 
[209]. These results are particularly exciting given that most measurements are nor-
mally performed at micromolar concentrations.

Interestingly, methodology has been developed to analyze the modulation depth 
of the RIDME signal to measure association constants. Figure  14C shows a car-
toon of a protein dimerized by the addition of Cu(II)—each protein contains a single 
R1-labeled site. Dimerization leads to a distinct RIDME signal. The change in mod-
ulation depth as a function of the concentration of Cu(II) was then used to meas-
ure the protein dimerization constants in different buffers [203]. A similar strategy 
highlighted the specificity of Cu(II)–NTA to dHis in the presence of competing ions 
[204]. Together these results have established a new method to measure association 
constants at concentration much lower than possible by isothermal calorimetry. The 
ability to work at nanomolar protein concentrations is vital to access binding affinity 
and equilibria present only in the sub micromolar regime. [210, 211] Note, however, 
that the measured values reflect properties at lower than room temperature.

4.4  Biomolecular Coordination

The precision and rigidity of dHis has also enhanced the resolution of methodology 
to discern protein assembly [212]. For example. Figure 14C shows the positioning of 
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four different dHis GB1 sites and the native Cu(II) binding site. Distance measure-
ments were obtained systematically between one of the dHis sites and the natively 
bound Cu(II). The incisive and narrow distance distributions of dHis pinpointed the 
native Cu(II) binding site with only four distance measurements [212]. In compari-
son, similar measurements using nitroxides required between 5 to 15 measurements 
[158, 160, 213]. This methodology can easily be extended to elucidate how biomol-
ecules come to form functional complexes or discern quaternary structures.

4.5  Relative Subunit Orientations

In this review, we have primarily discussed Cu(II)-orientation selectivity in the con-
text of data-collection times. However, orientational selectivity can be exploited to 
determine the relative orientation between spin labels, providing another dimension 
to distance measurements [214, 215]. Work with dHis at Q-Band has shown that the 
distinct dipolar signals as function of magnetic field can be analyzed to obtain the 
relative orientations of Cu(II) labels [127, 129]. Figure 14E shows the g-tensors for 
each spin on a cartoon protein and the angles χ, η, and γ that characterize the relative 
g-tensor orientations. In orientationally selective measurements the discrete dipolar 
signal at each magnetic field can be simulated to determine the three angles [216]. 
These angles are then used to establish the relative orientations between the spins 
and subunits they are attached to. Such methodology has also been used to elucidate 
the orientation of Cu(II) in guanine quadruplex DNA [28] and endogenous Cu(II) 
binding sites in proteins to refine structural modeling [19, 21, 217]. This technique 
can also be adapted to provide structural insight in instances where the spin labeled 
subunits of a protein reorient in a conformational change.

4.6  Site‑Specific Dynamics

In addition to distance measurements, Cu(II) is also advantageous in determining 
site-specific dynamics on the nanosecond timescale in proteins [35]. Notably, due 
to its size, dHis is sensitive to site-specific dynamics on both α-helices and β-sheets 
[59, 151]. Figure 14B shows a β-sheet where the Cu(II) labeled sites detect residue 
specific fluctuations on the ns time scale. Such measurements of backbone dynam-
ics on β-sheets are otherwise challenging for labels with flexible linkers since the 
motions of the label can be perturbed by adjacent residue side chains [218–220]. In 
addition, the large anisotropy of Cu(II) is beneficial for measurements of dynamics 
since subtle changes in the backbone fluctuations will result in proportionally large 
changes in the CW-EPR spectra. Therefore, Cu(II) provides enhanced resolution of 
measurements of dynamics for precise timescale analysis [35, 151].

This methodology has been applied to measure the dynamics of the hGSTA1-1 
α-helices responsible for coordinating ligand [151]. The measurements showed 
two components, one of which indicated the helices were more ordered. The 
addition of ligand increased the proportion of the ordered component [151]. In 
addition, this work showed that coordinating a larger ligand results in a higher 
proportion of the ordered component [151]. The results can be rationalized by the 
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insights obtained from WE MD and EPR distance constraints (cf. above). That 
work showed that in the ligand-free state only one of α-helices is docked while 
the other is undocked [178]. Thus one can anticipate a faster component and a 
more ordered component in CW-EPR lineshapes of the unliganded protein. As 
ligand is added, both helices become docked and therefore increasing the more 
ordered component [178].

5  Concluding Remarks

Over the last few years various Cu(II) spin labels have shown great promise to 
enhance the power of EPR for the measurement of structure and dynamics of bio-
molecules. The protein label enormously reduces the width of the distance distribu-
tion thereby improving the fidelity of structural analysis [24, 207]. In addition, the 
spectral lineshapes at room temperature are highly sensitive to backbone dynam-
ics [35]. Finally, the DNA label can measure distances that can be directly related 
to backbone conformations [123, 124]. Moreover, labeling to protein and nucleic 
acids is straightforward since it is performed in solution by the simple addition of 
a stoichiometric amount of Cu(II) to the label. The method, thus, does not require 
additional synthesis or purification. Thorough labeling protocols [221] and the effect 
of buffer choice on labeling efficiency [60] have also been reported for dHis. Meth-
odology is also available to seamlessly model dHis based distance distributions 
and to combine structural constraints with coarse grained modeling [39, 126, 131, 
197]. The recent development of combined EPR and enhanced sampling methodol-
ogy to generate atomistic detailed transition pathways for slow seconds timescale 
conformational changes is likely to be impactful [165, 178]. Finally, in-cell struc-
tural studies using this label are on the horizon [222]. In this review, we have cov-
ered the vast strides in Cu(II) method development over the recent years that have 
drastically reduced data-collection times by utilizing deuteration, incorporating fre-
quency-swept pulses, and employing strategic acquisition schemes to mitigate orien-
tation selectivity effects. Moreover, orthogonal labeling schemes with Cu(II) gives 
access to measurements in the nanomolar regime [208]. The combination of these 
approaches has enhanced the ability of Cu(II) labels to report on important struc-
tural details and chemical equilibriums of functionally complex proteins and DNA.
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