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Abstract
The flashback of the investigation of CuGeO3 doped with magnetic impurities car-
ried out by high-frequency EPR brings to light physics still actual for one-dimen-
sional S = 1/2 quantum spin chains and covering a vast area from disorder-driven 
quantum critical phenomena to a new type of magnetic oscillations. It is shown that 
a key opening the door for a better understanding of this field of research is the 
Oshikawa and Affleck (OA) theory and, especially, following from it the universal 
link between the line width and g factor. The most puzzling problem appears around 
the staggered field, which contributes to different physical properties and serves as a 
driving force in the onset of anomalous growth of the line width and g factor at low 
temperatures. Accent is made on unsolved problems still providing a challenge for 
the theoretical explanation, including the genesis of the staggered field in doped sys-
tems, the contribution of the staggered magnetization to the integrated intensity, and 
spin susceptibility of a Griffiths phase and its magnetic properties on the nanoscale. 
A new type of magnetic oscillations, having explanation neither in OA theory nor 
within the framework of the semi-classical magnetization motion, is described in 
detail. This experimental finding poses the most difficult case and a touchstone for 
theory, as long as the corresponding modes of magnetic oscillations may be likely 
treated as violating Landau–Lifshits equation of motion.
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1  Introduction

In the present review, we are aimed at revisiting germanium cuprate, CuGeO3, a 
remarkable spin chain system. As long as the discovery of spin-Peierls (SP) transi-
tion at TSP ~14 K in this material occurred a quarter-century ago [1, 2] and the cor-
responding boom in research is completely over at a moment, there should be strong 
motivation for taking such historical excursion to the time “when Queen Anne was 
alive”. In general, the reasons are (1) unsolved problems and unexplained effects, 
(2) impact on physics of antiferromagnetic (AF) S = 1/2 one-dimensional (1D) spin 
chains, and (3) issues important for studies of quantum spin chains by electron para-
magnetic resonance (EPR). Thus, we hope that this program will help in modern 
research avoiding the trap like Queen Anne is dead.

First of all, CuGeO3 is the first and perhaps still the best example of inorganic 
spin-Peierls material. As long as spin-Peierls phenomenon is a fingerprint of 1D AF 
S = 1/2 spin chain, this means that this three-dimensional solid is a 1D real guest 
in our 3D world. This happens in spite of the presence of noticeable interactions 
between chains which are related as Jc:Jb:Ja ~ 1:0.1:0.01 [3] (where Jc, Jb, and Ja 
denote in-chain, inter-chain in-plane, and inter-plane exchange integrals, Fig. 1). It 
is important that CuGeO3 as an inorganic material opens an opportunity to study 
doped material, i.e., investigate the influence of disorder on spin chain properties [4, 
5]. The doping problem was attempted to understand in the framework of universal 
scenario [6], according to which disorder suppresses the spin-Peierls transition and 
leads first to co-existence of SP state with AF order and then to the onset of the Neel 
state. Interestingly, it believes that this scenario did not depend on the impurity type.

This theoretically supported opportunity may be true for Zn and Si dopants [4–6] 
but the situation becomes entirely different for the case of iron, cobalt, and manga-
nese magnetic impurities, which substitute copper in spin chains. These impurities 
suppress any type of long-range magnetic order, but keep 1D character of the spin 
system dynamic magnetic response and result in the onset of a disorder-driven quan-
tum critical regime. Considered type of doping allows scrutinizing Oshikawa and 
Affleck (OA) theory for EPR in 1D S = 1/2 AF spin chains, which is an exact solu-
tion in contrast with still widely used old exchange narrowing theory. A consequence 

(a) (b) (c)

Fig. 1   Single crystals of CuGeO3 doped with magnetic impurities prepared by the self-flux technique (a); 
crystal structure of CuGeO3 (b); quantum spin chains in CuGeO3 consisting of S = 1/2 Cu2+ magnetic 
ions (c)
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of OA theory is the appearance of new universal relations linking the g factor and 
line width. On the other hand, just OA theory provides an additional window to look 
at magnetic interactions in a disordered system. Moreover, in this family of dopants, 
it is possible to find systems with unusual magnetic resonance, looking like a viola-
tion of the famous Landau–Lifshits equation of motion. All this reach and up to now 
not fully understood physics can be labeled as a staggered field problem.

2 � Doping of CuGeO3 with Fe, Co, Mn, and Disorder‑Induced Quantum 
Critical Behavior

The effect of doping of Cu2+ chains (S = 1/2) with Fe2+ (S = 2), Co2+ (S = 3/2) and 
Mn2+ (S = 5/2) in CuGeO3 single crystals synthesized by self-flux technique was 
examined by EPR wide frequency range 0.06–0.4 THz in magnetic field up to 16 T. 
The lowest temperature achieved in some experiments was ~ 0.35 K. Both cavity and 
quasi-optical techniques were used; in some cases, the study of dynamic magnetic 
properties was accompanied by static magnetic susceptibility measurements with 
the help of SQUID magnetometer.

Examples of the EPR spectra are presented in Fig. 2 (samples doped with 1% of 
Fe), Fig. 3 (samples doped with 2% of Co), and Fig. 4 (samples doped with 0.9% of 
Mn). All spectra are presented by a single Lorentzian line corresponding to doped 
Cu2+ chain, except the case of cobalt impurity (Fig. 3), where apart from resonance 
B due to Cu2+ chain, there is resonance B representing new collective excitation to 
be discussed in the last section of this paper. In all cases, the dispersion of the modes 
is linear by a magnetic field (see example in Fig. 3). In this section, we will first con-
sider temperature dependence of the integrated intensity I(T), which is proportional 
to spin susceptibility χ (T) of Cu2+ chains.

(a) (b)

Fig. 2   EPR spectra for CuGeO3:Fe sample in 60 GHz cavity experiments for different alignment of the 
magnetic field with respect to crystal axes (a) and EPR spectra for Fe-doped sample at higher frequen-
cies (b). Left part of the (b) corresponds to 100 GHz cavity experiments; right part of the (b) displays the 
quasi-optical EPR spectra
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It has been shown [7–10] that doping of the spin-Peierls compound CuGeO3 with 
magnetic impurities such as iron and cobalt gives rise to disorder driven quantum 
critical (QC) phenomena. The insertion of these magnetic ions at a concentration 
level x = 1–2% into antiferromagnetic (AF) Cu2+ quantum spin chains (S = 1/2) has 
led to a reduction of both the spin-Peierls and Neel transitions at least down to 1.8 K 
or 0.5 K in the cases of Co and Fe respectively [7–10]. Ground states for CuGeO3:Fe 
and CuGeO3:Co are found to be a disorder-induced quantum critical Griffiths phase 
(GP) [12]. The fingerprint of this type of quantum criticality is a power law for low-
temperature asymptotic of the magnetic susceptibility [13–16]:

Fig. 3   Resonant magnetoab-
sorption spectrum for Co-doped 
CuGeO3 (a) and field depend-
ence of the resonant frequencies 
for modes A and B (b) (from 
Ref. [10])

(a)

(b)

Fig. 4   EPR spectra in Mn-doped 
CuGeO3 (from Ref. [11])
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different from the Curie–Weiss or Bonner–Fisher laws. In Eq. (1), the exponent sat-
isfies the condition α < 1 and is non-universal depending on the random field charac-
teristics [13].

Power divergence of the magnetic susceptibility Eq. (1) is a consequence of the 
power distribution function of exchange energy and reflects low-temperature cor-
relations in spin system. The explicit evaluation of the χ (T) for QC system is hardly 
possible at an arbitrary temperature and thus only behavior in the limit T → 0 corre-
sponding to Eq. (1) is obtained in the majority of works [13–16].

However, as it was pointed out by Bray [13], the distribution function of J exists 
at all temperatures and thus may affect both low temperature (correlated quantum 
critical spin clusters) and high temperature (quasi-free spins) magnetic properties. 
In this sense, the high-temperature region should also contain information about QC 
regime. An approach, which allows the description of the magnetic susceptibility 
of a disorder-driven QC system with AF interactions at an arbitrary temperature, 
has been recently suggested in [17–19]. In this model, a disordered magnetic system 
is considered as a set of identical volume elements, each characterized by the Néel 
temperature TN ~ J and the paramagnetic temperature θ = − TN/ε. For three-dimen-
sional antiferromagnet, the parameter ε may be expressed through the molecular 
field constants [20], but in the model [17–19] it has a more general sense of being a 
degree of suppression of ordering temperature and hence can be treated as a possible 
disorder measure.

The magnetic susceptibility of each volume element at T > TN is described by the 
Curie–Weiss law [17–19]:

and at T < TN decreases according to the law:

Apart from the standard values γ = 0 and 1 [20], the case γ >> 1, which simulates 
the opening of the spin gap can be considered [17, 19]. In the described model the 
Curie constant C and parameter ε are taken identical for all volume elements, and 
the Néel temperature TN of a volume element is a random quantity limited from 
above TN < Tm with the distribution function [17–19]:

Then the magnetic susceptibility of the system is given by [17–19]:

(1)�(T) ∼ 1∕T� ,

(2)� = C∕(T + TN∕�),

(3)� = C(T∕TN)
�∕[TN(1 + 1∕�)].

(4)w(TN) = (1 − �)(Tm∕TN)
�∕Tm.

(5)𝜒(T) =
C

T
D𝜉(T𝜀∕Tm) ≈

C

T + 𝜃 ∗
(T > Tm),

(6)𝜒(T) =
C

Tm
D𝜉(𝜀)

(

Tm

T

)𝜉

F(𝜀, 𝜉, 𝛾 , T∕Tm) (T < Tm),
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where

and

For T > Tm the temperature dependence of χ (T) is close to Curie–Weiss law 
with effective paramagnetic temperature depending on the considered tempera-
ture interval. In the vicinity of Tm

where

For T < Tm the Eq.  (1) is valid in the limit T → 0 as expected from the exact 
models [13–16]. In the considered approach, a decrease in temperature in the 
range T < Tm results in “scanning” over the random TN of volume elements. If 
T < TN, the magnetic contribution of the corresponding volume elements freezes 
out due to the transition to the magnetically ordered state and the pseudo-
Curie–Weiss behavior gives way to the power dependence of the magnetic sus-
ceptibility for the whole sample. Therefore, the spin clusters with a higher (as 
compared to the average value) degree of correlation, which determines accord-
ing to [12–16] that the Griffiths phase magnetic properties should be considered 
as sets of volume elements for which TN > T. Apparently, a local magnetic order-
ing in the elementary volumes in the considered model does not suggest the onset 
of any long-range magnetic order in the real experimental system [17–19].

The example of experimental I(T) ~ χ (T) dependence for CuGeO3:Fe is pre-
sented in Fig. 5. It demonstrates perfect correlation between integrated intensity 
and static susceptibility data as well as pronounced power dependence of the 
magnetic susceptibility. The plot in double logarithmic coordinates allows esti-
mating the ξ value from the slope of the linear section of logI = f (logT) curve 
and thus somehow depends on the chosen temperature interval. For CuGeO3:M 
(M = Fe, Co), the estimate gives with ξ ~ 0.3–0.34 and ξ ~ 0.8–0.9 (Co) in the 
diapason T < 40 K [7–10] and lasted down to the lowest temperature. Thus, the 
experimental data show that disorder-driven quantum critical regime in CuGeO3 
doped with magnetic impurities is observed at temperatures, which considerably 
exceed all characteristic temperatures on the concentration-temperature phase 
diagram expected in the standard scenario of doping [6].

(7)D�(y) = 1 − (1 − �)

1

∫
0

t1−�

t + y
dt,

(8)F�(�, �, � , y) = 1 +
1 − �

(1 + a)D�(1∕a)(� + �)
(1 − y�+�).

(9)� ∗ ∕Tm = [�(1 − �)f (�, �)]−1 − 1,

(10)f (�, �) = −
1

�
−

∞
∑

r=1

(−1)r
�r

r + �
+

�

�� sin[�(1 − �)]
.
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EPR measurements may provide information about anisotropy of I(T) ~ χ (T). 
Inset in Fig. 5 shows that the exponent ξ is the same for magnetic field alignment 
B||a and B||c, whereas this parameter is reduced by ~ 10% for B||b.

The value of exponent ξ may be refined by application of the model described 
above. It follows from Fig.  6 that Eqs.  (5)–(8) allow reproduction of the experi-
mental dependence in the whole studied range, where temperature varies up to two 
orders of magnitude, giving ξ ≈ 0.3 (Fe) and ξ ≈ 0.8 (Co). In the latter case, the 
exponent is too close to unity to distinguish between different possible γ values. At 
the same time, in Fe-doped sample, the better description of the experiment may be 
achieved for γ ~ 10 corresponding to the opening of a spin gap in clusters. It s inter-
esting that for CuGeO3:Fe and CuGeO3:Co, the characteristic temperature Tm equals 
120 K and coincides with the magnitude of exchange integral Jc in chains [3]. Thus, 
the disorder induced by doping leads to a reduction of exchange integrals in chains 
and causes separation of magnetic systems into spin clusters. It is interesting that 
considered ansatz allows estimating the size of spin clusters ~ 10–100 nm [17] and 
thus QC Griffiths phase in CuGeO3 is “constructed” from magnetic nanoclusters.

The case of Mn-doped CuGeO3 is more complicated [11]. As follows from 
Fig. 7, the asymptotic power law Eq. (1) with ξ ~ 0.7–0.8, which is a fingerprint for 

Fig. 5   Integrated intensity and 
static magnetic susceptibility 
in CuGeO3:Fe for B||a (main 
panel) and the effects of anisot-
ropy on the exponent describing 
temperature dependence of 
magnetic susceptibility in the 
Griffiths phase (inset). From 
Ref. [9]

(a) (b)

Fig. 6   Analysis of temperature dependence of integrated intensity and static magnetic susceptibility in 
spin cluster model of Griffiths phase [17–19], for CuGeO3:Fe (a) and CuGeO3:Co (b). See text for details
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the disorder-driven QC regime, begins below ~ 40 K. In the vicinity of the charac-
teristic temperature TD = 16  K, the integrated intensity starts to deviate from the 
power law (Fig. 7). The value of TD is close to the spin-Peierls transition tempera-
ture TSP ~ 14 K in pure CuGeO3 but somewhat higher.

It is interesting that below T ~ 7 K for the frequency 210 GHz and below T ~ 5 K 
for the frequency 315 GHz, a power law with the same ξ is restored and holds up to 
the lowest temperature studied (Fig. 7). The observed re-entrant I(T) dependence is 
different from that for CuGeO3:Fe and CuGeO3:Co (Figs. 5, 6) and thus reflects a 
characteristic effect of the Mn impurity.

Such an unusual behavior may be qualitatively explained as follows. As long as 
at TD the integrated intensity [and hence χ (T)] starts to decrease this characteristic 
temperature may be attributed to dimerisation of the quantum spin chains. Appar-
ently, the possible spin-Peierls transition in CuGeO3:Mn occurs within the Griffiths 
phase in the developed QC regime, i.e., when the magnetic subsystem is divided 
into spin clusters with the different coupling constants. As long as the temperature 
lowering leads to an increase of the cluster size [13–57], a transition into the dimer-
ised state may be allowed for the chains belonging to clusters with sizes exceed-
ing the coherence length. Below TD, the magnetic contribution from dimerised Cu2+ 
chains vanishes rapidly due to the opening of a spin gap, and only the chains in the 
QC state contribute to the susceptibility. Therefore, a power law for χ (T) and I(T) 
may be restored at T < TD. As long as in the disorder-driven QC regime, the index ξ 
depends on the space dimension and dynamic exponent connecting time and length 
scales [21]; it is possible to expect a re-entrant quantum criticality at T < TD with the 
same value of the critical exponent as observed experimentally (Fig. 7). Moreover, 
the fact, that in our case the condition TD > TSP is fulfilled, may be a consequence of 
the change of the phonon–magnon interaction in finite spin clusters.

The fitting of I(T) for the region T > TD with the help of the model 
Eqs.  (5)–(8) provides ξ = 0.7 and is consistent with Tm = 120  K supporting the 

Fig. 7   Temperature dependence of integrated intensity for CuGeO3:Mn at various frequencies (from Ref. 
[11])
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general character of the considered approach for the description of magnetic sus-
ceptibility of a Griffiths phase.

To conclude this section, it is possible to notice that different impurities in 
CuGeO3 behave in a different way, which is far from the universal scenario of 
doping [6], but is pretty close to that one may generally expect in condensed mat-
ter physics. At this point, we may be also asked about the above-promised stag-
gered field that is not mentioned in this section. Actually, it is already here but in 
a hidden manner, which will be clear from further consideration.

3 � Oshikawa and Affleck Theory and the Advent of the Staggered 
Field

3.1 � Universal Relation

The classical theory of the EPR of isolated ions suggests that the line width w 
decreases when the temperature is lowered because of the diminishing of the ther-
mal broadening of the energy levels [22]. The first, theoretical approaches developed 
for one-dimensional (1D) interacting spin systems [23–25], although predicting 
more complicated behavior of w, could not explain some of the experimental obser-
vations in one-dimensional systems, like increase of w (T) in Cu-benzoate in the 
limit T → 0 [26]. We have to notice that this behavior is from time to time observed 
in various low-dimensional spin systems, but often is left without interpretation.

This type of anomaly had no explanation for almost 30  years until Oshikawa 
and Affleck have proposed a new theory of EPR for 1D S = 1/2 antiferromagnetic 
chains [27, 28]. They have suggested that there are only two important contribu-
tions to the unperturbed spin Hamiltonian, namely the exchange anisotropy and the 
staggered field which break the initial symmetry and, therefore, give rise to a finite 
EPR line width [27, 28]. In both cases, the Lorentzian line shape is expected. For the 
exchange anisotropy contribution at low temperatures, OA theory gives [28]:

where J is the exchange integral and δ denotes the exchange anisotropy constant. In 
the opposite limit of high temperatures, kBT >> J, the line width saturates [28]:

In Eqs. (11) and (11a), numerical coefficients a and b are of the order of unity 
[28]. It is clear that the contribution from the exchange anisotropy corresponds to 
the general expectation [22], i.e., w (T → 0) → 0.

The departure from the classical case appears when the staggered field is taken 
into account [27, 28]:

(11)w(T) = wea =
b�2kBT

J2�B

,

(11a)wea ≈
a�2

J�B

.
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and w (T) diverges as 1/T2 at T → 0. In the latter equation, h gives the magnitude of 
the staggered field. The divergence of wsf is accompanied by the corresponding shift 
of the resonant frequency δω ~ h2B/T3 [27, 28].

Demishev et  al. [29] pointed out that in OA calculation, external magnetic 
field B = const and the resonant frequency is given by � = g�BB∕ℏ . Thus, the fre-
quency shift δω can be expressed in terms of the correction Δg to effective g 
factor:

Therefore, in the case of the staggered field, the OA theory predicts both the 
anomalous temperature dependence of the line width and the low-temperature 
increase of g factor. As the line width, the low-temperature increase of the g fac-
tor is also observed from time to time in EPR studies of various low-dimensional 
spin systems.

Combination of Eqs. (12) and (13) leads to the universal relation [29], which 
was missed in the initial OA theory:

Equation (14) links wsf (T) and Δgsf (T) and does not depend on the staggered 
field magnitude and the exchange integral and therefore of the solid type. As 
long as Eq. (14) appears to be unrestrained by the experimental object, this con-
sequence of the OA theory, first of all, seems to be a very useful experimental 
probe of staggered fields in one-dimensional magnets. Second, the universal link 
between line width and g factor is unique among EPR theories and hence consti-
tutes a strong statement, which experimental check can be considered as verifica-
tion of correctness of the approach [27, 28] used by Oshikawa and Affleck.

In the initial studies [27, 28], Eq.  (11) was compared with the experiments 
for CuGeO3 and α-NaV2O5. However, the regime of the line width saturation 
(Eq.  11a) has not been analyzed in [27, 28]. Moreover, the use of the experi-
mental data for α-NaV2O5 is controversial, as long as this material possesses a 
ladder magnetic structure and, hence, is not really one-dimensional [30]. Equa-
tion (12) has been used in [27, 28] to fit the data for Cu-benzoate from Ref. [26]. 
It was found that OA theory provides qualitative agreement with the experiment 
[27, 28]. Nevertheless, at low temperatures, a considerable discrepancy between 
Eq. (12) and the experimental dependence w (T) could be noted. A more recent 
experimental study of Cu-benzoate [31] was mainly focused on the investigation 
of the breathing mode in this material although a qualitative agreement with the 
OA theory predictions for the case of the staggered field was reported [31].

(12)w(T) = wsf = 0.68571
J�Bh

2

(

kBT
)2

ln

(

J

kBT

)

,

(13)Δg = Δgsf = 0.344057
J�2

B
h2

(

kBT
)3

ln

(

J

kBT

)

.

(14)
wsf

Δgsf
= 1.99

kBT

�B

.
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The universal consequence of OA theory was first examined in [29]. The data dis-
played in Fig. 8 show that doping with magnetic impurities Fe and Co induces sec-
tions of low-temperature growth of the line width (main panel) and g factor (inset). 
At the same time, high-temperature part of w (T) follows the behavior expected for 
exchange anisotropy contribution (Eqs. 11, 11a). This type of dependence is qualita-
tively the same as in the pure (undoped) crystal, and CuGeO3 sample doped with Ti 
non-magnetic impurity, where spin-Peierls transition is conserved at TSP ~ 14 K. The 
following simple interpolating expression to fit the high-temperature part of w (T) 
was suggested in [29]:

with Jc = 120 K. Equation (15) corresponds to the theoretical results Eqs. (11) and 
(11a) for Jc >  > kBT and Jc <  < kBT, respectively, and the ratio a/b sets the region 
of the crossover from the low-temperature to high-temperature asymptotic. It was 
shown that Eq. (15) fits the experimental data well at T > TSP for pure and Ti-doped 
samples (curves 1 and 2 respectively in Fig. 8). Interestingly, in both cases, the same 
ratio value a/b ≈ 1.65 ± 0.15 has been obtained. Consequently, the increase of the 
line width in the doped sample is caused by the growth of the exchange anisotropy 
constant δ. Assuming a ~ 1, one gets an estimate δ/Jc ~ 0.03 for the pure sample 
(curve 1 in Fig. 8) and δ/Jc ~ 0.05 for the Ti-doped sample (curve 2 in Fig. 8).

Equation (15) was used in [29] to fit the high-temperature part of w (T) for the Fe-
doped sample. In the framework of this procedure, the further increase of δ reaching 
the value of δ/J ~ 0.06 may be expected [29] (see curve 3 in Fig. 8). However, the 
application of Eq. (15) is controversial, as long as in CuGeO3:Fe, there is a distribu-
tion of exchange energy due to the presence of a Griffiths phase (see the previous 
section). Nevertheless, it seems that Eq. (15) at least with some effective parameters 
may be used for approximation of the experimental data even in the disordered case.

The next idea of [29] was to subtract wea (T) from w (T) and obtain low-tempera-
ture divergent wsf (T) and compare it with the universal relation Eq. (14). The ratio 
w (T)/Δg (T) for CuGeO3 was calculated from the data in Fig. 8 assuming Δg (T) = g 

(15)wea =
a�2kBT

Jc�B

(

kBT +
aJc

b

) ,

Fig. 8   Line width and g factor 
in pure, Ti-doped, Fe-doped and 
Co-doped CuGeO3 (from Ref. 
[29])
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(T) − g (30 K) [29]. The obtained values of w (T)/Δg (T) are plotted as a function of 
temperature in Fig. 9a. In spite of the big difference in the parameters of EPR lines 
for Co and Fe impurities (Fig. 8), the ratio w (T)/Δg (T) behaves very similar both 
for Co and Fe doped samples, and it can be described by the same linear temperature 
dependence at T < 20 K. Apparently, for the Co-doped case, the ERP data for the 
resonance on Cu2+ chains were used.

It was found in [29] that the best fit for experimental data for CuGeO3 is provided 
by w (T)/Δg (T) = (1.63 ± 0.07) kBT/μB (curve 2 in Fig. 9a) with the numerical coeffi-
cient different from the theoretical one (curve 1 in Fig. 9a) by 20%. The data for Cu-
benzoate from [31] plotted in the same coordinates also follow linear dependence 
corresponding to the approximation w (T)/Δg (T) = (2.75 ± 0.15)kBT/μB (curve 3 in 
Fig.  9a) with the slope remarkably (1.7 times) different from CuGeO3 case. Note 
that OA theory underestimates the coefficient observed for Cu-benzoate by 40%.

We see that CuGeO3 doped with magnetic impurities provides better coincidence 
with the universal consequence of OA theory than Cu-benzoate, although the lat-
ter compound is believed to be a perfect experimental realization of 1D Heisenberg 
chain with a staggered field [32, 33]. This is amazing as long as OA theory does not 
account for the dispersion of the exchange energy in CuGeO3:Fe and CuGeO3:Co. 
The result of analysis in [29] means that the universal relation Eq. (14) is not only 
independent of J in chains but is not much sensitive to J distribution function. 
Therefore, Eq. (14) may have more general meaning coming out from the limits of 
OA theory.

An additional argument favoring the applicability of the OA theory to the case 
of CuGeO3 doped with magnetic impurities arises from the magnetic field depend-
ence of EPR line parameters. Assuming expected proportionality to the external 
field, h ~ B [27, 28], Eq.  (12) suggests a low-temperature asymptotic w ~ (Bres/T)2, 

Fig. 9   Universal relation 
between line width and g factor 
(a) and quadratic asymptotic for 
the line width following from 
OA theory (b) (from Ref. [29]). 
See text for details

(a)

(b)
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where Bres is a magnetic resonance field at a given frequency. The corresponding 
analysis in [29] provides the evidence that square low-temperature/high-field asymp-
totic really exists in CuGeO3 doped with magnetic impurities (Fig. 9b) and thus OA 
theory can be applied in the considered case for the description of the anomalous 
low-temperature behavior of the line width caused by the staggered field.

The OA theory considered above is useful for the explanation of EPR data in 
CuGeO3:Fe and CuGeO3:Co, but the situation becomes more complicated for 
CuGeO3:Mn [11]. In the latter material, the simultaneous low-temperature growth 
of the line width and g factor is observed as well. However, the explanation of the 
temperature dependency of these parameters is possible, assuming the crossover 
from the high-temperature semi-classical Nagata and Tazuke [34, 35] limit to the 
low-temperature quantum case described by Oshikawa and Affleck theory. In this 
way, the simultaneous description of the line width and g factor was achieved in [11] 
for the frequencies range ~ 200 GHz. Deviations from this model observed in Mn-
doped system at higher frequencies [11] may be explained by an enhancement of 
antiferromagnetic interactions in high magnetic fields. This effect will be considered 
in detail in the next section.

As a final remark, it should be mentioned that OA theory describes 1D spin 
chain. The applicability of this model indicates that magnetic system of CuGeO3 
doped with magnetic impurities keeps predominantly one-dimensional character at 
least in a dynamical sense. We see that even in the case of suppressed spin-Peierls 
transition, there is another marker of one-dimensionality and this marker is a univer-
sal relation linking line width and g factor due to the presence of the staggered field.

3.2 � The Competition Between Staggered Field and Antiferromagnetic Interaction

The method of the analysis of EPR data presented in Sect. 3.1 may be improved [36, 
37]. Indeed, in the presence of the exchange anisotropy and staggered field, the line 
width and g factor at low temperatures in the OA theory are given by

where h denotes the magnitude of the staggered field, and A, C and D stand for the 
quantity having weak temperature dependence and defined by the Eqs.  (11)–(13). 
Low-temperature growth of w (T) and g (T) is caused by staggered field and these 
parameters are strongly correlated, i.e., the values C and D are different by numeri-
cal coefficient [29]. Thus, instead of the direct use of the universal relation Eq. (14), 
it is possible to consider the Owikawa–Affleck function [36, 37]

where Δg (T) = g (T) − g0, A* = A/D and COA is the universal constant in the OA 
theory, which does not depend on the exchange integral and staggered field magni-
tude: COA = 1.99⋅kB/μB (see Eq. 14).

(16a)w(T) = wea(T) + wsf(T) = A ⋅ T + C ⋅ h2 ⋅ T−2,

(16b)g(T) = g0 + gsf (T) = g0 + D ⋅ h2 ⋅ T−3,

(17)fOA(T) = w(T)∕[Δg(T) ⋅ T] ≡ A ∗ ⋅(T3∕h2) + COA,
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Equation  (17) suggests that in 1D case fOA → COA when T → 0. This behavior 
changes dramatically when a possibility of 3D AF ordering is taken into account 
[10], as long as approaching the Neel point TN from above leads to the line width 
divergence W ~ (T − TN)−3/4 [24, 25]. A possible correction to the g factor may be 
attributed to the difference between local and external magnetic field, i.e., Δg (T) ~ χ 
(T). Thus, in 3D AF model, the OA function acquires the form [36, 37]

and fOA (T → TN) → ∞. Consequently, the analysis of the experimental data by the 
computation of OA function allows discriminating EPR line broadening caused by 
AF correlations and staggered field. This program was fulfilled for the Fe-doped 
CuGeO3 [36, 37].

The ERP spectra were measured for different alignment of the magnetic field 
with respect to crystallographic directions. Both cavity and quasi-optical techniques 
were applied [36, 37]. The results are summarized in Fig. 10a, b, where main panels 
and insets display data for the line width and g factor, respectively. The temperature 
dependency of the line width demonstrates low-temperature minimum (Fig.  10a, 
b). This is in agreement with the OA theory predictions for the case when both 

(18)fOA(T) ∼ [T ⋅ �(T) ⋅ (T − TN)
4∕3]−1,

(a) (b)

(c) (d)

Fig. 10   Temperature dependence of line width and g factor for various orientations of the magnetic field 
measured at frequency 60 GHz (a) and temperature dependences of line width and g factor for B‖a at 
various frequencies (b). Panel c represents the OA function calculated from the data shown in panel (a). 
Points—experiment; solid lines—best fits using Eq.  (17). Dashed line—universal constant in the OA 
theory. Dash-dot line is a fit with Eq. (18). Panel d displays the OA function calculated from the data in 
panel b. The signs are the same as in panel c. From Refs. [36, 37]
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exchange anisotropy and staggered field effects take place (Eq. 16a). It is visible that 
the low-temperature increase of the g factor occurs simultaneously (Eq. 16b). The 
data in Fig. 10b suggest that an increase of frequency (and hence of the resonant 
field) induces enhancement of the line width. At the same time, for frequency range 
ν ≥ 100  GHz, the low-temperature growth of the g factor apparently slows down 
(inset in Fig. 10b).

To clarify mechanisms causing the broadening of the line width and temperature 
correction to the g factor, the OA functions were computed from the data shown in 
Fig. 10a, b [36, 37]. The results are presented in Fig. 10c, d respectively; solid lines 
are corresponding to fits using Eq. (17). In calculations, the value Δg (T) = g (T) – g 
(30 K) has been used. It is visible that OA theory provides a reasonable descrip-
tion of the experimental data at 60  GHz for various orientations of the magnetic 
field in the interval T > 2 K. Interesting that for B‖a and B‖c the magnitude of the 
coefficient at T3 in Eq. (17) A*/h2 is almost equal and noticeably bigger than in case 
B‖b (Fig. 10c). As long as in OA theory A* does not depend on magnetic field ori-
entation, this result suggests that the staggered component of the magnetic moment 
(and accordingly staggered field) is the biggest, when an external magnetic field is 
aligned along b-axis. Thus, b-axis may be treated as an “easy axis” for staggered 
field in CuGeO3 structure. It is worth reminding that this direction corresponds to 
the strongest interchain interactions [3].

For T < 2 K, the experimental OA function starts to increase when the temper-
ature is lowered and apparently deviates from the predictions of the OA theory. 
According to [36, 37], this behavior reflects approaching AF transition temperature 
in qualitative agreement with Eq. (18) (dash-dotted lines in Fig. 10c, d). Hence, the 
observed non-monotonous dependence of the fOA (T) is due to a transition from pre-
dominantly 1D behavior of Cu2+ chains (T > 2 K) to the beginning of the 3D AF 
correlations (T < 2 K).

The above consideration suggests that AF interactions in CuGeO3:Fe may become 
stronger for higher frequencies (magnetic fields). The data in Fig. 10d indicate that 
for ν ≥ 100 GHz at low temperature, the OA asymptotic Eq. (17) is no longer valid 
and the observed fOA (T) can be understood in the 3D AF ordering model (Eq. 18). 
However, the magnetic field dependence of the exchange interaction is usually small, 
which indicates that the observed variation of EPR parameters is quite unusual. It is 
possible that field-induced enhancement of AF interaction reflects properties of the 
Griffiths phase characterized by dispersion of exchange energies. We expect that the 
corrections due to the magnetic field may become comparable with the smallest AF 
exchange energies and thus will give way to increase of 3D AF correlations in cor-
responding spin clusters. As long as spin clusters with the lowest exchange energies 
control low-temperature behavior of doped CuGeO3, the strongest contribution from 
field-induced effects should occur at low temperatures as observed experimentally. 
Nevertheless, this qualitative explanation requires further theoretical clarification.

We see that OA theory provides a unique tool for studying the staggered field 
in AF S = 1/2 quantum spin chain system. In CuGeO3:Fe, the observed temperature 
dependence of the line width and g factor is formed as a result of the competition 
between interchain antiferromagnetic interactions in CuGeO3 and staggered Zee-
man energy, as it follows from some theoretical considerations [38]. AF interactions 
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become more pronounced at T < 2 K and in frequency range ν ≥ 100 GHz. We see 
that in the region of applicability of the OA theory, the analysis of the experimental 
data suggests the selected character of the b-axis for the staggered field.

3.3 � The Staggered Field Nature in CuGeO3

It follows from the above consideration that there are reasons to trust in theoretical 
calculations [27–29] and they may be applied to the analysis of the experiment in a 
different way. For example, Eqs. (12) and (13) can be used for finding the staggered 
field magnitude. Therefore, the EPR experiments may provide direct information 
concerning the staggered component in the local magnetic field in the sample and its 
dependence on the external parameters (magnetic field, temperature, etc.).

Before starting of the suggested procedure, it is worth to think why staggered 
field may appear in doped CuGeO3. In theory staggered field is a magnetic field that 
changes direction alternatingly. In the considered works [27, 28, 38], the effects of 
the staggered field are described by the term in Heisenberg Hamiltonian:

In Eq. (19) the Sx
i,j,k

 is the x component of the spin 1/2 operator on numbered (i, j, 
k) site. As long as the external magnetic field B is aligned along the z-axis, the stag-
gered field should lie in the direction perpendicular to the external magnetic field. In 
addition, it is generally assumed that staggered field magnitude is proportional to the 
external magnetic field h ~ B [27–29, 38].

The mechanisms of the staggered field generation may be different in different 
experimental objects [38]. The most popular up to now is (1) the staggered com-
ponent of the g tensor and (2) staggered Dzyaloshinskii–Moriya (DM) interaction 
[27–29, 38–41]. Both mechanisms require certain low symmetry of the crystal struc-
ture and thus can be hardly applicable to the case of the doped CuGeO3. Indeed, the 
EPR data for pure and doped with non-magnetic impurities CuGeO3 provides no 
sign the staggered field anomalies in the range T > TSP described in the previous sec-
tions, where spin chains are homogeneous and OA theory [27, 28] is applicable. 
Instead, the line width in this case is terminated by exchange anisotropy [29] and w 
(T) → 0 when T → 0 [29]. Although doping of CuGeO3 by 1% of Fe or by 2% of Co 
completely damps both spin-Peierls and Neel transitions, it is difficult to assume that 
the doping on this level can change crystal symmetry. Therefore, in our opinion, the 
mechanisms of the generation of the staggered field in CuGeO3 based on staggered g 
tensor or DM interaction appear to be unlikely.

An alternative idea concerning the formation of the staggered field has been 
considered in [38]. Suppose that the low-dimensional magnetic system consists of 
two sublattices and possesses a strong intralattice coupling and a weak interlattice 
coupling. Assuming that one of the sublattices is ordered antiferromagnetically, 
we see that it will induce a staggered field in the other sublattice. When applying 
this approach to the real “1D magnets”, it is reasonable to suggest that interchain 
exchange may open an opportunity for the generation of the staggered field in 

(19)Ĥsf = −h ⋅
∑

i,j,k

(−1)iSx
i,j,k

.
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the sample. Coming back to the case of doped CuGeO3, it is necessary to remind 
that in this solid, the interchain interaction is not weak, being about 10% of the 
intrachain interaction [3]. Our hypothesis is that the doping of magnetic impuri-
ties may locally alter the intrachain interaction and likely affects the local mag-
netic order. As a result the spin clusters (nearly AF ordered) will be formed and 
these clusters will possess staggered field due to the aforementioned induction 
mechanism. Actually, these clusters, where the correlation of spins is stronger 
than average, are a characteristic feature of the Griffiths phase which develops 
in CuGeO3:Fe and CuGeO3:Co (Sect. 2). Thus, the local formation of the stag-
gered field at low temperatures and quantum critical regime, for which the Grif-
fiths phase serves as a ground state, may be closely connected.

Following the above consideration, we conclude that in CuGeO3, the stag-
gered field may be spatially inhomogeneous, may depend on temperature due to 
magnetic impurities and interchain interactions, and, as a result, the simple linear 
relation between external magnetic field and staggered field, h ~ B, may be vio-
lated. The latter possibility is different from the case, when the staggered field 
is generated by staggered g tensor or DM interaction where the condition h ~ B 
should always hold. Moreover, if the local magnetic fields in the sample originate 
from the magnetic moment of magnetic impurity, it is possible to expect a situa-
tion where h (B = 0) ≠ 0. The expected qualitative picture of the staggered field in 
CuGeO3 doped with magnetic impurities is presented in Fig. 11.

As long as we assume that h = h(r⃗,T ,B) , Eqs. (12) and (13) should be some-
how averaged over spatial coordinate before applying to the considered case, tak-
ing into account both dispersion of the staggered field and exchange integrals. 
In addition, the temperature dependence of the staggered field may change the 
theoretical asymptotics w ~ 1/T2 and Δg ~ 1/T3. Nevertheless, the universal rela-
tion Eq. (14) may be less affected due to the fact that all averaged quantities are 

Fig. 11   Expected structure of magnetic impurity doping-induced staggered magnetization in CuGeO3
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coming into Eqs.  (12) and (13) in a same way and, as a result, will still work 
CuGeO3 doped with magnetic impurities (Sects. 3.1, 3.2).

Now we are ready to use Eqs. (12) and (13) as definitions of the averaged stag-
gered field < h > and apply them to experimental data for CuGeO3 doped with 1% 
of Fe or 2% of Co. The estimates following for wsf and Δg defined as in [29] are 
presented in Fig. 12a (temperature dependence) and in Fig. 12b (field dependence). 
In calculations, the value J = 120 K [3] has been used. This choice provides a rough 
estimate of < h > as long as the dispersion of J in the Griffiths phase is neglected.

First of all, it is necessary to mark the good coincidence between staggered field 
magnitude found from the line width and g factor (Fig. 12a) which means the valid-
ity of the universal relation (14). However, the obtained quantity < h > demonstrates 
strong temperature dependence: the magnitude of SF decreases 7–8 times when the 
temperature is lowered from 20 to 4 K. At the same time, following the initial con-
sideration [27, 28] for the cases of staggered g tensor or DM interaction, one can 
expect h (T) = const.

The field dependence of the averaged SF < h > also exhibits considerable devia-
tions from the theoretical suppositions [27, 28]. Indeed, instead of the relation h ~ B 
suggested in [27, 28], the experimental data in Fig. 12b are better represented by:

i.e. < h(B = 0) >  ≠ 0. Therefore, in addition to the external magnetic field induced 
component, which is proportional to B, an intrinsic SF appears in the sample. In our 
opinion, this effect is specific to the case of CuGeO3 doped with magnetic impuri-
ties as it was qualitatively described above. It is worth to note that best fits of the 
experimental data with Eq. (20) have provided very close values of the coefficient 
A, namely 0.0020 T−1 for Fe-doped case and 0.0024 T−1 for Co-doped case. Con-
sequently, the “staggered field susceptibility”, which defines the part of the stag-
gered field dependent on the external magnetic field, appears to be weakly depend-
ent on the impurity studied. At the same time, data in Fig. 12b provide values < h 
(0) ≥ 0.052  T and < h (0) ≥ 0.077  T for Fe and Co impurities, respectively. This 

(20)< h(B) >= h(0) + A ⋅ B,

(a) (b)

Fig. 12   Temperature dependence of the staggered field in CuGeO3:Co and CuGeO3:Fe from EPR meas-
urements (a) and staggered field dependence of applied external magnetic field (b). Solid lines in the 
panel (a) are guides for the eyes; solid lines in the panel (b) are best fits with Eq. (20)
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discrepancy can be easily explained in the following manner. Assuming that mag-
netic impurity moment scales as μ* ~ g·S·μB and neglecting difference in the g fac-
tors, we obtain that the ratio of magnetic impurity contributions for Co-doped and 
Fe-doped samples will be ~ (3/2)·2%/2·1% = 1.5, whereas the corresponding ratio < h 
(0) > will be 1.48 in fair agreement with the proposed estimate. Thus, although the 
μ* magnitude for Co2+ (S = 3/2) is less than for Fe2+ (S = 2), the fact that impurity 
concentration in CuGeO3:Co is two times higher than in CuGeO3:Fe makes possible 
contribution from the impurity magnetic moment bigger in the Co-doped case.

Interestingly, experimental data on antiferromagnetic resonance in Ni- and Zn-
doped CuGeO3 reported in [42, 43] suggest a characteristic gap frequency about 
20 GHz and spin-flop field about 1 T. Therefore, the magnetic fields characteristic 
to AF case, namely HE and HA [44], could be comparable with the < h > estimates 
presented in Fig. 12. In our opinion, this favors the idea about competition between 
interchain antiferromagnetic interactions and staggered Zeeman energy [36–38], 
which is characteristic of the aforementioned induction mechanism of the staggered 
field formation.

3.4 � Staggered Field and Integrated Intensity

Everybody knows what is integrated intensity. To within a numerical coefficient, 
this quantity represents the spin part of the magnetic susceptibility [45]. And this 
really  works,  as long as experiment in CuGeO3 demonstrates perfect coincidence 
of the static magnetic susceptibility with integrated intensity χ (T) ~ I(T) in a wide 
temperature range (Fig. 5). However, we will show that this fact is absolutely non-
trivial, especially in the view of OA theory.

In statistical physics, the magnetic susceptibility is nothing but derivative by 
the field of the logarithm of a statistical sum multiplied by T/B ratio [46]. It must 
be stressed that the field-dependent energy levels used in the computation must 
be absolutely sharp and no tails in the density of states are allowed, as long as the 
opposite leads to the improper ground state [47].

In a single spin S = 1/2 system described by the Hamiltonian

the integrated intensity is given by [28]

where � ��(�) is the imaginary part of dynamic susceptibility �(�) = � �(�) − i� ��(�) 
and Bω is the oscillating magnetic field. For the Hamiltonian (21), � �� ∼ �(� − �0 ⋅ B) 
and EPR line is located at frequency γ0B being sharp with zero width (here γ0 
denotes hydromagnetic ratio). In practice, EPR line somehow broadens, and 
δ-function may be replaced by Lorentzian or Gaussian without strict justification 
as it is done, for example, in [45]. However, we saw that the direct introduction of 
any relaxation parameter in quantum mechanical computation must be very accurate 

(21)ĤZ = −g𝜇B ⋅ B ⋅ Sz,

(22)I(�,B) =
B2
�
�

2
� ��(q = 0,�,B),
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due to the problem of the sharp levels and correct ground state mentioned before. 
Thus,  the widely kept in mind qualitative picture when broad EPR line with finite 
width is due to transitions between broadened Zeeman levels may not be correct.

The situation is saved, when EPR is considered on the basis of semi-classical 
model implementing Landau–Lifshits equation for magnetization M (B, T) motion 
[48]. In this case, the relaxation parameter α is introduced in a natural way and

where f �(�,B, �) , f ��(�,B, �) are Lorentzian functions and �0 = M(B,T)∕B . The 
integration of the semi-classical line gives

In Eq. (24), the susceptibility χ0 is taken at the resonant field Bres, thus justifying 
integrated intensity proportionality to static susceptibility. In that sense, χ (T) ~ I(T) 
is a semi-classical result rather than a quantum mechanical one.

In the OA theory, the Hamiltonian of the S = 1/2 interacting chain system in mag-
netic field has the form:

where

Apart from the exchange term describing AF interaction of spins in the chain 
(25a) and Zeeman term (25b), there are small anisotropic terms already discussed 
above, namely staggered field (25c) and exchange anisotropy (25d). The matter of 
fact is that in the absence of anisotropic term the problem with Ĥ = Ĥ0 + ĤZ still 
gives the EPR line in the form of δ function as in single ion case [27, 28]. This 
means that EPR line shape in a chain with strong interactions between magnetic 
ions will be given by δ function as in the non-interacting system. Strictly speaking, 
this circumstance excludes the applicability of exchange narrowing model for the 
description of the EPR line width in S = 1/2 AF quantum spin chain as it was often 
done in the past [42].

(23)� � = �0f
�(�,B, �), � �� = �0f

��(�,B, �),

(24)I(T) ∼ ∫ I(�,B)d� ∼ ∫ I(�,B)dB ∼�0.

(25)Ĥ = Ĥ0 + Ĥsf + Ĥea + ĤZ ,

(25a)Ĥ0 = J ⋅
∑

j,k

S⃗j ⋅ S⃗k

(25b)ĤZ = −B ⋅

∑

j

Sz
j

(25c)Ĥsf = h ⋅
∑

j

(−1)j ⋅ Sx
j

(25d)Ĥea = 𝛿 ⋅
∑

j

Sx
j
⋅ Sx

j+1
.
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In OA theory, the finite line width appears as a result of the presence of the aniso-
tropic terms (25c) and (25d) breaking the symmetry of the problem [27, 28]. In this 
approach, the EPR line shape is represented as an envelope of the infinite set of δ 
functions at EPR frequencies corresponding to the anisotropic terms in Hamiltonian. 
In this situation, there is no surprise that the parameters describing EPR line shape 
are correlated, which was established for the line width and g factor [29].

However, in the initial works [27, 28], the problem of integrated intensity was 
omitted. For that reason, we will turn to experimental data for CuGeO3:Fe. Let us 
consider temperature diapason T < 20  K below line width minimum (Fig.  13). In 
this range, the contribution from staggered field dominates as it follows from the 
above analysis (Sects. 3.1, 3.2). At the same time, it is visible that in the interval 
1.8 < T < 20  K, the integrated intensity increases by 2.35 times, whereas the line 
width broadens by 1.51 times (Fig.  13). Thus, the change amplitude of the EPR 
absorption maximum (~ 1.56 times) is insufficient to get experimentally observed 
integrated intensity and in the considered diapason I(T)  are resulting from almost 
equal contributions from the amplitude and the width of the magnetic resonance. 
Consequently, at low temperatures in the studied system, the integrated intensity to 
a large extent is due to the presence of the staggered field and the link between stag-
gered field and I(T) promised at the end of section two is apparent.

At the same time, the condition χ (T) ~ I(T) holds (Fig. 5) and, therefore it is pos-
sible to conclude that staggered field term should contribute to static susceptibil-
ity and magnetization. However, staggered magnetic moment is aligned perpendic-
ular to magnetization (Fig. 11) and, moreover, the sum of the staggered magnetic 
moments in the infinite chain is zero. So, the strong contribution from the staggered 

Fig. 13   Temperature variation 
of the integrated intensity, line 
width and g factor in CiGeO3:Fe
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field to I(T) and χ (T) is difficult to understand qualitatively at least for two reasons. 
First of all, “a contribution from line width” to susceptibility is not possible in the 
Zeeman levels broadening paradigm, as long as it contradicts the quantum statistical 
computation schema [46, 47]. Second, the geometry of the staggered component of 
magnetization excludes its magnetic response in direction of the applied magnetic 
field and thus could not affect susceptibility, which is opposite to the experimental 
situation. To our best knowledge, the considered paradox is not still resolved, and 
investigation of the relation of EPR integrated intensity and static magnetic suscepti-
bility in the framework of the model (25) could be rewarding.

As a concluding remark, we wish to attract attention to the effect of measuring 
frequency influence on the exponent describing integrated intensity in the Griffiths 
phase I(T) ~ 1/Tξ [49]. For CuGeO3:Fe the slope of logI = f (logT) curves decreases 
with frequency in the temperature interval 1.8 < T < 30 K (Fig. 14). Thus, in the low-
frequency range ξ ~ 0.34, whereas at high frequencies the exponent is about ξ ~ 0.27, 
i.e., this parameter decreases by ~ 26%. The transition between low- and high-fre-
quency asymptotics occurs in the vicinity 78–100 GHz (Fig. 14). At first glance, this 
behavior may be just trivial consequence of the magnetization saturation when mag-
netic field of the resonance is enhanced. However, in view of the above discussion 
of the staggered field contribution of the observed behavior may be attributed either 
to the change of the staggered field characteristics or to dynamical properties of spin 
clusters in the Griffiths phase.

4 � New Magnetic Resonance and the Staggered Field

In OA theory, magnetic resonance in S = 1/2, 1D AF quantum spin chains should be 
treated as collective phenomenon rather than diffusive spin dynamics suggested by 
the exchange narrowing approach. In the case of electron paramagnetic resonance, 
the collective nature develops in the specific temperature dependences of the line 
width and g factor caused by the interplay of the staggered field and anisotropic 
exchange and in the damping of EPR at sufficiently low temperatures accompanied 
by rising of the breather mode [27, 28]. In the latter case, the changes in the resonant 
spectrum also affect the geometry of the experiment, namely EPR can be excited 

Fig. 14   Frequency depend-
ence of the integrated intensity 
(main panel) and change of the 
exponent describing temperature 
dependence of magnetic suscep-
tibility in the Griffiths phase for 
CuGeO3:Fe (from Ref. [49])
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only in Faraday geometry whereas breather mode may be observed for both Faraday 
and Voigt geometry [39].

Another possible field, where a collective motion of spins may be found, is the 
effect of polarization [28]. However, although both field theory approach [28] and 
direct numerical simulation [50] suggest that EPR line will depend on the orienta-
tion of the microwave field Bω, the expected influence on the line width and g factor 
is small. This result agrees well with the preceding calculations in the frame of the 
exchange narrowing theory and with the known experimental data [51–53]. These 
results can be easily qualitatively understood in the framework of the semi-classical 
approach, where the motion of the magnetization vector is circular in the plane per-
pendicular to the external field [48], and hence any alignment of Bω will cause a 
similar result for the excitation of the mode of the magnetic resonance.

This consistent picture was broken by the study of polarization characteristics of 
two resonances observed in CuGeO3:Co (Fig. 3). Strong polarization dependence for 
magnetic resonance A (Fig. 3) was discovered and investigated in detail in [54–56]. 
It was found that the discovered effect reflects the appearance of the unknown before 
collective mode in S = 1/2 quasi 1D AF quantum spin chain. We wish to emphasize, 
that the resonance with anomalous polarization properties in CuGeO3:Co was not 
foreseen by any of the existing theories for low dimensional magnets, and have not 
received any theoretical explanation since first publication in 2006 [54]. We argue 
that the discovered effect reflects the appearance of the unknown before collective 
mode in S = 1/2 quasi 1D AF quantum spin chain. Moreover, the observed dynam-
ics of magnetization in this mode puts into question the universal character of Lan-
dau–Lifshits equation of motion, which is one of the cornerstones of modern mag-
netic resonance physics.

Cobalt magnetic impurity in CuGeO3 (S = 3/2) substitutes copper in chains [8, 
10] and in contrast to the other dopants induces the onset of the specific resonant 
mode, which accompanies EPR on Cu2+ chains [8, 10]. The experimental spectrum 
of the resonant magnetoabsorption in CuGeO3:Co is formed by two broad lines, 
which can be completely resolved for frequencies ω/2π ≥ 100 GHz (Fig. 3). The fre-
quencies of both modes are proportional to the resonant magnetic field in a wide 
range 60–360 GHz (Fig. 3). The analysis of the g factor values have shown that the 
resonant mode corresponding to higher magnetic fields (mode B) represents collec-
tive EPR on Cu2+ chains behaving in agreement with OA theory. Initially, the reso-
nant mode corresponding to lower magnetic fields (mode A) was attributed to an 
EPR on Co2+ impurity clusters embedded into CuGeO3 matrix [10].

However, it was first found in quasi-optical experiments that change of lin-
ear polarization of incident microwave radiation strongly affects the amplitude 
of the resonance A, whereas the amplitude of the resonance B remains conserved 
(Fig. 15). This effect was examined in detail by high-frequency cavity measure-
ments, which for the considered problem have an advantage that allows avoiding 
depolarization of radiation in the light pipe. Three cases, when B was aligned 
along a, b and c crystallographic direction, were studied. In each case, the two 
orientations of oscillating microwave field along remaining axes were investi-
gated, namely for B‖a the polarizations Bω‖b and Bω‖c, and so on. Thus, six 
experimental geometries were investigated (Fig.  16). In addition, for B‖a, the 
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measurements with rotation of the sample inside the cavity were performed. To 
achieve a high frequency ~ 100 GHz, the cylindrical cavity was operating at TE014 
mode. A small DPPH reference sample was simultaneously placed in the cavity 
[54–56].

Fig. 15   Polarization dependence of the resonance A in CuGeO3:Co in quasi-optical experiment (the data 
are from Ref. [55])

(a) (b)

Fig. 16   Oscillating magnetic field for TE014 cavity mode (a) and six experimental geometries for investi-
gation of polarization effect (b)
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It is worth to note that in all cases studied Bω⊥B and no strong anisotropy effect 
in convenient EPR is expected in either OA theory or semi-classical description of 
the magnetic resonance. However, the data obtained in [54–56] contradict to this 
picture. It is visible from Fig. 17 that low-field mode A, which was supposed to be 
“impurity” resonance in the previous studies [8, 10], can be excited for one polariza-
tion only. At the same time, the EPR on Cu2+ chains (resonance B) does not show 
any strong polarization dependence. For mode A and B‖a, an “active” polarization 
will be Bω‖c and “non-active” polarization corresponds to the case Bω‖b (Fig. 17a). 
It is worth to note that in “non-active” polarization the magnetic resonance A is 
almost completely damped, and weak traces of this mode for Bω‖b, which are vis-
ible at low temperatures, are due to the finite sample size and related weak misalign-
ment of Bω from b-axis in cavity measurements. Another characteristic feature of 
the observed phenomenon is the peculiar temperature dependence. For “active” case 
mode A appears below 40 K and at T ~ 12 K becomes as strong as the resonance on 
Cu2+ chains. Further lowering of temperature makes the A resonance a dominating 
feature in the magnetoabsorption spectrum, having amplitude considerably exceed-
ing that of mode B (Fig. 17b).

In order to confirm the selected character of just one direction the experi-
ment with the sample rotation inside the cavity was carried out for B‖a (Fig. 18). 
Observed angular dependence of the mode A amplitude is well described by cosine 
law [55], suggesting that only projection of Bω on the c axis is responsible for the 
excitation of this resonance.

Similar to the case B‖a behavior has been observed for B‖b geometry (Fig. 19). 
In this case for mode A, an “active” polarization is Bω‖a, and “non-active” polari-
zation is Bω‖c, whereas the resonance B is not much affected by the orientation of 
the microwave field. In agreement with the case B‖a, the mode A is the strongest in 

(a) (b)

Fig. 17   Resonant magnetoabsorption spectra in geometry B||a at 100  GHz for active (Bω||c) and non-
active (Bω||b) polarizations at various temperatures (panel a) and temperature dependence in the case of 
active polarization (panel b). From Ref. [54–56]
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the spectrum; however, for B‖b, the main resonance A is accompanied by its sec-
ond harmonic (Fig. 19). Interestingly, although the mode A is completely damped 
in Bω‖c case, the second harmonic of this resonance retains the same amplitude for 
both “active” and “non-active” polarizations (Fig. 19). More details about the struc-
ture of the resonance line can be found in [55].

A dominating character of the resonance A at low temperatures is conserved in 
B‖c case (Fig. 20). However, the effect of polarization appears to be weaker, and for 
Bω‖b, the amplitude of the resonance A is only two times less than for Bω‖a. Never-
theless, the polarization dependence of this mode remains anomalously strong, espe-
cially as compared with the resonance on Cu2+ chains.

Fig. 18   Experiment with the sample rotation inside the cavity at 100 GHz for B||a. The angle θ is meas-
ured from the c-axis. Polar plot in the inset represents the comparison of the angular dependence of the 
resonance A magnitude (points) with the cosine law (solid line). From Ref. [55]

Fig. 19   Resonant magnetoabsorption spectra at 100 GHz in geometry B||b for active (Bω||a, curve 1) and 
non-active (Bω||c, curve 2) polarizations [54, 55]. Dashed lines show deconvolution of the spectrum for 
active polarization into three components (resonances A, B, and the second harmonic of the resonance 
A). Solid line represents the sum of the spectral components. Details of the deconvolution procedure are 
provided in Ref. [55]
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Data in Figs. 17, 19, and 20 show that the resonance field for the mode A varies 
substantially, when the direction of the external magnetic field B is changed. The 
corresponding g factor values are g ≈ 4.9 (B‖a), g ≈ 2.9 (B‖b) and g ≈ 3.7 (B‖c). 
Thus, the g factor for this mode may differ 1.7 times, while for the EPR on Cu2+ 
chains (resonance B) the g factors for various crystallographic directions lie in the 
range ~ (2.06–2.26) and hence are changed only by 10% [54].

The experimental data obtained in the present work with no doubts demonstrate 
that the resonant mode A in CuGeO3:Co is an anomalous one. First of all, this mode 
shows extremely strong dependence on the orientation of the oscillating microwave 
field Bω in Faraday geometry. At the same time, no comparable effect for EPR on 
Cu2+ chains is observed in good agreement with any theoretical expectations.

Second, the vanishing of the resonance A for certain polarizations means that 
the character of magnetic oscillations in this mode is completely different from the 
precession of the magnetization vector around the magnetic field direction described 
by Landau–Lifshits equation. Indeed in case of precession, the magnetization vector 
end moves around a circle, whose plane is perpendicular to the magnetic field, and 
hence any linear polarization in Faraday geometry will excite EPR-like mode or any 
mode based on correlated precession of various magnetization components.

Thirdly, modes A and B coexist in a wide temperature range 1.8 < T < 40 K that 
excludes possible explanation based on breather scenario for collective mode [27, 
28, 39], where EPR (mode B) should vanish after the onset of the breather excitation 
like in the case of Cu-benzoate. The onset of mode A at relatively high temperatures 
T ~ 40 K (Fig. 17) simultaneously eliminates applicability of the standard scenario of 
doping [6], where the coexistence of EPR and antiferromagnetic resonance (AFMR) 
in doped CuGeO3 may be expected only at temperatures below 0.3 TSP ~ 4  K (in 
experiments AFMR coexisting with EPR in CuGeO3 have been observed at T < 2 K 
[43]).

Fig. 20   Resonant magnetoabsorption spectra at 100 GHz in geometry B||c for polarizations Bω||b (curve 
1) and Bω||a, (curve 2) [54, 55]. Dashed lines show deconvolution of the spectrum for Bω||a, into compo-
nents corresponding to the resonances A and B. Solid line represents the sum of the spectral components 
for Bω||b and Bω||a. Details of the deconvolution procedure are provided in Ref. [55]
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The above consideration does not allow explaining mode A in terms of a single 
spin EPR problem. At the same time, the properties of this magnetic resonance are 
not possible to describe assuming either collective EPR or AFMR in quantum spin 
chains system, as well by other known to date collective modes like breather excita-
tions. Thus, the doping with Co of Cu2+ quantum spin chains in CuGeO3 leads to 
the formation of unidentified novel magnetic resonance. Nevertheless, it is possible 
to deduce that the observed excitation of magnetic subsystem of CuGeO3:Co has 
a collective nature. The first argument favoring this supposition is the magnitude 
of this magnetic resonance. Taking into account that in the samples studied only 
2% of copper ions are substituted by cobalt impurity, and no spin-Peierls transition 
affecting mode B happens, it is difficult to expect that any individual impurity mode 
will considerably exceed the magnitude of the magnetic resonance on Cu2+ chains 
(Figs. 17, 18, 19, 20). Therefore, in our opinion, mode A is likely a specific collec-
tive excitation of quasi-1D Cu2+ chain, which properties are modified by doping.

The unusual polarization dependence of mode A may be considered as another 
argument. Apparently, the observed behavior is forbidden for a single spin or S = 1/2 
AF spin chain with the Hamiltonian with small anisotropic perturbations [27, 28]. 
However, in the presence of anisotropic terms, the spin chain Hamiltonian will no 
longer commute with the magnitude of the total spin and its z component, and hence, 
in principle, the magnetic oscillation modes different from the standard spin preces-
sion may become possible. It is worth to note that experimental data in Figs. 17, 
18, 19 and 20 suggest a selected character of the b axis. Indeed, for Bω‖b the reso-
nance A is completely damped (B‖a) or its magnitude is reduced (B‖c) and in case 
B‖b second harmonic of the anomalous mode, which is missing in other geome-
tries, develops. As we have shown, the b-axis is an “easy axis” for a staggered field 
(Sect.  3). Therefore, the observed mode A is likely somehow related to the stag-
gered field, which may be responsible for anomalous polarization characteristics. 
However, from the theoretical point of view, the staggered field is known to be an 
anisotropic term in Hamiltonian, which is crucial for the EPR problem in the studied 
case (Sect. 3) and it is not clear what kind of mechanism should be involved to link 
staggered field and new magnetic excitation discovered in [54–56]. The absence of 
the explanation of the new type of magnetic resonance to date from one hand dem-
onstrates the difficulty in accounting of this phenomenon as well as the incomplete 
character of the EPR theory in quantum spin chains.

From the data presented in Figs. 17, 18, 19 and 20, it is possible to deduce the 
character of magnetic oscillations for resonances A and B in CuGeO3:Co assuming 
semi-classical approximation [54–56], where the magnetization in given magnetic 
field B has a form M = M0 + m. Here M0 denotes an equilibrium value and m stands 
for the oscillating part [48]. As long as magnetic resonance probes normal modes of 
magnetization oscillations described by vector m, for excitation of some mode vec-
tors, Bω should have non-zero projection on any m component [48], i.e., condition 
(Bω, m) ≠ 0 for the scalar product should be fulfilled. For geometry B‖a and normal 
mode, where precession of magnetization around field direction takes place, m = (0, 
mb, mc) and both projections of m on b- and c-axes are non-zero. Therefore, any 
alignment of vector Bω in b–c plane will excite precession. The weak dependence of 
the resonance amplitude on Bω alignment corresponds to condition mb ≈ mc. Thus, 
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for the mode B and B‖a the trajectory of the vector end is a circle lying in the b–c 
plane (similar consideration is apparently applicable to mode B in geometries B‖b 
and B‖c).

The same analysis can be applied for resonance A. Data in Figs. 17 and 18 sug-
gest that in geometry B‖a, the oscillating contribution to magnetization should 
acquire the form m = (0, 0, mc) leading to “active” polarization Bω‖c and “non-
active” polarization Bω‖b (Figs. 17, 18). Therefore, in this case, the end of vector M 
should move along a line parallel to c-axis. Analogously m = (ma, 0, 0) for B‖b and 
linear oscillation will happen along a-axis. For B‖a, mode A can be excited in both 
polarizations and hence m = (ma, mb, 0). However, the decrease of the resonance 
magnitude for B‖c suggests condition ma ≈ 2mb (Fig. 20). As a result, the trajec-
tory of the vector M will be an ellipse in the a–b plane elongated in a-direction. The 
summary of the above consideration for mode A is given in Fig. 21. We wish to add 
that in some cases, trajectories of vector M end may be even more complicated due 
to the observation of second harmonic (Fig. 19) as well of possibility of combina-
tion frequencies (see [55]). Thus, Fig. 21 represents a simplest possible variant for 
magnetization dynamics in mode A.

The experimental data in Figs. 10, 11, 12, 13, 14, 15, 16 and 17 suggest that the 
resonant fields and hence the g values of the mode A are rather anisotropic. The 
anisotropy of the g factor may correspond to the Co2+ magnetic ion in the octa-
hedral ligand field. In turn, in the presence of the anisotropic g factor, the preces-
sion motion of the magnetization vector will be deformed from circular to ellipsoid. 
This explanation may be applied to the case B‖c, where the elliptic movement of the 
magnetization vector is indeed observed (Figs. 20, 21). However, the above idea is 
hardly applicable to linearly polarized magnetic oscillations found for B‖a and B‖b.

To our best knowledge, the modes with linear oscillation trajectories have been 
neither reported for any magnetic resonance nor foreseen by theoretical stud-
ies. Moreover, the current understanding of the whole field of magnetic resonance 
(including electron paramagnetic, antiferromagnetic and ferromagnetic resonance) 
essentially exploit semi-classical magnetization precession in an external field, and 

Fig. 21   Summary of the modes 
of magnetic oscillations of the 
resonance A corresponding to 
the different alignment of the 
external magnetic field with 
respect to crystal axes. Dotted 
lines mark the trajectory at 
which the magnetization vector 
is expected to move (from Ref. 
[54–56])
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hence hardly leaves space to observe new polarization effect. Therefore, an adequate 
theory relevant to the studied case, including different polarization characteristics of 
magnetic resonance harmonics, appears on the agenda.

5 � Conclusions

Our excursion to the forgotten field of CuGeO3 demonstrates that studying this mate-
rial put forward many interesting and still actual problems, which are not resolved in 
physics of quantum spin chain systems up to now. We see that uncritical direct use 
of either semi-classical models or exchange narrowing theory may cause mislead-
ing results for collective EPR on correlated ensemble of spins in the chain. Fortu-
nately, for S = 1/2 AF 1D chain there is the lodestar, namely the theory developed by 
Oshikawa and Affleck. The application of their approach shows that most interesting 
physical phenomena are localized around staggered field, which appears as a driving 
force in the onset of anomalous growth of the line width and g factor at low tem-
peratures. At the same time, the possible role of the staggered field is not confined 
to this problem and its influence may be seen in a variety of phenomena from the 
peculiar temperature dependence of the magnetic susceptibility in disorder-driven 
quantum critical Griffiths phase to a new type of magnetic oscillations.

Although the unique among EPR theories universal relation between the line 
width and g factor, which follows from the OA theory, provides a unique tool for 
studying of the staggered field, the experiment seems to run ahead far from theoreti-
cal state of the art. In that sense, it is necessary to mention (i) the origin of the stag-
gered field in various experimental systems and its dependence on temperature and 
external magnetic field; (ii) the non-trivial problem of integrated intensity; as well as 
(iii) the nature and limits of applicability of the universal relation.

Special attention deserves the Griffiths phase, which may be induced in CuGeO3 
by doping with magnetic impurities. This phase seems to be constructed of nano-
clusters, but this view on this quantum critical phase is far from the main way of 
theories for quantum criticality. Interestingly, in [57], it was found that the reduction 
of the crystallite’s size to nanometer scale (300 × 30 nm) leads to full suppression of 
spin-Peierls transition in pure (undoped) CuGeO3. Simultaneously, the temperature 
dependence of EPR integrated intensity in nano-CuGeO3 acquires almost the same 
as for 1% Fe-doped CuGeO3 and thus germanium cuprate in the nano-world exhibit 
behavior typical of QC Griffiths phase. This finding links old-fashioned CuGeO3 
with the modern nanomagnetic problematic.

Last but not least is the new type of magnetic oscillations, as long as it seems 
having explanation neither in OA theory nor within the framework of the semi-
classical magnetization motion. This “enfant terrible” of CuGeO3 physics poses the 
most difficult case and touchstone for a theory; as long as experimentally observed 
modes of magnetic oscillations are likely in contradiction to Landau–Lifshits equa-
tion of motion.

In our opinion, the return to the current scientific agenda of germanium cuprate 
has every chance to confirm the adage that the new is the well-forgotten old, espe-
cially in the field of quantum spin chains.
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