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Abstract
Conjugate gradient-based SENSE (CG-SENSE) and compressed-sensing (CS) are 
well-established techniques to accelerate magnetic resonance imaging (MRI) data 
acquisition. CG-SENSE is an iterative parallel MRI (pMRI) technique, used for the 
reconstruction of unaliased MR images from the under-sampled arbitrary k-space 
trajectories (Cartesian and non-Cartesian). Whereas CS is a promising technique 
that requires fewer random samples in the k-space to speed up the data acquisition 
process for MR image reconstruction. In the recent past, further acceleration in MR 
data acquisitions has been achieved using pMRI and CS jointly. In this paper, a novel 
method is proposed which sequentially combines CG-SENSE with p-thresholding 
based CS to achieve higher acceleration factors without compromising the quality 
of image reconstruction. In the proposed method, CG-SENSE and p-thresholding 
based CS reconstructions are sequentially combined to recover aliased free images 
from highly under-sampled k-space data. The performance of the proposed method 
is evaluated for arbitrary k-space Cartesian and radial trajectories. The reconstruc-
tion results are compared with conventional methods, e.g., CG-SENSE and �

1

-SPIR-iT. Several experiments are performed using simulated phantom and in vivo 
datasets. The reconstruction quality of the proposed method is evaluated in terms of 
artifact power (AP), peak signal-to-noise ratio (PSNR) and root mean square error 
(RMSE). The experimental results show that the proposed method outperforms the 
CG-SENSE and �

1
-SPIR-iT by achieving superior image reconstruction quality.
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1 Introduction

Magnetic resonance imaging (MRI) is a non-invasive medical imaging modal-
ity that provides essential clinical information about the anatomy and function 
of the human body [1]. MRI is a very powerful and versatile diagnostic imag-
ing technique that helps the medical practitioners to treat different medical con-
ditions. MRI is used for many clinical applications, e.g., cardiac imaging, con-
trast-enhanced angiography, diffusion and perfusion imaging, etc. [2]. MRI has 
revolutionized the medical diagnostics by providing excellent soft tissue contrast 
within the human body over the last decade. However, slow data acquisition is a 
major limitation of MRI that causes patient discomfort due to long breath hold 
requirements and may result in poor image quality if the patient is moving. In 
recent years, substantial technological improvements in the MRI hardware have 
helped to reduce the scan time without compromising the quality of the recon-
structed images, e.g., development of fast pulse sequences [3] however, this is 
limited by the technical and physiological constraints [4].

Parallel magnetic resonance imaging (pMRI) techniques have been introduced 
in the recent past which offers an alternative way to speed-up data acquisition 
in MRI without degrading the quality of image reconstruction [5]. In pMRI, the 
reduction in scan time is achieved by collecting the under-sampled k-space data 
using multi-channel receiver coils each with a distinct sensitivity profile. The 
k-space data can be sampled along Cartesian and non-Cartesian trajectories (i.e., 
Radial, Spiral, PROPELLER, etc.) [6]. In pMRI, under-sampling the k-space 
data introduces aliasing artifacts in the resultant image, therefore, specialized 
reconstruction algorithms are used to unfold the aliased images to get the full 
field-of-view images, e.g., SENSE [7], SPIRiT [8], GRAPPA [9], and CGLS-RP-
GRAPPA [10] are different pMRI algorithms.

Data acquisition by sampling the k-space along non-Cartesian trajectories 
(e.g., spiral [11], radial [12], PROPELLER [13], etc.) is an emerging field of 
research in MRI. Non-Cartesian trajectories significantly improve the speed of 
MRI data acquisition by increasing the efficiency of the gradient waveforms and 
reducing the amount of gradient encoding [14]. Compared with Cartesian sam-
pling, non-Cartesian sampling schemes offer distinct advantages, e.g., offer more 
benign aliasing artifacts and provide efficient coverage of k-space [14].

Many pMRI methods have been proposed to reconstruct images from the 
under-sampled non-Cartesian k-space data, e.g., radial GRAPPA [15], CG-
SENSE [16, 17], ESPIRiT [18], pseudo-Cartesian GRAPPA [19], etc. CG-
SENSE [16, 17] algorithm is an iterative pMRI method that has the ability to 
recover the fully sampled MR image from the acquired under-sampled Cartesian 
or non-Cartesian k-space data. However, higher acceleration factors are difficult 
to achieve with CG-SENSE because of the practical limitations such as receiver 
coil array geometry and receiver coils sensitivity correlation [14]. In CG-SENSE 
if the acceleration factor exceeds certain limit, the blurring artifacts and noise 
amplification become more apparent in the reconstructed images [14].
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Compressed-sensing (CS) is an alternative method to accelerate MRI that requires 
few samples in the k-space that are required in conventional MRI and reconstructs 
the unaliased image by exploiting the compressibility and sparsity of the acquired 
MRI data [20–22]. Since pMRI and CS techniques are used to accelerate the MR 
data acquisition, therefore, both can be combined to achieve further acceleration 
[23–25]. Combined applications using both CS and pMRI have been recently pro-
posed for the MR image reconstruction from highly under-sampled k-space data 
points, e.g., SpRING [23], SENSECS [24], sparse SENSE [25], and �1-SPIR-iT [26, 
27]. These methods show robust reconstructions with improved acceleration in data 
acquisition [27, 28]. SpRING, SENSECS and Sparse SENSE are limited to the MR 
image reconstruction using Cartesian sampling. However, �1-SPIR-iT synergistically 
combines the auto-calibrating pMRI with soft thresholding based CS, and acceler-
ates the MR image reconstruction from under-sampled non-Cartesian k-space data 
(radial data) [26, 27].

This work presents a new method which sequentially combines the CG-SENSE 
with p-thresholding based CS to reconstruct MR images from the highly under-
sampled Cartesian and non-Cartesian k-space (radial) data. The proposed method is 
based on the fact that noise amplification and blurring artifacts in the reconstructed 
image as a result of CG-SENSE reconstruction at higher acceleration factors, can be 
removed successfully by utilizing p-thresholding based CS. Therefore, in the pro-
posed method the reconstruction outcome of CG-SENSE is fed to CS which solves 
the �1-minimization problem using p-thresholding based iterative algorithm [28–30] 
to recover aliased free images even at high acceleration factors.

2  Review of CG‑SENSE

CG-SENSE [16] is a pMRI technique used to reconstruct MR images from the 
under-sampled k-space data (arbitrary trajectories) using multichannel receiver coil 
sensitivity information. Solving the unfolding problem to reconstruct unaliased 
image from the under-sampled non-Cartesian data in multichannel receiver coils, 
is a computationally expensive problem. The basic idea of CG-SENSE is to pro-
vide an alternative path to avoid the inversion (computationally intensive process) 
of a large generalized encoding matrix using conjugate gradient algorithm [16]. To 
reduce the computation expensive matrix vector multiplication during a single itera-
tion of CG algorithm, a combination of fast Fourier-transform (FFT) with forward 
and reverse gridding operations are applied as shown in Fig. 1. Mathematical basis 
of CG-SENSE reconstruction can be described by the following equation [16]:

where E denotes the encoding matrix which contains all the spatial encoding infor-
mation from the receiver coil sensitivities and gradients, I is a diagonal matrix which 
accounts for the intensity compensation of the coil weights that occurs due to the 
variation in coil sensitivities. D is also a diagonal matrix which accounts for density 
compensation (differences in the density of the sampling trajectories). v is a vector 

(1)(IEHDEI)(I−1v) = IEHDm,
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of the image to be reconstructed and m shows the acquired k-space data. CG-SENSE 
performs image reconstruction using the following steps: 

1. The right side of Eq. (1) is calculated to estimate the intermediate image a: 

2. CG determines the refined approximate solution bapprox to the exact solution dur-
ing each iteration:

3. When the system converges to the exact solution, the intensity-corrected recon-
struction vapprox is performed as: 

Figure 1 systematically demonstrates the implementation of the above given steps 
in CG-SENSE reconstruction process. CG-SENSE is a commonly used pMRI tech-
nique which can be easily applied to reconstruct MR images from different sampling 
trajectories. The output of the CG-SENSE is a reconstructed combined (sum of 
images from all the receiver coils) 2-D image. However, irregularity in the encoding 
matrix may arise due to imprecise estimation of coil sensitivities maps, resulting in 
residual aliasing artifacts in the reconstructed images especially at higher accelera-
tion factors.

3  Review of Compressed‑Sensing (CS)

CS is an efficient way for performing MR image reconstruction without the loss of 
information from fewer data samples (also called incoherent measurements) [20]. 
For CS based MR reconstructions following conditions need to be satisfied [20]:

(2)a = IEHDm.

(3)(IEHDEI)bapprox = a.

(4)vapprox = Ibapprox

Fig. 1  CG-SENSE reconstruction [19]
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• The desired image should have sparse representation in a known transform 
domain.

• Under-sampling the k-space should cause incoherent (noise like) artifacts in a 
sparsifying transform domain.

• Non-linear reconstruction method should be used, which enforces both the 
sparsity of the image representation and consistency of reconstruction with the 
acquired samples.

Some MR images are naturally sparse while others can be made sparse by apply-
ing some sparsifying transform. A sparsifying transform is an operator which maps 
a vector of image data to a sparse vector, e.g., wavelet transform (WT) and discrete 
cosine transform (DCT). Recovery of a transform sparse signal from incomplete 
measurements is represented as [20]:

where g denotes the reconstructed image. y is the under-sampled k-space data 
(measured data), Fu represents the Fourier transform. If g = ψx, where ψ represents a 
sparsifying transform, then the measured data can be expressed as [20]:

where M = FuψT represents the under-sampling mask with Fourier encoding. Since y 
is the under-sampled k-space data which may often contain noise, therefore, Eq. (6) 
can be solved using the following constraint:

The constraint ‖y −Mx‖2 < 𝜖 enforces the data consistency with the acquired 
data such that Eq. (6) finds a solution which is compressible by the transform ψ. The 
parameter � is usually set below the expected noise level. The MR reconstruction 
problem using Eq.  (7) becomes ill-posed, because there are few measured signals 
y than the unknowns x. Therefore, the problem in Eq.  (7) becomes highly under-
determined and has infinite many solutions. Regularization techniques can be used 
to restore stability in the reconstruction problem (Eq.  7) where prior information 
about the image can also be incorporated effectively [22, 30]. With the advent of 
CS theory, sparsity-promoting regularization criteria have gained popularity in MRI 
[31].

The MR reconstruction problem for CS consists of both sparsity and data consist-
ency, which can be expressed by the Lagrangian constraint as [20]:

(5)min
g

‖g‖1,

s.t. y = Fug,

(6)min
x

‖x‖1

s.t. y = Fu�
Tx = Mx,

(7)min
x

‖x‖1,

s.t. y = ‖y −Mx‖2 < 𝜖.
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In Eq.  (8), the first term is the data fidelity term, whereas the second term 
τ represents the regularization parameter defining the contribution of the prior 
information. The MRI-CS reconstruction quality depends on the under-sampled 
Fourier transform (Fu) and sparsifying transform (ψ). Wavelet transform and 
total variation (TV) based constraints can be used to improve the image recon-
struction quality [32, 33]. Wavelet transform is used to sparsify the image by 
transforming the image into wavelet coefficients at different scales, whereas TV-
based constraint preserves the edges in the MR image [20]. The final image is 
reconstructed from the under-sampled k-space data by solving Eq. (8) as a con-
strained convex optimization problem [20] 

where α and β are line search parameters and TV can be expressed as [20].

where ∇x and ∇y denote the finite differences along x and y coordinates.
It has been shown in both theoretical and experimental studies [34–36] that 

the solution to the sparse representation with �p-norm minimization problem 
(0 ≤ p < 1) shown in the following equation, is closer to the sparse representation 
of �1-norm minimization problem given in Eq. (8).

In CS-MRI, the image restoration can be better modeled using 0 ≤ p < 1 in 
Eq.  (11) [30]. Many algorithms have been used for solving �p-norm minimiza-
tion problem given in Eq.  (11), e.g., iteratively reweighted least square (IRLS) 
[37], iteratively reweighted �1-minimization (IRL1) [38], iteratively threshold-
ing method (ITM-�p ) [39], and look-up-table (LUT) [40]. However, the perfor-
mance of the IRLS, IRL1 and ITM-�p suffers due to an inaccurate convergence 
to the optimal solution [41]. However, LUT involves more computation and stor-
age cost if p changes dynamically [40]. Recently, p-thresholding based general-
ized iterative shrinkage algorithm [28, 41] has been used for solving �p-norm 
minimization problem (Eq.  11) using arbitrary values of p and � . It has been 
demonstrated [41] that the p-thresholding based generalized iterative shrinkage 
algorithm converges to more accurate solution as compared to IRLS, IRL1 and 
ITM-�p.

(8)min
g

‖y −Mx‖2
2
+ �‖g‖1.

(9)min
g

�
1

2
��Fug − y��

2

2
+ �‖g‖TV + �‖�g‖1

�
,

(10)gTV =
∑

a

∑

b

√(
∇xgab

)2
+
(
∇ygab

)2
,

(11)min
g

‖‖‖y −Mx2
2

‖‖‖ + �
‖‖‖g

p
p

‖‖‖.
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4  Proposed Method: CG‑SENSE Combined with p‑Thresholding 
Based Compressed‑Sensing

In this work, a new method is presented which sequentially combines the CG-SENSE 
with p-thresholding based compressed-sensing for accelerated MRI data acquisitions 
(Cartesian and non-Cartesian). The proposed method is based on the fact that noise 
amplification and blurring artifacts (which are more prominent at higher acceleration 
factors) in the reconstructed image as a result of CG-SENSE reconstruction, can be 
removed successfully by applying p-thresholding based CS. The flow diagram of the 
proposed method is shown in Fig. 2.

The first step in the proposed method is to receive the under-sampled (non-Carte-
sian/Cartesian) k-space data from the multichannel receiver coils. In the second step, 
density compensation is applied on the acquired k-space data and gridding is performed 
to map the non-Cartesian data in each channel to the Cartesian gird. The gridding pro-
cess is followed by the application of fast Fourier-transform (FFT) and the resulting 
images from the multichannel receiver coils are multiplied with the complex conjugate 
of the receiver coil sensitivities and summed to produce a single image. Subsequent 
intensity corrected image defined by a vector a as given in Eq. (2), is used for initial-
izing the CG algorithm (see pseudo code of proposed algorithm given in appendix A as 
a supplementary material) and the first iteration starts with bapprox(0) = 0, s0 = a . Each 
iteration of CG algorithm performs multiplication of 

(
IETDEI

)
 with the residual vector (

si
)
 from the previous iteration and determines a refined approximate image (bapprox(i)) 

using Eq. (3). After executing the CG algorithm for the minimum number of iterations 
(Imin) that are required to obtain the reconstruction result with lowest possible errors, 
the resultant image is processed by p-thresholding based CS to attain acceptable prede-
fined tolerance level 

(
� = 10−4

)
 . In p-thresholding based CS, iterative soft thresholding 

algorithm (ISTA) based on p-thresholding technique [29, 30] has been introduced to 
solve the problem given in Eq. (8), using the following equation:

(12)xj+1 = C(�,p)j

(
xj +MT

(
y −Mxj

))
,

Fig. 2  Block diagram of the proposed method
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where xj represents a vectorized representation (coefficient vector) of the image 
to be reconstructed in j th iteration and y denotes the measured data. The operator 
M = Fu�

T represents the encoding matrix to find the sparsest possible solution in � 
transform domain. C(� ,p) denotes the thresholding function with thresholding param-
eter � . p is the value which adds weights to the elements of the coefficient vector x . 
The smaller value of p is associated with strong sparsity [30]. The value of � follows 
a decaying update with each iteration by a factor � (Appendix A in supplementary 
material). The value of � can be initialized in the range between 0 and 1 [30]. How-
ever, the algorithm converges rapidly for small values of � [30]. The thresholding 
function C(�,p) is defined as [28]:

The pseudo code of ISTA based p-thresholding technique is given in Appendix 
A of supplementary material. The algorithm starts the first iteration with x0 = 0 and 
y is the output image from CG-SENSE (containing blurring artifacts and noise at 
higher acceleration factors). During each iteration, the algorithm performs thresh-
olding on the sparse coefficients 

(
xj
)
 of the reconstructed image and minimizes 

the residual 
(
y −Mxj

)
 using gradient descent algorithm. Each iteration results in a 

refined approximation 
(
xj
)
 to minimize the residual error ( ej+1 = y −Mxj ). The itera-

tions stop when the following condition is met [30]:

As soon as the iterations are stopped, the coefficients 
(
xj
)
 of the last iteration are 

multiplied by �T to yield the final reconstructed image.

5  Materials and Methods

5.1  Datasets

The proposed algorithm is evaluated using both the simulated and in vivo datasets. 
To evaluate the non-Cartesian image reconstruction using the proposed method, 
the sensitivity profiles of 12 channel circular coils were analytically modeled 
using Biot–Savart equations [42]. The simulated sensitivity profiles are applied on 
Shepp–Logan phantom to obtain simulated Shepp–Logan phantom images with coil 
sensitivity information. The resultant simulated image (256 × 256 × 12) is Fourier-
transformed to produce Cartesian k-space data and then sinc interpolations [43] are 
used to resample the Cartesian k-space data points into 400 radial projections having 
256 readout points per projection.

For in  vivo study, the proposed method is tested on two fully sampled MRI 
datasets. (1) Human head data (256 × 256 × 8) acquired using 1.5   T GE scan-
ner (St. Mary’s Hospital London) with 8 channel head coils, FOV = 200  mm2, 

(13)(C(�,p))j = sgn(xj)max

{
0,
|||xj

||| − �k
|||xj

|||
p−1

}
.

(14)𝜖 <
y −Mxj2

y2
.
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TR/TE = 500/10  ms, slice thickness = 3  mm, and flip angle = 50◦ . (2) Human 
head data acquired (448 × 224 × 12) using 3.0 T Siemens Skyra scanner at Case 
Western Reserve University, Cleveland, OH, USA with 12-channel head coils, 
FOV = 230 mm2, TR/TE = 938/7.2 ms, slice thickness = 5 mm and flip angle = 58°.

Informed written consent of the volunteers was obtained before each study, in 
compliance with the guidelines of Institutional Review Board for Human Studies at 
University Hospitals of Cleveland, Case Western Reserve University (CWRU), and 
St. Mary’s Research Ethics Committee (REC).

5.2  Simulation and Evaluations Parameters

To validate the performance of the proposed method with under-sampled non-Carte-
sian MRI data acquisitions, the radial k-space data of simulated Shepp–Logan phan-
tom was retrospectively under-sampled at various acceleration factors, i.e., 
(4 ≤ R ≤ 12) , whereas the acquired fully sampled 8-channel human head Cartesian 
dataset (256 × 256 × 8) is initially resampled into fully sampled radial dataset with 
402 radial projections (using Fessler toolbox available at http://web.eecs.umich 
.edu/~fessl er/code/index .html). The total number of projections required for the fully 
sampled radial dataset are determined as [14]: 

(
�

2

)
× 256 = 402 . The fully sampled 

8-channel human head radial data is then retrospectively under-sampled by taking a 
portion of the fully sampled radial spokes, at acceleration factors R = 6, 8 and 12. In 
this paper, the acceleration factors (R) for the radial data are determined with respect 
to the Nyquist limit as 

(
R =

No. of projections in the fully sampled data

No. of projections in the undersampled data

)
 [14]. To validate the 

performance of the proposed method with accelerated Cartesian acquisitions, the 
12-channel human head dataset is retrospectively under-sampled at acceleration fac-
tors R = 6 and 8.

The parameters used in Eqs.  (12) and (13) for the iterative p-thresholding are 
� = max

(
MTe0

)
 [30] (also see Appendix A in supplementary material), � = 0.1 , 

p = − 2.5 [30] and � = 10−6 . The value of � is optimally selected to minimize the 
reconstruction errors with respect to the fully sampled data. The Matlab code of 
iterative p-thresholding is available at http://miprg .com/downl oads/.

For the comparison purpose, reference images (gold standard) were obtained 
from the fully sampled datasets of all the receiver coils using sum-of-squares recon-
struction. The reconstruction quality of the proposed method was compared with 
CG-SENSE and �1-SPIR-iT by measuring the artifact power (AP) [44], peak signal-
to-noise ratio (PSNR) [45] and root mean Square Error (RMSE) [45] in the recon-
structed images. Moreover, the reconstructed images using the proposed method, 
CG-SENSE and �1-SPIR-iT are shown individually on the same scale for visual 
evaluation of the image noise, artifacts, and resolution. In this paper the reconstruc-
tions are performed in MATLAB (Mathworks, Natick, MA) and run on Hewlett-
Packard ZBook (i7-4800MQ) workstation with a 2.7-GHz CPU, 2-GB NIVIDIA 
Quadro 2100 GPU and 8-GB RAM. �1-SPIR-iT is implemented using Berkeley 

http://web.eecs.umich.edu/%7efessler/code/index.html
http://web.eecs.umich.edu/%7efessler/code/index.html
http://miprg.com/downloads/
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Advanced Reconstruction Toolbox (BART) [46] free and open-source image-recon-
struction framework for MRI (available at https ://mrire con.githu b.io/bart/).

6  Results and Discussion

This paper presents a new method which sequentially combines CG-SENSE with p
-thresholding based Compressed-Sensing to produce high quality images from the 
under-sampled data (Cartesian and non-Cartesian). To compare the performance of 
the proposed method with CG-SENSE and �1-SPIR-iT, the reconstructions are per-
formed on the simulated radial datasets of Shepp–Logan phantom (256 × 256 × 12) 
with different acceleration factors (4 ≤ R ≤ 12) . The reconstruction quality in terms 
of root mean square error (RMSE) and artifact power (AP) for each method is plot-
ted (Figs.  3, 4, 5) against different acceleration factors (R) ranging from 4 to 12. 
The results show that the CG-SENSE and �1-SPIR-iT show a rapid increase in 
the RMSE and AP values of the reconstructed images at higher acceleration fac-
tors, hence degrading the quality of image reconstruction. However, the proposed 
method achieves higher acceleration factors without significant degradation in the 
quality of the reconstructed image as compared to CG-SENSE and �1-SPIR-iT. It 
can be observed in Figs. 3 and 4, that the proposed method is able to reconstruct 
images with lower RMSE and AP values at different acceleration factors, as com-
pared to CG-SENSE and �1-SPIR-iT, e.g., for acceleration factor (R) 4, the proposed 
method improves the quality of image reconstruction by demonstrating ~ 71% less 

Fig. 3  Comparison of the RMSE values between the proposed method, CG-SENSE and �
1
-SPIR-iT at 

various acceleration factors for Shepp–Logan phantom dataset

https://mrirecon.github.io/bart/
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Fig. 4  Comparison of artifact power (AP) achieved by the proposed method, CG-SENSE and �
1
-SPIR-iT 

for Shepp–Logan phantom dataset

Fig. 5  Comparison of the reconstruction quality in terms of PSNR between the proposed method, CG-
SENSE and �

1
-SPIR-iT for Shepp–Logan phantom dataset



254 I. Ullah et al.

1 3

RMSE and ~ 91% less AP in the reconstructed images as compared to CG-SENSE 
(see Figs.  3, 4). This trend continues even at higher acceleration factors, e.g., for 
R = 12, the proposed method exhibits ~ 76% less RMSE and ~ 94% less AP in the 
reconstructed images as compared to CG-SENSE. Similarly, for R = 4, the proposed 
method shows ~ 63% reduction in RMSE and ~ 87% reduction in AP of the recon-
structed image as compared to �1-SPIR-iT, whereas for R = 12, the proposed method 
achieves ~ 61% reduction in RMSE and ~ 85% reduction in AP of the reconstructed 
image as compared to �1-SPIR-iT.

For further evaluation, PSNR values of the reconstructed images using the pro-
posed method, CG-SENSE and �1-SPIR-iT are plotted (Fig.  5) against different 
acceleration factors (4 ≤ R ≤ 12) . The results show that PSNR of the reconstructed 
images by CG-SENSE and �1-SPIR-iT, is largely affected by the noise induced due 
to the under-sampling of the k-space at higher acceleration factors (R > 8). However, 
the proposed method is able to reconstruct the images with higher PSNR against dif-
ferent acceleration factors (4 ≤ R ≤ 12).

For visual comparison of the reconstruction accuracy of the proposed method 
with CG-SENSE and �1-SPIR-iT, the reconstructed images of 12-channel radial 
datasets of the simulated Shepp–Logan phantom for different number of radial 
projections corresponding to acceleration factors, i.e., R = 6, R = 8 and R = 12, are 
shown in Fig. 6. The reference image was obtained from the fully sampled dataset 
(256 × 256 × 12) and is shown at the top left corner of Fig. 6. A magnified section of 
each image is shown for better visualization of the reconstruction quality. In Fig. 6, 
the first column shows the reconstruction results of CG-SENSE, �1-SPIR-iT and the 
proposed method for acceleration factor (R) 6, whereas 2nd and 3rd columns show 
the reconstruction results with R = 8 and R = 12, respectively. The results (Fig.  6) 
show that severity of the blurring and moire artifacts in the reconstructed images 
using CG-SENSE and �1-SPIR-iT, is related to the extent of the k-space that has 
been reduced to simulate the accelerated radial data acquisitions (i.e., R = 6, R = 8 
and R = 12). For example, the results shown in Fig. 6 validate that the reconstructed 
images using CG-SENSE and �1-SPIR-iT contain the noisy edges and visible blur-
ring and moire artifacts for acceleration factors (R) 8 and 12, resulting in low peak-
signal-to-noise ratio (PSNR) (Fig. 5), large root-mean-square error (RMSE) (Fig. 3) 
and high artifact power (AP) (Fig. 4). However, the proposed method successfully 
reduces the noise and decreases the blurring and moire artifacts in the reconstructed 
images thereby achieving better reconstruction quality visually and quantitatively 
as compared to CG-SENSE and �1-SPIR-iT. For example, for R = 12, the proposed 
methods significantly suppress the noise enhancements and reduce the blurring and 
moire artifacts in the reconstructed images as compared to CG-SENSE (Fig.  6), 
whereas for R = 12, the proposed method improved the reconstruction results of 
CG-SENSE by increasing PSNR of the reconstructed image from 74.33 to 86.85 dB 
(Fig. 5) and reducing RMSE and AP values from 4.913 to 1.162 (Fig. 3) and from 
0.097 to 0.0054 (Fig.  4) respectively. Similarly for R = 12, the proposed method 
demonstrate substantial improvements in the quality of image reconstruction by 
reducing the blurring and moire artifacts in the reconstructed images as compared 
to the �1-SPIR-iT (Fig. 6), whereas for R = 12, the proposed method improved the 
reconstruction quality of �1-SPIR-iT by increasing PSNR of the reconstructed image 
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from 78.65 to 86.85 dB (Fig. 5) and reducing RMSE and AP values from 2.99 to 
1.162 (Fig. 3) and from 0.036 to 0.0054 (Fig. 4) respectively.

Several experiments using in vivo dataset are also performed to validate the per-
formance of the proposed methods in terms of reconstruction accuracy for differ-
ent acceleration factors. For this, the fully sampled radial dataset of human head 
(256 × 256 × 8) is retrospectively under-sampled at acceleration factors R = 8 and 12. 
The reconstruction results for in vivo 1.5 T human head in terms of RMSE, AP and 
PSNR are given in Table 1 and Table 2 to compare the reconstruction quality of the 
proposed method with CG-SENSE and �1-SPIR-iT. The results show (see Table 1) 
that for acceleration factor 8, the proposed method achieves better reconstruction 
accuracy as compared to CG-SENSE and �1-SPIR-iT, by reconstructing images with 
higher PSNR, lower RMSE and lower AP values, e.g., for R = 8 the reconstructed 
images using the proposed method (Table 1) contain ~ 75% less RMSE and ~ 94% 
less AP and 15% more PSNR, as compared to the reconstructed images using CG-
SENSE, whereas the proposed method achieves 59% less RMSE, 83% less AP and 
9% more PSNR in the reconstructed images as compared to �1-SPIR-iT. Table  2 

Fig. 6  Reconstructed images of 12-channel radial dataset of the simulated Shepp–Logan phantom with 
radial projections corresponding to acceleration factors R = 6, R = 8 and R = 12, using CG-SENSE, �

1

-SPIR-iT and the proposed method
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gives the reconstruction results (in terms of RMSE, AP and PSNR) of the proposed 
method, CG-SENSE and �1-SPIR-iT for R = 12. The results show that the proposed 
method provides up to 81% improvement in terms of RMSE, 96% improvement in 
terms of AP and 20% improvements in terms of PSNR as compared to CG-SENSE. 
Whereas 64% improvement in terms of RMSE, 87% improvement in terms of AP 
and 11% improvements in terms of PSNR is reported for the proposed method on 
1.5 T human head dataset, as compared to the �1-SPIR-iT.

Figure 7 shows the reconstruction results of the human head data (acquired using 
1.5 T GE scanner) using CG-SENSE, �1-SPIR-iT and the proposed method at accel-
eration factors R = 8 and R = 12. The reference image was obtained from the fully 
sampled dataset (256 × 256 × 8) and is shown at the top left corner of Fig.  7. To 
better visualize and compare the reconstruction quality of the proposed method 
with CG-SENSE and �1-SPIR-iT, a magnified section of the reconstructed image is 
shown for each reconstruction method. The results show that the proposed method 
successfully removes the blurring artifacts and noisy edges in the reconstructed 
images for R = 8 and R = 12, thereby achieving better reconstruction quality for 
accelerated data acquisitions as compared to CG-SENSE and �1-SPIR-iT.

To further validate the performance of the proposed method to reconstruct ali-
ased free MR images from the under-sampled Cartesian data, we performed several 
experiments using 12-channel in  vivo human head data (448 × 224 × 12) obtained 
using 3 T Siemens Skyra scanner. To simulate the accelerated data acquisitions, the 
fully sampled k-space data of each receiver coil is retrospectively under-sampled in 
the phase encoding direction by acceleration factors R = 6 and R = 8. To compare the 
performance of the proposed method with CG-SENSE and �1-SPIR-iT, the recon-
struction results of each method are given in Tables 3 and 4. The results (Table 3) 
show that for R = 6, the proposed method achieves higher PSNR, lower RMSE and 
lower AP values as compared to CG-SENSE(i.e., ~ 77% less RMSE, ~ 96% less 

Table 1  Comparison of the reconstruction quality (in terms of RMSE, AP and PSNR) for 1.5 T human 
head image at acceleration factor 8 between CG-SENSE, �

1
-SPIR-iT and proposed method

Acceleration factor Reconstruction methods RMSE AP PSNR (dB)

8 CG-SENSE 3.0504 0.0151 78.4778
�
1
-SPIR-iT 1.8313 0.0054 82.91

Proposed Method 0.7597 0.000938 90.5519

Table 2  Comparison of the reconstruction quality (in terms of RMSE, AP and PSNR) for 1.5 T human 
head image at acceleration factor 12 between CG-SENSE, �

1
-SPIR-iT and proposed method

Acceleration factor Reconstruction methods RMSE AP PSNR (dB)

12 CG-SENSE 5.0931 0.0421 74.0251
�
1
-SPIR-iT 2.7021 0.0119 79.531

Proposed method 0.9651 0.001500 88.4738
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AP and 18% higher PSNR) and �1-SPIR-iT(achieves 60% less RMSE, 87% less AP 
and 13% higher PSNR). Table 4 shows the reconstruction results of the proposed 
method, CG-SENSE and �1-SPIR-iT using R = 8. The results show that the proposed 
method provides up to 87% improvement in terms of RMSE, 93% improvement in 
terms of AP and 14% improvements in terms of PSNR, as compared to CG-SENSE, 
whereas 76% improvement in terms of RMSE, 86% improvement in terms of AP 

Fig. 7  1.5 T axial brain images of 8-channel human head data with radial projections corresponding to 
acceleration factors R = 8 and R = 12, using CG-SENSE, �

1
-SPIR-iT and the proposed method

Table 3  Comparison of the reconstruction quality of 12-channel 3 T human head image retrospectively 
under-sampled at acceleration factor 6 between CG-SENSE, �

1
-SPIR-iT and proposed method in terms 

of RMSE, AP and PSNR

Acceleration factor Reconstruction methods RMSE AP PSNR (dB)

6 CG-SENSE 4.23 0.031 72.123
�
1
-SPIR-iT 2.43 0.0091 75.123

Proposed method 0.982 0.0012 85.234
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and 11% improvements in terms of PSNR is reported using the proposed method as 
compared to the �1-SPIR-iT.

Figure  8 shows the reconstructed images for different acceleration factors 
(12-channel human head data obtained from 3  T Siemens Skyra scanner) using 

Table 4  Comparison of the reconstruction quality of 12-channel 3 T human head image retrospectively 
under-sampled at acceleration factor 8 between CG-SENSE, �

1
-SPIR-iT and proposed method in terms 

of RMSE, AP and PSNR

Acceleration factor Reconstruction methods RMSE AP PSNR (dB)

8 CG-SENSE 7.89 0.061 70.432
�
1
-SPIR-iT 4.212 0.03122 72.345

Proposed method 1.01 0.004300 80.2123

Fig. 8  3 T human brain images of 12-channel Cartesian dataset with different acceleration factors, i.e., 
R = 6 and R = 8, using CG-SENSE, �

1
-SPIR-iT and the proposed method
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the proposed method, CG-SENSE and �1-SPIR-iT. The reference image is shown 
at the top left corner of Fig. 8. The results show that CG-SENSE and �1-SPIR-iT 
reconstructions introduce noise and blurring artifacts in the reconstructed images at 
AF = 6 and AF = 8. However, �1-SPIR-iT shows slightly better reconstruction results 
as compared to CG-SENSE. The �1-SPIR-iT is a parallel imaging method based on 
auto-calibration method for the estimation of sensitivity maps [25], where the sen-
sitivity map estimations for each receiver coil rely on the information acquired from 
the center of the k-space. Therefore, any loss of information or noise at the center of 
the k-space may result in improper estimations of coil sensitivity profiles, thereby 
degrading the quality of image reconstruction especially at higher acceleration fac-
tors. However, in the proposed method, the sensitivity maps are acquired using pre-
scan method [47]. Moreover, the proposed method exploits the characteristics [28, 
30] of p-thresholding to preserve more image details with an acceptable level of 
noise in the reconstructed image, thereby achieving better reconstruction quality as 
compared to CG-SENSE and �1-SPIR-iT.

To summarize the above discussion, the proposed method clearly outperforms 
the CG-SENSE and �1-SPIR-iT reconstructions by preserving structure and recov-
ering more information in the reconstructed images at different acceleration fac-
tors, thereby demonstrating better reconstruction results in terms of RMSE, AP and 
PSNR as compared to contemporary methods.

7  Conclusion

A new method is presented which sequentially combines the CG-SENSE with p
-thresholding based CS to remove the noise amplification and blurring artifacts 
(which occurred because of under-sampling) in the reconstructed images. The per-
formance of the proposed method is evaluated in terms of RMSE, AP and PSNR of 
the reconstructed images. The reconstruction results are compared with CG-SENSE 
and �1-SPIR-iT. Experimental results demonstrate that higher acceleration factors 
can be achieved with the proposed method without compromising the quality of 
image reconstruction, e.g., in the case of 8-channel human head radial dataset with 
acceleration factor 12, the proposed method achieves ~ 81% less RMSE, ~ 96% less 
AP and ~ 20% higher PSNR as compared to CG-SENSE. However, for the same 
dataset, the proposed method demonstrates ~ 64% less RMSE, ~ 87% less AP and 
~ 11% higher PSNR for acceleration factor 12 as compared to the �1-SPIR-iT.
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