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Abstract Part 2 of this paper is devoted to two-dimensional unsteady flow of a viscous incompressible fluid
past an inclined elliptic cylinder subject to impermeability and Navier slip conditions on the surface. As in Part
1, the flow is calculated using two methods: an approximate analytical solution in the form of an asymptotic
expansion and a numerical solution based on a spectral-finite difference scheme. The results reveal excellent
agreement between the analytical and numerical solutions for small times and moderately large Reynolds
numbers. Extensive results focussing on asymmetrical flows are presented for Reynolds numbers 500 and
1000 for various aspect ratios, inclinations, and slip lengths. Comparisons with the no-slip case are also made
to elicit the effects of the Navier slip condition. The main findings include a reduction in drag as well as a
suppression in vortex shedding.

1 Introduction and mathematical formulation

Outlined in Part 1 were various underlying assumptions. These include the impulsive start at# = 0 whereby the
cylinder moves with uniform speed Uy in the positive x direction through a viscous incompressible fluid. The
flow is then assumed to remain laminar and two dimensional for all time, . We continue with these assumptions
in Part 2 and discuss the more general flow past an inclined elliptic cylinder. As a result of the more complicated
geometry, there are several subtleties that arise, and these will be explained in detail. We begin by formulating
the governing equations and corresponding boundary and initial conditions in a coordinate system that is best
suited for the problem. Following that, the problem is then cast into boundary-layer coordinates to better
resolve the early development of the flow. An analytical solution that describes the early stages of the flow is
then constructed. A numerical method for solving the governing equations is also presented. Following that,
results and comparisons are discussed, and lastly, the key findings are summarized in the conclusions. An
Appendix outlining the derivation of the drag, lift, and pressure coefficients is also included.

The problem we are interested in is illustrated in Fig. 1, which shows an elliptic cylinder inclined at an
angle of « with respect to the horizontal. The x- and y-axes are oriented along the major and minor axes of
the ellipse, where a, b denote the semimajor and semiminor axes lengths, respectively. We define the aspect
ratio, r, as the ratio of the minor to major axis of the ellipse (i.e.,» = b/a) withO < r < 1. We note thatr = 0
corresponds to a flat plate while r = 1 a circular cylinder. Posed in Cartesian coordinates and in dimensionless
form, the Navier-Stokes equations are given by
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Fig. 1 The flow setup
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Fig. 2 Conformal transformation

8¢ Y dc  dyag 2(32; 324) @

3t Ay ax  ax dy R \axZ ' 9y2

Here, the dimensionless stream function, 1, and vorticity, ¢, are related to their dimensional counterparts,
Y*, £* through ¥* = cUpy and ¢* = Uyl /c, where ¢ = +/a? — b? is the semi-focal length of the ellipse. The
dimensionless time ¢ is related to the dimensional time t* by t* = ¢t/ Uy, and the dimensionless coordinates
are related by (x*, y*) = c¢(x, y). Lastly, R denotes the Reynolds number defined by R = 2cUy/v, where v
is the kinematic viscosity.

A more convenient coordinate system is introduced by the conformal transformation

X 4+ iy = cosh[(£ + &) + i0], 3

which, as shown in Fig. 2, transforms the contour of the ellipse into & = 0, 8 = 0 to the positive x-axis, and the
infinite region exterior to the cylinder to the semi-infinite rectangular strip £ > 0, 0 < 6 < 2. The constant
&o appearing in (3) is defined by tanh & = r. In terms of the modified polar coordinates (£, 6), the governing
equations become

2y 3%y

587 Tz =M @
2 2

22 _ 0 ac awa;+2<a¢+a;>.

 8g 00 982 " 962

= - (5)
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In the above, M refers to the metric of the transformation and is given by

M = 2 [eoshi2 (¢ + &) — cos(20)]. ©)
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The dimensionless radial and transverse velocity components (i, v) can be obtained using

1 ay 1y

=—— ", V= IPRE) (7)
M 96 M 0&
and the vorticity is related to these velocity components by
¢ o (Mv) i (Mu) ®)
=—|—= Mv) - — Mu) |.
M? | 9& 00

The surface boundary conditions include the impermeability and Navier slip conditions (according to
Beavers and Joseph [1]) given by

9
=0, v=ps a E£=0,
0§

respectively. The parameter 8 denotes the dimensionless slip length which is related to the dimensional slip
length g* through 8 = B*/c. When 8 = 0, this reduces to the usual no-slip condition. In terms of ¢ and ¢,
these conditions become

%_< pMg

Y =0, = :
& Mg + £ sinh(2¢))

) ¢ at £ =0 where Mg = %[Cosh(%‘o) — cos(20)] 9)

and correspond to the metric evaluated on the surface. In addition, we have the periodicity conditions

V(. 0,0) =y 042m,1), $(5,0,1) =8(,0+2m,1), (10)

and the far-field conditions
1
v — EeHSO sin(@ +«), ¢ - 0 as & — oo. (11)

Conditions (11) are a result of the uniform oncoming flow.

The boundary conditions (9) reveal a complicated coupling between the surface vorticity and stream
function gradient. As mentioned in Part 1, the integral conditions proposed by Dennis and Quartapelle [2]
provide an alternative. For the geometry considered in Part 2, these conditions become

00 2
/ f e M2 (€, 0, 1) sin(nf)dOdE = e cosad) ,
0 0

2 M4
—,8/ 3 U £(0,60,1)sin(n0)dd , n=1,2,..., (12)
0 M + & sinh(2&))

00 2
/ / e "EM2c (€, 0, 1) cos(nf)dodE = e sin adi
0 0

2 4
—,3/ M (0,0, 1)cos(n0)dd , n=0,1,2, ..., (13)
o\ M3+ &sinh(2g))

where §; ,, is the Kronecker delta, defined by

5 — 1 ifn=i
R0 ifn £

Later, we will explain how to determine surface vorticity using these integral constraints.
As a consequence of the impulsive start delivered to the cylinder, a thin boundary layer of thickness /8¢/R
will surround the cylinder. For this reason, we stretch the coordinate & and flow variables according to

8t
E=Xz, ¥ =2V, { =w/) where A = ® (14)
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Fig. 3 Typical boundary-layer coordinates expanding with time: #; (left) and , > #; (right)

This has the effect of removing the inherent initial singularity and also better resolving the early development
of the flow. To appreciate the impact of using these so-called boundary-layer coordinates (z, #), shown in Fig. 3
in Cartesian coordinates are lines of constant z at two different times. We see from this that the grid is alive
and expands with time. This is extremely beneficial from a numerical point of view because it guarantees that
we maintain adequate resolution within the growing boundary layer where the flow is changing rapidly.

In terms of the boundary-layer coordinates (z, 6), Eqs. (4)—(5) transform to

Pw L% )

a2 Th e =M (1s)
1 9w dw do A2 3w 4 [V Iw OV dw
Wa_ﬁ+2za_z+2w=4t5_WW_W<%TZ_87£>' (16)

These equations are to be used to solve the early stages of the flow. It is worth adding that this transformation
along with the integral conditions has been successfully used in previous studies involving this geometry. For
example, the study of D’ Alessio’ and Perera [3] adopted this approach to solve the problem of unsteady free
convection from an elliptic cylinder for large Grashof numbers while Steinmoeller, D’ Alessio, and Poulin [4]
modified this procedure to solve the geophysical fluid mechanics problem of flow past an elliptic obstacle in
the ocean.

Presented in the next Section is an analytical procedure by which we can derive an approximate solution
for small times and large Reynolds numbers. As part of this process, we will obtain the exact initial solution
which will be used as an initial condition for the numerical solution procedure outlined in the subsequent
Section.

2 Analytical solution procedure

As in Part 1, we expand the flow variables in a double series in terms of A and ¢. That is, we first expand W
and w in a series of the form

W= Wy + AW + 2205 4 -,

0 =wy+ Ao + oy + -, (17)
and then each V,,, w,,n =0, 1, 2, ..., is further expanded in a series,
\Iji’l(zv 97 t) = \IIHO(Zv 8) + t\pnl(za 9) + Y
@n(2,0,1) = wn0(z,0) + twn1(z,0) +--- . (13)

Substituting the series (17)—(18) into Eqs. (15)—(16) and using the expansions
M? = M§ + sinh(2£0)Az + cosh(2£0)A*z> + -+ -
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e "™ =1—niz+ Enzkzzz +--,

with My given by (9), will produce a hierarchy of problems at various orders. The leading-order terms in the
series, Wo and wy, referred to as the boundary-layer solution, satisfy

BRIV

W = 30)01 (19)
1 92wo dwp dwg 4t [OVodwy OV g

— 42— 420y =t — — — [ — = - —— 20
MZ o2 T TR T Mg<ae bz 9z 00 <0

and are still too complicated to solve analytically.
To make analytical progress, we further expand (19)—(20) in powers of ¢. The leading-order terms in this
second expansion, Wy and wqp, correspond to the initial solution at t = 0 and satisfy

32 W 5

:M w , 21
322 @00 (2D
1 32w dwoo
— 20—— 42 =0. 22
M0 + 227+ 2000 (22)

It follows that the solution to (22) satisfying all the conditions is the trivial solution wgy = 0. Further, it can
be shown that wp, = 0 for n = 1,2,3.... Using this result and integrating (21) twice and imposing the
impermeability condition yield Vo9 = A(6)z. The function A(f) can be determined by applying the Navier
slip condition which when expanded yields

9%oo = ﬂMg wip at z=0.
3z Mg + £ sinh(2¢))

From this, we see that in order to determine W, we must first solve for wqg.
The term wy satisfies the equation

1 32w dwig
Mg 972 ‘ 9z

0. (23)

The solution satisfying the far-field condition wj9 — 0 as z — o0 is given by
w10(z, 0) = B(9)erfc(Myz),

where erfc(z) = 1 — erf(z) is the complementary error function and

2 0
erf(z) = ﬁfo e “du

denotes the error function. In order to determine the function B(6), the integral conditions (12)—(13) need to be
enforced. Switching to boundary-layer coordinates and expanding them, the leading-order terms in (12)—(13)
become

2 M4
/3/ 3 0 B(0) sin(nf)dd = me¥ cosady,, n=1,2,...,
0\ M+ & sinh(2&)
2 M4
0 _ £0 o _
,3/ 5 B(0) cos(nf)dd = me*® sinady,, n=0,1,2,...,
0\ M} + 5 sinh(2&)

from which it follows that

sy < & (Mi ésinh(zso)
B M;

) sin(f + «) and hence A(0) = e sin(f + o).
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Thus, the leading-order nonzero terms in the solution become

e50 <M§ + £ sinh(2&)
B

Woo(z, 0) = ezsin(@ + ), wi0(z,0) = — Y ) erfc(Moz) sin(6 + ).
0

The leading-order solution constructed can be checked against the potential flow solution which satisfies

2y 9y

262 * 502 =°

subject to

d 1
W=%=Oon§=0 and w—>§eg+§°sin(9+(x) as & — oo.

The solution is easily found to be
V(& 0) = e sinh & sin(0 + ),
from which we obtain

19 &o
v = M% = eﬁcoshé sin(6 + «).

Now, in the large R limit, the transverse velocity according to our expansion becomes

1 9V fo
= 220 _ & @ +a).
My 9z My

Evaluating this in the limit as z — 00, we see that it is in full agreement with the corresponding potential flow
expression when evaluated on the surface £ = 0.
Continuing the procedure and solving for the next terms, W1o and w2, in the series we find that wy( satisfies

Pwn B _ 2sinh(2&) ,dwio
§s—— — 2wy = — s
ds? ds M3 ds

(24)

and must obey the far-field condition wyg — 0ass — oo. Here, we have made the change of variable s = Mjz.
The solution for w»o(s, ) obeying the far-field condition has been found to be

B e _ sinh(20) B(6) 2 5,
w(s,0) = CH)(e Jmserfe(s)) —4M8 (serfc(s) + ﬁs e ) )

The unknown function C () must be determined by imposing the integral conditions given by

2 M4 o0 2T
B / 3 0 w20(0, 6) sin(nf)dd = — / Mowio(s, 0) sin(n6)déds,
0\ Mg+ & sinh(2&) o Jo
forn=1,2,...,and
2 M4 00 2
B f 3 0 20(0, 0) cos(nh)do = — / Mowio(s, ) cos(nf)dbds,
0\ MZ+ & sinh(2&) o Jo

forn =0,1,2,.... It follows that C () is given by

C) = —

Moebo (zwg + £ sinh(2&)

2
T M(‘)‘ ) sin(0 + «).
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The solution for Wio(s, #) can be easily found by integrating

R
52 — @10 (25)

twice and imposing the conditions

oW M3
Wi =0, 10 = ‘; 0 wyy at s = 0.
ds Mg + & sinh(2&)

The resulting solution for Wy is given by

e (M2 + £ sinh(2&) \ (52 1 s
Wio(s, 0) = B ( % (Eerfc(s) - Zerf(s) W

In summary, we have the approximate solution given by

e_‘@) sin(6 4+ «) .

W~ Woo 4 AW 0, © ~ A wip + A% w.

Later, this solution will be used to validate the numerical solution which is described in the next Section.

3 Numerical solution procedure

Although the numerical method used to solve Egs. (15)—(16) is identical to that discussed in Part 1, there are
some subtleties that arise as a result of the geometry which will be explained. Before proceeding to outline
the scheme, we first discretize the computational domain bounded by 0 < z < z into L equally spaced grid
points located at

zj=jAz, j=0,1,...,L, (26)

where Az = zoo/L and zs denotes the outer boundary approximating infinity.
The flow variables (¥, w) are next expanded in the truncated Fourier series

N

V= Fo(;, 2 +nZ::l[Fn(z, 1) cos (n0) + fo(z, t) sin (n6)], 27
Goz, 1) &

w =20 2Z + Z[Gn(z, t) cos (n6) + gn(z, t) sin (n6)]. (28)

n=1

Substituting these series into (15)—(16) yields the following system of 4N + 2 equations for the Fourier
coefficients:

32F() 1
——5 = 5 (cosh[2(Az + §0)] Go — G2), (29
0z 2
3 F, ) 1 1
a2 (nA)°F, = 3 cosh [2(Az +£0)1 G, — Z(GVH-Z + Glu-2), (30)
82fn 2 1 1
52 (nA)* fu = 5 cosh [2(Az +&0)] gn — Z(gn-i-Z +sgn(n — 2)gjn—2)) (3D
wheren =1,2,..., N, and
2
G G
20 1 cosh[2(hz + £0)] (22 + Go
0z 9z

0G G
21 .%92 G, —ars,, (32)
ot 0z

3G
= 21 cosh[20.z + &)1 81‘0 — 2

9’G 9G
8Z21 + cosh[2(Az + Eo)]za—z1 + (cosh[2(rz + &)1 — AP G
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_ 3G3+8G1 +Z 3G3+8G1
B at at 2\ oz 3z
G 1
+2t cosh [2(Az 4+ &p)] “ar + E(GS + Gy1) —2t8y, (33)
2

" 4 cosh [2(hz + £0)] n)HG,

0Gny2 | 9G] 2 (0Gp42 | 9G—2
= —t —
( ot + ot + 2 0z * 9z

G
+21 cosh [2(Az + &) .

n+2 + G\n—Z\) — 28y, (34)

2
aa_ + cosh [2(Az + &0)] z— + (cosh [2(Az + £0)] — A1) g1 = (% - aﬁ>

0z 9z
dg3  09g1
—t = " o + 2t cosh[2(Az + So)] ol - (g3 —g1) — 2Ty, (39)
82g
5.2 (n2)%) g
z
0 0
_Z gn+2 on(n —2) gln 2| _t gn+2 on(n —2) g\n 2|
2 0z 9z at
+2t cosh [2(Az + &)] a—t” + 5(8n+2 + sgn(n — 2)gjn—2)) — 2tT, (36)
where sgn(m) denotes the sign of m with sgn(0) = 0,andn = 2, 3, ..., N. The quantities Sy, S,, T, represent
nonlinear terms and are given by
N
= Z (G = Fugn)], (37)
N
oG
-3 (G210 1) fren - b = ]
—i—me[ {;"Jr” + sgn(m — n) flmz nl]

+nfy—— —ngn—, (33)
< 4

O8m
L=y (S tim = nfym - = o4 fo ]

_me[aFm—i-n _ aFlm—nl]

9z 0z
8fm+n aflm—nl
o[ 2]

2z sgn(m — n)

aGn,
__[(m+n)Fm+n (m_n)F\m—n\])

9 Fo 3G
111Gy 2 _nE, 220 (39)
0z 0z
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We first discuss the procedure for solving for the vorticity. This requires solving (32)—(36) subject to the
far-field condition (11) which, in terms of the Fourier coefficients, becomes

G, gn > 0asz — o0, 40)

forn =0,1,2,..., N. Rewriting the integral conditions in terms of the boundary-layer coordinate z and the
Fourier coefficients Go, G, g, yields

BKi

/ (cosh[2(Az + §0)1Go — Gp)dz = —TGO(O» N+ §G2(0, 1)
0

_,93 sinh?(2&)) f2” (0,6, 1)do an
A o K»—cos(20)’
o0 —ni £0 o 2,3K1
e " (2cosh[2(Az + &0)1Gy — Gjn—2) — Gpy2)dz = 4 sinady , — - G,(0,1)
0
B 283 sinh?(2&9) /2” (0, 6, 1) cos(nf)do
(G n=2(0,1) + Gpy2(0, 1)) — , 42
+A (Gln=21(0,1) + G420, 1)) —y A Ky — cos(20) 42)
o —nh & 2ngl
e ""*(2cosh[2(Az + &0)1gn — sgn(n — 2)gjn—2| — gnt2)dz = 4e* cosady , — 2n(0, )
0
B 283 sinh?(2&) /2” (0,6, 1) sin(nd)do
s —2)gn—21(0, 0,1)) — , 43
+A (sgn(n — 2)gjn—2/(0, 1) + gn12(0, 1)) —y A Ky — cos(20) (43)

forn =1,2,3, ..., where
K| = cosh(2&y) — B sinh(2&y), K> = cosh(2&y) + B sinh(2&y).

For simplicity, we illustrate the numerical method using Eq. (32) with the understanding that (33)—(36) are
solved in a similar manner. Equation (32) may be rewritten in the generic form

8G0 2t 3G2
t — = , 1 44
9t cosh2Gz 1] or 2@ 9
where
1 392Gy 3Gy
Z,t) = +z + G
0@ n cosh[2(Az + &)] 072 0z 0

1 aG»> 4t
—_ 5. 45
+cosh[2(kz +&o)] <Z 0z + Gz) * cosh[2(Az + &p)] 0 ()

Assuming the solution at time ¢ is known, we can advance the solution to time ¢ + At by integrating Eq. (44).
Integration by parts yields

1+A1 1Al 2 1+A
271Gy - 2/ Godt — ———————(1G>)|
t p cosh[2(Az + &p)] !
2 t+At t+At
e — Gordtr = dr 46
cosh[2(Az + &)] /t ? /t ¢ 0

where At is the time increment. In arriving at (46), we have made the reasonable approximation of treating
cosh[2(Az + &p)] as a constant over the time increment. We now approximate the integrals using

t+At
/ xdt ~ Atlo x (z,t + A1) + (1 — @) x (2, 1)] (47)
t

where @ is a weight factor and x is a generic function. In general, 0 < @w < 1, and we treat @ as a
computational parameter still to be specified. When @ = 1/2, we obtain the well-known Crank—Nicolson
scheme while @ = 1 yields the fully implicit scheme. The case @w = 0 corresponds to an explicit scheme
which will not be considered.
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With this approximation in place, Eq. (46) brings us to the expression
21t + (1 — @) Atl(Go(z, t + At) — Go(z, 1))
- [t+ A —-w@)Atl(Ga(z, t + At) — Ga(z, t
cosh[2Gz + So)][ + (I —@)Atl(Ga(z, t + A1) — Ga(z, 1))
=AtlwQ(z,t + At) + (1 —)0(z, 1)]. (48)

We next substitute Q(z, t + At) given by (45) into (48) and replace all spatial derivatives by central differences
at the point z. Now (48) can be written in the form

Ci(z,t + At)Go(z — Az, t + At) + Ca(z, t + A Go(z, t + At)
+C3(z,t + At)Go(z + Az, t + At) = D(z,t + At) + E(z, t). (49)

The functions Cy, C», C3, D, E can be easily obtained and do not involve Go. The function E is known
from the previous time step while the functions Cy, C», C3, D are computed using the most recent available
information as an initial guess. Thus, when represented in matrix form, Eq. (49) becomes a tri-diagonal system
for the unknown values of G at the grid points z = 0, Az, 2Az, . ... When the region 0 < 7 < 7 is divided
into L equally spaced intervals of Az, an (L — 1) x (L — 1) tri-diagonal matrix is resulting.

Ateach time step, we need to solve this system subject to the far-field condition Go(zeo, t + At) = 0 and the
integral condition given bz (41). To enforce the integral constraint, we proceed as follows. First, we obtain the
homogeneous solution, G, by setting the right-hand side in (49) to zero, with Gg satisfying Gg O, t+A1)=1
and Gg(zoo, t + At) = 0. Then, we find the particular solution Gg to (49) again satisfying Gg(O, t+At)=1
and Gg (Zo0, t + At) = 0. We form the complete solution as

Go(z, t + A1) = yGliz, 1 + At) + G (z,1 + Ar) . (50)

Plugging the decomposition (50) into the integral condition (41) and solving for y yields y = Num/Denom
where

B3 sinh? (2&))

M K3 —1

Num = — / " (cosh[2(2z + £0)1GY — Ga)dz — ? (K1 = G2(0.1)) —
0

B3 sinh2(2&9) v/ /2” Gan(0, 1) cos(2n6)do
TA 0 K> —cos(20)

n=1

1SN g Sinh2(2€0).

AW e

Zoo
Denom = / cosh[2(Az + &0)1Gadz +
0

In arriving at this expression, we have made use of

/2” ©(0,0,0d60  7Go(0, 1) A /2” G (0, 1) cos(2n6)d6
_ 0y
0 n=1 0

Ky —cos(20) ~ / KI—1 Ky —cos(20)

/2” sin(nf)do /2” cos[(2n + 1)6]d6 0
o K»—cos(20) Jo Ky —cos(20)

since

forn=1,2,3,...,and

/2" do 27
o K>z —cos(20) K22 _ 1'

The integrals appearing in the above are computed using Simpson’s rule. An efficient solver is implemented
to solve the tri-diagonal systems for Gg and Gg . With our approximate solution to Go(z, t + At) now found,
we then repeat this procedure for obtaining approximate solutions to G, (z,t + At), gn(z,t + At) forn =
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1,2, ..., N. It must be remembered that when solving for G, or g,, quantities having a subscript larger than
n (such as n + 2) are unknown and therefore must be approximated using the values at the previous time step
and then continuously update their values during the iterative procedure. Further, whenever the subscript n + 2
of a quantity exceeds N, the value taken by that quantity is zero.

The method used here to solve (29)—(31) for the stream function is identical to that outlined in Dennis
and Chang [5] and will be briefly described. First, the right-hand sides of these equations are obtained using
the computed solutions Go, G, g, forn = 1,2, ..., N. These stream function coefficient equations are then
integrated using stable marching algorithms satisfying the Navier slip and impermeability conditions at z = 0

F0:Fn:fn=(),

0 F{ 40 0F, a a
ST 260 - 26y + £G4,
0z ay 0z aj a aj
0F, 2\ 8F|n,2| 3Fn+2 a as ,3
== =G, — — (G- G £ (G G ’
0z ap < 0z + 9z + a n 2a, ( In—2| + "+2) + 2a, ( n—4] + n+4)
0 21 0fin_ 0
fo _ 20 sgn(n — 2)—fln 2y n+2 + a_zgn
aZ ay 0 aZ ai
as B
—— (sgn(n — 2)gn—2 + gnt+2) + = (sgn(n — 4)gju—4) + gn+4)
2a, 2aq

where
a; = 41[cosh(2&y) + B sinh(2&y)], ar» = B[1 + 2005h2(2§o)], a3 = 46 cosh(2&)),

and the far-field conditions

Fy— 0 as z — oo, (51
1
F, — —ﬁeg‘)“z sinady, asz — 0o, (52)
1
i —ﬁe&)“z cosady, asz— 0o, (53)
forn =1,2,..., N. The marching algorithms used are identical to those presented in Part 1.

The entire cycle described above is repeated until convergence is reached. The convergence criterion
adopted is given by

1G9Vt 4 a0 =GPt + A0 <& IGED @t + A1) =GR 1+ A <e,
and |g,(,k+1)(z, t+ At) — g,(lk)(z, t+ At)|<e for n=1,2,...,N.
Here, the superscripts k, k + 1 refer to two successive iterations in the cyclic procedure, and ¢ is some specified
tolerance. To initiate the integration procedure, we use the solution at f = 0 given by Wy and wgg which when
expressed in terms of the Fourier coefficients become
Go(z,0) = Gu(z,0) = gu(z,0) =0,
Fo(z,0) =0, Fi(z,0) = ze® sina, Fy(z,0) =0, fi(z,0) =ze¥cosa, fu(z,0) =0,

forn=2,3,...,N.
Presented in the next Section are analytical and numerical results along with various comparisons.

4 Results and comparisons

The flow is completely characterized by the Reynolds number, R, the slip length, 8, the inclination, «, and
the aspect ratio, r. To confirm numerical convergence, numerous numerical experiments were carried out with
different grids and time steps. From our numerical experiments, the following values for the computational
parameters were used: zoo = 10, N =25, Az = 0.05and ¢ = 10~%. We have decided to run the scheme in
fully implicit mode (zr = 1). Running in Crank—Nicolson mode (o = 1/2) exhibited similar convergence
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Table 1 Comparison in Cp between unsteady present and previous steady-state no-slip results for the case « = 0°, r = 0.2, and
Reynolds numbers R = 20, 40

R Dennis and Young [8] (steady state) Present (unsteady, t = 30)
CD CD

20 0.789 0.806

40 1.228 1.224

Table 2 Comparison in Cp, Cp. between unsteady present and previous steady-state no-slip results for the case R = 20,r = 0.2
and inclinations a = 20°, 40°, 60°

o Dennis and Young [8] (steady) D’ Alessio and Dennis [7] (steady) Present (unsteady, t = 10)
Cp CL Cp CL Cp CL

20° 1.296 0.741 1.305 0.751 1.382 0.737

40° 1.602 0.947 1.620 0.949 1.786 0.985

60° 1.911 0.706 1.931 0.706 2.228 0.748

characteristics; however, it produced oscillations in the drag and lift coefficients for a brief time after start-
up, which is a signature of the Crank—Nicolson scheme. Initial time steps of 10~* were used for the first 10
advances. Then, the next ten time steps were proceeded with Ar = 10~ and continued after with Az = 0.01.
Att = 1, the time step was increased to A7 = 0.05. Unlike the symmetric case in Part 1 where no stability
difficulties were encountered, we have observed numerical stability challenges for some of the asymmetrical
cases considered. In particular, we have noticed difficulties when r < 0.2 for 8 # 0.

Of particular importance is the determination of the drag and lift coefficients, Cp and Cr, respectively, and
their variation with time. The dimensionless drag and lift coefficients are derived in the “Appendix” and were
computed using formula (A12). We note that for the no-slip case only the first two terms in (A10) and (A11)
survive. The numerical scheme was first tested by setting 8 = 0 (i.e., no-slip) and comparing the drag and lift
coefficients with those reported in previous studies [6—8]. We begin with the small Reynolds number symmetric
case having o« = 0° and r = 0.2. Contrasted in Table 1 are drag coefficients with previous steady-state results.
Since we are solving the unsteady equations, time-stepping was carried out to ¢ = 30, when the flow has settled
down appreciably. As expected, C1, was numerically found to be zero to within our specified tolerance ¢.

In Table 2, comparisons are made for the no-slip asymmetrical case having r = 0.2, R = 20, and inclina-
tions of & = 20°,40°,60° against documented steady-state results. Full agreement could not be demonstrated
because time-stepping was not carried out to large times. Here, time-stepping terminated at# = 10 since numer-
ical instabilities set in beyond that. We speculate that the numerical instabilities may be due to the fact that the
boundary-layer coordinate is not suitable for larger # when R is small. Although this was not done, results for
larger times could be obtained by switching back to the physical coordinates (£, 6) and solving Eqs. (4)-(5)
instead of (15)—(16). The optimal time to make the switch would be when the parameter A = /8f/R = 1
since £ = z at that moment. For R = 20, this occurs at r = 2.5.

‘We now make a comparison for the large Reynolds number no-slip case having R = 6250, r = 0.6, « = 15°
with the unsteady results of Staniforth [6]. Figure 4 compares the time variation of both the drag and lift
coefficients. As in Part 1, we have plotted the absolute value of Cp. A discrepancy is observed in these time
variations, and we think that this is due to the fact that because of the impulsive start Cp and Cy, are infinite
atr = 0, and one set of results may be better resolving this singular behavior than the other.

Another check was conducted by comparing the computed surface vorticity distribution with that predicted
by our approximate analytical solution for small times. Using the analytical solution derived in Sect. 2 for the
vorticity, the following expression for the surface vorticity, ¢ (0, 8, t), can be obtained:

ef0 (M2 + £ sinh(2¢)) My M3+ 8 sinh250)\ | |
C(Q&ﬂ“g( % 1_ﬁﬂ % sin(@ + o)

where, as previously defined, the function My (0) is given by

M} = %[cosh(Zso) — cos(26)].
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Fig. 4 Comparison in |Cp|, CL between present (solid line) and Staniforth [6] (dashed line) no-slip results for the case R =
6250, r = 0.6, and o« = 15°
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Fig. 5 Numerical (solid line) and analytical (dashed line) surface vorticity distributions for R = 1000, 8 = 0.5, « = 45°, and
r = 0.5 at various times

Contrasted in Fig. 5 are surface vorticity distributions at times t = 0.1, 0.5, 1 for the case R = 1000, 8 =
0.5, = 45°, and r = 0.5. As observed for the case of a circular cylinder in Part 1, the agreement between the
numerical and analytical results is excellent for small times and worsens as time progresses. Of course, if more
terms in the expansion were retained, then the agreement would persist for a slightly longer time. We note that
the largest discrepancy occurs at the tips of the ellipse. This is to be expected since the vorticity variation is
most rapid in the vicinity of the tips. For the elliptic cylinder, the general trend is that the agreement improves
as R, B, and r increase.

We next consider the case with R = 500, r = 0.5, and o = 45°. We present the no-slip case (i.e., 8 = 0)
first to establish a baseline as a basis for comparison. Shown in Fig. 6 are instantaneous snapshots of the flow at
selected times in the interval 0 < ¢ < 10 which serve to illustrate the vortex-shedding process. We see the first
sign of vortex formation taking place between t = 0.65 and r = 0.75. At ¢ = 1, the vortex is shed and carried
downstream. This process then continues; for example, at + = 3, another vortex is formed while at t = 5 it is
just starting to detach from the rear of the cylinder. The next formed vortex is seen at t = 9 and separates from
the cylinder at r+ = 10. With time, the formed vortices grow in size and then eventually shed. As the vortices
are advected downstream, they weaken and are shown as wavy streamlines. The vortex-shedding process has a
significant impact on the drag and lift coefficients, which are illustrated in Fig. 7 over the interval 0 < ¢ < 15.
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Fig. 8 Time variation in |Cp| for the cases R = 500, r = 0.5, « =45°,and 8 =0, 0.25, 0.5

Fluctuations in Cp, Cy, are clearly visible, and the frequency of the oscillations in C, appears to be about half
of the frequency of the oscillations in Cp. In addition, the oscillations in Cp, are more pronounced than those
in Cp, and what is most striking is that C, < 0 for a brief period.

We now present results for the corresponding slip case. The situation is dramatically different when com-
pared to the no-slip case. As § increases, vortex shedding gets more suppressed. This is best illustrated by
contrasting time variations of the drag and lift coefficients shown in Figs. 8 and 9, respectively. We see a
significant reduction in the amplitude of oscillation in both Cp and Cy, as B increases. In fact, when g = 0.5,
we see no oscillations in Cp. The frequency of the oscillations also appears to be affected as B increases. More
importantly, there is a noticeable reduction in drag as the slip length increases, as observed with the circular
cylinder. The suppression in vortex shedding is clearly illustrated in the streamline plots shown in Fig. 10,
where we contrast the cases § = 0.25 and 8 = 0.5; there is no sign of vortex shedding prior to = 3. Another
feature associated with the slip condition is apparent in the surface vorticity distribution displayed in Fig. 11.
As B increases, there is less variation in ¢p. This is especially evident in the vicinity of the tips of the cylinder.
Computations were also repeated for R = 1000, and similar findings were observed. Figures 12, 13, and 14
for the drag, lift, and surface vorticity, respectively, all display the same features detailed above for R = 500.

To investigate the dependence between the parameters r and 8, numerous simulations were carried out
whereby the Reynolds number was fixed at R = 500 and the inclination was held constant at « = 45°. Shown
in Figs. 15 and 16 are time variations in the drag and lift coefficients, respectively, over the interval 0 < ¢t < 15
for various values of r and 8. Unfortunately, due to numerical instabilities, we were not able to obtain results
for r = 0.2 with 8 # 0. From these plots, we are able to make the following observations. First, for a given
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Fig. 11 Surface vorticity distributions at t = 15 for R = 500, r = 0.5, and o = 45° with § =0, 0.25, 0.5
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Fig. 13 Time variation in Cy, for the cases R = 1000, r = 0.5, « = 45°,and 8 = 0, 0.25, 0.5
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Fig. 14 Surface vorticity distributions at t = 15 for R = 1000, r = 0.5, and o = 45°, with § =0, 0.25,0.5
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Fig. 15 Time variation in |Cp| for the cases R = 500, « = 45°, B = 0, 0.25, 0.5, and r = 0.8 (solid line), r = 0.5 (dashed line),
and r = 0.2 (dotted line)

value of B, as r increases, the oscillations in the drag and lift coefficients are reduced. This makes sense since
as r — 1 we approach a circular cylinder, and so the flow becomes more symmetric which, as we learned in
Part 1, is free of oscillations. Second, as B increases, the drag profiles become flatter and less dependent on
the value of r. For example, for 8 = 0.5 and ¢ 2 2, the Cp curves for r = 0.5 and r = 0.8 almost lie on top
of each other. Third, as was already noted, the drag decreases as 8 increases.

Lastly, we explore the relationship between the parameters o and 8. To establish this relationship, several
numerical experiments were performed whereby the Reynolds number and aspect ratio were fixed at R = 500
and r = 0.5, respectively. Shown in Figs. 17 and 18 are the results from these simulations. Figure 17 shows
the time variations in the drag coefficient while Fig. 18 illustrates the time variations in the lift coefficient.
These were done over the time interval 0 < ¢t < 15 for selected values of @ and 8. From these experiments,
we notice that for a specified value of 8 the drag increases with « as do the oscillations in Cp. This finding
comes as no surprise because for small o the flow is more symmetric and streamlined. On the other hand,
for a fixed value of «, we see not only a reduction in drag oscillations but also a decrease in the drag as
increases. These observations are consistent with our previous results. As for the lift, for a given value of 3,
the fluctuations in Cy, increase noticeably as the inclination increases. Also, for « = 30° and @ = 45°, the CL,
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Fig. 16 Time variation in Cr, for the cases R = 500, « = 45°, 8 = 0, 0.25, 0.5, and r = 0.8 (solid line), » = 0.5, (dashed line),
and r = 0.2 (dotted line)
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Fig. 17 Time variation in |Cp| for the cases R = 500,r = 0.5, 8 = 0,0.25, 0.5, and &« = 30° (solid line), « = 45° (dashed
line), and o = 60° (dotted line)

profiles become flatter as 8 increases. For « = 60°, we see fluctuations in Ct, for all values 8, although there
is a slight reduction as § increases.

5 Conclusions

In Part 2, the unsteady problem of two-dimensional flow of a viscous incompressible fluid past an inclined
elliptic cylinder subject to impermeability and Navier slip surface conditions was solved. Two types of solutions
have been obtained: an approximate analytical solution in the form of an asymptotic expansion valid for small
times and large Reynolds numbers and a numerical solution based on a spectral—finite difference method. These
two solutions were found to be in excellent agreement over the appropriate parameter intervals. In addition,
comparisons made with previous studies for the no-slip case were also found to be in reasonable agreement.
Numerous numerical experiments were conducted for no-slip and slip cases having Reynolds numbers 500
and 1000. The effect of varying the parameters r, «, and B was also investigated. The asymmetrical case is
inherently more complicated and interesting than the symmetric case due to the vortex-shedding process. To our
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Fig. 18 Time variation in Cr, for the cases R = 500, r = 0.5, 8 = 0, 0.25, 0.5, and o = 30° (solid line), @ = 45° (dashed line),
and o = 60° (dotted line)

knowledge, no results currently exist in the literature for asymmetrical slip flow past an inclined elliptic cylinder.
In addition to the reduction in drag, we have also discovered that vortex shedding undergoes suppression as
the slip length increases. Evidence of this comes from the streamline plots as well as the time variations of
the drag and lift coefficients. The streamline plots clearly illustrate that the formation of vortices behind the
cylinder is delayed as a result of the slip condition. Also, the fluctuations in Cp and Cp, associated with vortex
shedding can be significantly reduced as 8 increases. Another feature connected to the slip condition is that,
as B increases, there is less variation in the surface vorticity distribution. Lastly, little change in the flow was
observed when R was increased from 500 to 1000, that is, all the features observed for R = 500 also occurred
for R = 1000.
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Appendix: Derivation of drag, lift, and pressure coefficients

The drag and lift forces acting on a body can be determined by integrating the normal, o, and shear, 7, stresses
around the body surface. The dimensionless stresses in Cartesian coordinates are given by

40U 40V 2 <8U 8V>

AW p AWV LA Al
Rox' % TR ™ 3y | ox (A

Oy = — Tyx:R

In the above, (U, V) represent the velocity components in the (x, y) directions, respectively. If / and m denote
the direction cosines of the outward normal to the surface where

d d
1= =S (A2)
ds ds

with S denoting arc length, then the dimensionless forces on the body per unit length in the x, y directions are
X = f [loy + mtyy —UIU +mV)|dS, ¥ = f [moy + 1ty — VIU +mV)]dS, (A3)
c c

respectively. Here, C refers to the contour of the body surface. Substituting (A1) and (A2) into (A3) and
introducing the vorticity, we arrive at

2
X=—y§ de+—?§ {dx—% Uzdy+y§ UVdx, (A4)
c R Jc fo c
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2
Yzf de+—7§ {dy—?g Ude+7§ VZ2dx. (A5)
c R Je c c
We point out that the continuity equation
oU n v 0
ax ay

was also used in obtaining (A4)—(AS). Itis also useful to note that the Navier—Stokes equations can be expressed
as

oau a 1, 5 2 93¢ oy
— 4+ — | P+ U+ V)| =—=— —, A6
8t+8x|: +2( + )] R8y+§8x (46)
av. 9 1 2 3¢ oy
—+—|P+-U*+ V)| ===+ AT
8t+8y|: +2( + )] R8x+§8y (A7)
For the elliptic cylinder
x = cosh(& + &) cos @, y = sinh(§ + &) sin6. (A8)
Using (AS8) it can be shown that for the elliptic cylinder
dv 0 1 2 9¢ oy
M—+ —|P+-w+ )| === +c-2 A9
8t+89[ +2(u +v)] R8§+§89 (A9)

follows from (A6)—(A7) with the understanding that (u, v) in (A9) represent the velocity components in the
(&, 0) directions, respectively. After some algebra, it can also be shown that for the elliptic cylinder, (A4)—(AS)

become
2 sinh oy 2 cosh 2
x == ‘50/ (i) sin6de — 25080 [ Ginade
0 0

R 0& R 0
inh 2 2z 9
+2 50/ (v*)o cos 6d0 —sinhéof Mo <—U> sin 9do, (A10)
2 0 0 ot 0
2 cosh 2 2sinh 2
Y = _M/ <_§) cos 0do + sinh o Lo cos 0do
R 0 3.5;-' 0 R 0
cosh&y 27 , . e dv
+ (v°)o sin 8dO + cosh &y Mo | — ) cos6do (A11)
2 0 0 at 0

where we have made use of (A8) and (A9) and

pmses

(W) = '
v9)o [Mg+§sinh(2€0)]2

For the case of no-slip, the last two terms in the expressions for X, Y vanish. Finally, the drag, Cp, and lift,
CL, coefficients in the horizontal and vertical directions, respectively, can then be obtained by a rotation of «
given by

Cp=Xcosa —Ysina, Cp, =Y cosa + Xsina. (A12)

The dimensionless pressure coefficient, defined by P*(§ = 0,6,1) = P(0,6,t) — P(0, 0, t), can be obtained
by integrating (A9). Doing this yields

. 2 (97N - 1 50 o v\ -
P*0,0,1) = = — ) dd— v - [ Mo(—) db. (A13)

For the circular cylinder

x =éf cosf, y —éf sin @,
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and for M in (A9), we can substitute ef. Using this, it follows that

2 27 /9 2 27 2 /9
CD = —/ —é‘ —_ ; Sin 9d9 + ﬁ— é—(% Cos Gde - / _v Sinede’
RJ, \o¢ 0 20+ B2 Jo o \dt/g
2 2 8; ﬂ2 2 ) 2 v
C; = - — 0d0 + —— in 6dO — 6do,
L /0 <¢ 3§>0COS Taaxpr )y, O +/0 <8r>ocos

“locy B e P[0V -
— ) dd — —— — — | dé.
/0 (as)o el /0 <8t>o

P*0,0,1) =

LIRS
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