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and temperature in reservoirs is critical for water resource 
management. Uncertainties in water resources can lead to 
changes in flow patterns and fluctuations in water levels. 
Therefore, the operation of reservoirs and energy produc-
tion is anticipated to be affected by these variations.

As stated in the 6th Assessment Report (AR6) of the 
Intergovernmental Panel on Climate Change (IPCC), global 
mean surface temperatures are rapidly increasing, largely 
due to human-induced greenhouse gas emissions. Similarly, 
it is emphasized that temperature increases worsen extreme 
weather events such as heatwaves, droughts, heavy rain-
fall, and hurricanes (IPCC 2021). Furthermore, examining 
each sequential ten-year timeframe within the previous 40 
years individually, it can be seen that increases in tempera-
ture in each decade exceeded those observed in the previous 
decade.

General circulation models (GCMs) are referred to as 
models developed to simulate the complex climate sys-
tem involving the atmosphere, oceans, land, and ice. Even 
though there are different approaches to determining future 
climate and climate parameters (precipitation, temperature, 

1  Introduction

In recent years, global climate change has caused increas-
ing concerns regarding its potential effects on environmen-
tal, economic, and social systems, making it a top priority 
for all countries (WMO 2016). One of these effects is the 
changes in water resources, which are particularly critical 
for reservoirs and hydroelectric power generation. Reser-
voirs play an important role in ensuring essential aspects 
such as water storage, irrigation, and energy production, so 
understanding the effects of climate change on precipitation 
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Abstract
Understanding climate change’s effects on dam basins is very important for water resource management because of their 
important role in providing essential functions such as water storage, irrigation, and energy production. This study aims 
to investigate the impact of climate change on temperature and precipitation variables in the Altınkaya Dam Basin, which 
holds significant potential for hydroelectric power generation in Türkiye. These potential impacts were investigated by 
using ERA5 reanalysis data, six GCMs from the current CMIP6 archive, and two Shared Socioeconomic Pathways 
(SSP2 − 4.5 and SSP5 − 8.5) scenario data. Four Multi-Model Ensemble (MME) models were developed by using an Arti-
ficial Neural Network (ANN) approach (ENS1), simple averaging (ENS2), weighted correlation coefficients (ENS3), and 
the MARS algorithm (ENS4), and the results were compared to each other. Moreover, quantile delta mapping (QDM) bias 
correction was used. The 35-year period (1980–2014) was chosen as the reference period, and further evaluations were 
conducted by dividing it into three future periods (near (2025–2054), mid-far (2055–2084), and far (2085–2100)). Con-
sidering the results achieved from the MMEs, variations are expected in the monthly, seasonal, and annual assessments. 
Projections until the year 2100 indicate that under optimistic and pessimistic scenarios, temperature increases could reach 
up to 3.11  °C and 5.64  °C, respectively, while precipitation could decrease by as much as 19% and 43%, respectively. 
These results suggest that the potential changes in temperature and precipitation within the dam basin could significantly 
impact critical elements such as future water flow and energy production.
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evaporation, etc.), scenarios created using GCM outputs 
have been preferred by researchers because they offer much 
more reliable results when compared to others (Wilby and 
Harris 2006; Islam et al. 2012; Kumar et al. 2022). How-
ever, the low resolution of the used GCMs poses limitations 
in accurately determining the effects of climate change at the 
regional level. Therefore, it is necessary to downscale GCM 
outputs from a global scale to a regional or station scale to 
predict the effects of climate change on climate parameters, 
hydrological cycles, and water resources. In the literature, 
there are two downscaling methods: dynamic and statisti-
cal. Dynamic downscaling, incorporating topographical 
features, allows for operation at higher resolutions (Crane 
and Hewitson 1988). However, the application, setup, and 
optimization of such models require prolonged and meticu-
lous efforts, which makes it difficult to customize them for 
different regions. Therefore, statistical downscaling meth-
ods, establishing statistical relationships between extensive 
atmospheric variables and local surface variables, are fre-
quently utilized thanks to their adaptability and efficiency 
(Fistikoglu and Okkan 2011; Nacar et al. 2019; Baghanam 
et al. 2020).

As can be seen in previous studies carried out on the 
application of downscaling methods, researchers made use 
of reanalysis data obtained from meteorological satellites 
and the global land observation network (Su et al. 2016; 
Okkan and Karakan 2016; Baghanam et al. 2020; Nacar et 
al. 2022; San et al. 2024). Reanalysis data consists of datas-
ets created through spectral statistical interpolation methods 
that compile global atmospheric analyses spanning from 
historical to current periods. These datasets incorporate data 
from national archives, meteorological observation stations, 
observations from ships and aircraft, satellite data, and out-
puts from weather forecasting models. These datasets are 
provided by various organizations for atmospheric studies, 
as well as modeling climate events. It was reported in sev-
eral studies that the ERA5 reanalysis dataset provides more 
detailed results in comparison to others thanks to its ability 
to provide high-resolution temporal and spatial data (Liu et 
al. 2021; Nacar et al. 2022). ERA5 differs from other reanal-
ysis datasets by offering more detailed results. Accordingly, 
this study utilized ERA5 reanalysis data, which succeeded 
the ERA-Interim. It features a substantially improved reso-
lution, from 80 km to 31 km intervals, and offers lower pre-
diction uncertainty (Hersbach et al. 2020).

CMIP6, the Coupled Model Intercomparison Project, is a 
part of the global climate change studies carried out by the 
IPCC to provide information to policymakers and research-
ers. It enables the climate science community to evaluate 
the performance of different models and develop projec-
tions and scenarios related to climate change. It facilitates 
the aggregation and comparison of various climate models 

to understand the potential effects of global climate change. 
CMIP6 includes more advanced and complex climate 
models in comparison to previous versions. Many studies 
were carried out by using GCMs selected from CMIP5 and 
CMIP6 in order to examine the effects of climate change on 
precipitation and temperature. Even though these changes 
are generally similar to each other, they are more clearly 
seen in CMIP6 than in CMIP5 (Chen et al. 2020; Zamani 
et al. 2020). Similarly, a pairwise comparison suggests an 
enhancement in climate models from CMIP5 to CMIP6 
regarding climatological temperature and precipitation 
(Jiang et al. 2020).

SSP (Shared Socioeconomic Pathway) refers to a set of 
roadmaps that define the social and economic factors under-
lying climate change scenarios. These scenarios were devel-
oped based on various carbon emission levels, resulting in 
a total of five different SSPs (SSP1, SSP2, SSP3, SSP4, and 
SSP5). As with many scientific studies, this study considers 
the SSP2-4.5 scenario, which represents a mean pathway, as 
well as the SSP5-8.5 scenario, which represents the high-
est emission levels and the most adverse climate scenarios 
(Qin et al. 2022; Haider et al. 2023). While the SSP2-4.5 
scenario, which assumes the radiative forcing in the atmo-
sphere remaining at the level of 4.5 W/m2, is described as an 
optimistic scenario throughout the study, the SSP5-8.5 sce-
nario, which keeps it at the level of 8.5 W/m2, is considered 
a pessimistic scenario.

Bias correction is an important process in climate change 
studies and weather forecasting. Even though General Cir-
culation Models (GCMs) are widely used in climate model-
ing thanks to their comprehensive coverage, they are also 
known to contain biases due to their coarse resolution and 
limited capabilities in accurately modeling certain atmo-
spheric processes. Therefore, addressing these biases is 
essential to improve the reliability of predictions in climate 
modeling studies. This adjustment ensures that the projec-
tions better reflect actual conditions and can be trusted for 
more precise decision-making in climate-related policies 
and strategies (Kırdemir and Okkan 2019). These methods 
are performed by applying various distribution moments of 
the data of the climate parameter examined and based on 
the distribution structure of the parameter. Although there 
are multiple bias correction methods, there are studies in 
the literature comparing these methods with each other 
(Teutschbein and Seibert 2012; Chen et al. 2013; Cannon 
et al. 2015; Dai et al. 2020). As a result of these studies, 
it was concluded that distribution-based methods corrected 
rainfall simulations in a way that increased hydrological 
model performance. Therefore, in the present study, bias 
corrections were made by using the quantile delta mapping 
technique (QDM).
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Modeling climatic events is inherently complex, and pre-
dictions made by using a single model often carry a degree of 
uncertainty due to various limitations. Since different mod-
els have their unique strengths and weaknesses, combining 
multiple models can help mitigate these deficiencies. This 
approach, which is known as multi-model ensemble fore-
casting, effectively reduces uncertainty and improves both 
the accuracy and overall reliability of climate predictions 
(Nourani et al. 2019; Ahmed et al. 2020). The Multi-Model 
Ensemble (MME) strategy will help model developers 
understand the advantages of their individual global circula-
tion models (GCMs) and avoid associated weaknesses. The 
development of MME at the basin scale is a feasible way to 
reduce parameter and structural uncertainties in GCM simu-
lations. Moreover, it will also help reservoir basin modelers 
make appropriate modeling decisions.

Located in the subtropical zone within the Mediterra-
nean macroclimatic region, Türkiye is one of the nations 
that are most susceptible to the effects of climate change 
(Turkes 2020). Additionally, Türkiye also experienced a 
rapid increase in its annual and seasonal mean temperatures 
(IPCC 2021; Seker and Gumus 2022). The number of stud-
ies carried out in Türkiye and investigating the potential 
effect of climate change on temperature and precipitation 
parameters by using Global Climate Models (GCMs) is very 
limited. The several studies carried out in different regions 
of Türkiye and focusing on projections and assessments of 
future climate conditions highlighted key findings such as a 
significant decline in precipitation, increased drought inten-
sity, and a more arid climate in certain regions. The warm-
ing rate in Türkiye is expected to exceed global averages 
(Turkes et al. 2020; Bağçaci et al. 2021; IPCC 2021). In 
addition, in a study in which future projections regarding 
total precipitation and average temperatures were made by 
focusing on the comparison of CMIP5 and CMIP6, it was 
emphasized that whether the studied area is in a coastal area 
or not and its altitude might cause differences (Seker and 
Gumus 2022).

​Many studies were carried out on the effects of climate 
change on dams around the world (Beyene et al. 2010; 
Chernet et al. 2014; Tofiq and Güven 2015; Qin et al. 2022). 
There are various climate studies carried out on dams and 
aiming to assess the effects of climate change on the water 
resources of dams, understand water management strate-
gies, and evaluate risks for future water sources in Türkiye. 
Studies covering reservoir areas were also carried out on 
how global climate change will affect parameters such as 
precipitation, temperature, and flow (Fujihara et al. 2008; 
Okkan and Kirdemir 2018; Okkan et al. 2023). In addition, 
different studies include the investigation of basin-reservoir 
uncertainty in climatic terms, evaluating changes in flood 
frequency and severity, and determining the water supply 

reliability of a multi-purpose reservoir (Kara et al. 2016; 
Yalcin 2023).

The researchers often emphasized that global data should 
be downscaled to the local level in order to provide more 
sensitive results. Statistical downscaling models were estab-
lished with different methods in order to reduce the uncer-
tainties of the models on a global scale and increase their 
accuracy and reliability (Valverde et al. 2014; Sharma et 
al. 2020; Wang et al. 2021; Nacar et al. 2022). ANN is fre-
quently used in the field of hydrometeorology in weather, 
flood, wind energy forecasting, water resources manage-
ment, water pollution, and satellite data analyses (Iliadis and 
Maris 2007; Sharma and Mutreja 2013; Paul and Das 2014; 
Ahmad and Simonovic 2005; Marugán et al. 2018; Abu-Ali 
et al. 2019). This machine-learning model inspired by the 
biological neural networks of the human brain is one of the 
methods used reliably as a statistical downscaling method 
(Goyal and Ojha 2012; Okkan and Kirdemir 2018). Simi-
larly, the multivariate adaptive regression splines (MARS) 
algorithm has been effectively used and validated across 
various domains, including predicting software maintain-
ability, pile drivability, air temperature, energy dissipation, 
discharge coefficient, water pollution, sediment estimation, 
and statistical downscaling (Zhou and Leung 2007; Zak-
eri et al. 2010; Zhang and Goh 2016; Ramesh and Anitha 
2014; Parsaie et al. 2016; Kisi and Parmar 2016; Parsaie 
and Haghiabi 2017; Yilmaz et al. 2018; Nacar et al. 2022). 
In this study, the MARS algorithm was used in establishing 
the ensemble model, whereas ANN was used in both the 
downscaling and ensemble model creation phases.

Examining studies on climate change, it can be seen that 
Türkiye will experience a range of issues across almost all 
its regions. These challenges include escalating tempera-
tures, diminishing water quantity and quality, an increase 
in flood events due to brief yet intense rainfall, and a rise 
in the frequency and magnitude of extreme weather events, 
including droughts stemming from excessive heat. Conse-
quently, it is anticipated that the issues arising from climate 
change may closely affect significant aspects at the reservoir 
basin scale, such as evaporation, precipitation, dam flows, 
water levels, and energy production.

In 2020, the water in the Altınkaya Dam basin, which is 
the fifth-largest dam in Türkiye with its body volume and 
was constructed on the Kızılırmak River, receded for kilo-
meters due to the decrease in precipitation by almost half. 
Accordingly, with the visibly decreasing mean flow rate, 
agricultural lands emerged, and fishing boats were observed 
to run aground when the water receded. It was stated that 
this important problem in the region is related to drought. It 
is thought that this study will contribute to the literature in 
order to highlight the existence of a real-life problem and to 
have advanced knowledge about predicting future damages. 
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2  Study area and datasets

2.1  Study area

Altınkaya Dam is located at 41° 16′ 34″ north latitude and 
35° 25′ 23″ east longitude. It was built between the years 
1980 and 1988 in order to generate energy on Kızılırmak 
River, which is the longest river and originates from Sivas 
Kızıldağ and pours into the Black Sea in Bafra (Fig. 1).

Besides generating electrical energy, the purpose of 
establishing the dam was to provide a continuous and reg-
ular water supply and control the flood to Derbent Dam, 
located 20 km downstream of the dam. The dam was built in 
a clay core rockfill type. The catchment area is 75,165 km², 
the mean annual flow is 4,019 hm³, the annual mean precipi-
tation is 490 mm/year, the active volume is 2,892 hm³, the 
maximum operating level is 190 m, the maximum operat-
ing volume is 5,763 hm³, the minimum operating volume is 
2,871 hm³, and the spillway crest elevation is 195 m.

Altınkaya Dam, which is one of the largest hydroelec-
tric power plants in Türkiye, consists of 4 units (175 MW 
each), with a total installed power of 700 MW and an annual 
electricity generation capacity of 1 billion 632 million kWh 
(Oztan 2011).

Although there are only few studies carried out in Türkiye, 
the number of studies previously examining the dam area is 
very insufficient. To the best of the authors’ knowledge, in 
the literature, there is no previous study examining this study 
area to determine the potential effects of climate change on 
precipitation and temperatures using high-resolution ERA5 
reanalysis data, six different GCMs from the most up-to-
date CMIP6 archive which incorporates the latest climate 
data, and two different Shared Socioeconomic Pathways 
(SSP2-4.5 and SSP5-8.5) scenario data.

This study consists of 6 sections. Section  2 provides 
information about the study area and the datasets used in the 
study. Section 3 discusses the methods applied in the study 
and its stages. Section  4 presents the findings obtained, 
while Sect. 5 includes the discussion section where the find-
ings are evaluated and interpreted. Finally, Sect. 6 presents 
the conclusions achieved in this study.

Fig. 1  The locations of the Altınkaya dam with observation stations
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ERA5 is the 5th generation ECMWF (The European Centre 
for Medium-Range Weather Forecasts) atmospheric reanal-
ysis of the global climate covering the period from Janu-
ary 1940 to the present. It is produced by the Copernicus 
Climate Change Service (C3S) at ECMWF (https://www.
ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5).

The re-analysis data sets cover the data of many atmo-
spheric variables. While determining the variables to be used 
in establishing the downscaling models, attention was paid 
to ensuring that the selected variables were also included in 
the scenario data sets of GCMs. In most of previous stud-
ies using a downscaling model, these variables were deter-
mined as precipitation and temperature parameters (Busuioc 
et al. 2001; Tohver et al. 2014; Najafi and Kermani, 2017; 
Araya-Osses et al. 2020; Erlandsen et al. 2020; Tefera et al. 
2023). As mentioned before, the coarse spatial resolution of 
GCM projections are not consistent with the local features 
needed for regional impact assessments. In order to evaluate 
the effect of large-scale atmospheric variables at the basin 
scale, spatial statistical downscaling method were used. In 
this study, ERA5 monthly total precipitation and mean tem-
perature data retrieved between 1980 and 2014 were used 
for the downscaling models. Downscaling models were 
established by taking the average of 28 grids covering the 
study area and stations and shown in a red frame in Fig. 2.

2.2.3  Climate models dataset

CMIP6 is a project that represents the sixth phase of the 
Coupled Model Intercomparison Project (CMIP). The main 
objective of this project is to bring together climate models 
from around the world to increase scientific understanding 
of climate change and improve climate change projections. 
The monthly precipitation and temperature CMIP6 data out-
puts used within the scope of this study, are available and 
can be downloaded from the Earth System Grid Federation 
(ESGF) website (https://esgfnode.llnl.gov/projects/cmip6/).

CMIP6 uses various future scenarios to examine how 
climate change might occur under different greenhouse gas 
emissions scenarios (Riahi et al. 2017). SSP2-4.5 and SSP5-
8.5 climate scenarios represent future global climate change 
projections until 2100. SSP2-4.5 scenario represents a mod-
erate sustainability path around the world and is associated 
with the implementation of policies and measures focusing 
on energy efficiency and reducing carbon emissions (Fricko 
et al. 2017). Considering the SSP5-8.5 scenario, if green-
house gas emissions continue to increase rapidly and sus-
tainability measures are not taken, the increase in global 
mean temperature might be much higher than in other 
scenarios.

In the selection of GCMs, attention was paid to ensuring 
that they had a data range covering the common reference 

It was observed that the water level of Altınkaya Dam, 
which is the 5th largest dam in Türkiye with a body volume 
of 1,615.92 hm³, has significantly decreased in recent years 
due to factors such as reduced precipitation in the basin and 
increasing temperatures. Changes in rainfall and tempera-
ture in the dam basin significantly affected the water flow. 
The insufficient flow into the dam due to the decreased flow 
rate of the river led to problems such as the emergence of 
agricultural lands and the stranding of fishing boats. Thus, 
the decrease in water resources can lead to the deterioration 
of environmental balance, damage to ecosystems, and social 
and economic problems due to water stress.

2.2  Datasets

2.2.1  Observed data

Monthly total precipitation and monthly mean tempera-
ture data, which are considered to represent the Altınkaya 
Dam Basin, were obtained from the General Directorate of 
Meteorology of the Republic of Türkiye Ministry of Envi-
ronment, Urbanization, and Climate Change. In this study, 
observation data for the period between 1980 and 2014 
were utilized for all stations, each having different ranges 
of observation. The missing observed monthly mean tem-
perature and total precipitation data of Boyabat station were 
derived from Merzifon station due to the high correlation 
values between the two stations (R = 0.99 for temperature, 
R = 0.76 for precipitation). Thiessen polygons were created 
by using the ARCGIS program in order to find the areal 
mean precipitation of the basin among the meteorological 
stations selected to represent the monthly precipitation of 
the Dam Basin. The weight coefficients showing the impor-
tance of each station on the basin are presented in Table 1.

Considering the high correlation between the mean 
temperature values at the stations (0.99; 0.97 and 0.96 for 
Samsun, Merzifon, and Boyabat stations, respectively), the 
slope of the regression line being close to 1, and the high 
ratio of the areal mean representing the dam, it was accepted 
that Bafra station represents the temperature of Altınkaya 
dam basin (Okkan 2013).

2.2.2  Re-analysis dataset

Re-analysis data sets are provided by various organizations 
for atmospheric studies and modeling of climate events. 

Table 1  Weighted coefficient of stations
Station number Station name Weight coefficient
17622 Bafra 0.40
17620 Boyabat 0.28
17083 Merzifon 0.27
17030 Samsun 0.05
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produced based on the reference period (1980–2014), for 
the near (2025–2054), mid-far (2055–2084), and far future 
(2085–2100) periods under optimistic (SSP2-4.5), and pes-
simistic (SSP5-8.5) scenarios.

3  Methodology

The flow chart of the present study is given in Fig. 3. The 
steps taken to model the monthly total precipitation and 
mean temperature spatially are given below.

3.1  Classical regression analysis (CRA)

Three CRA equations [CRA-LF (linear), CRA-EF (expo-
nential), and CRA-QF (quadratic)] were used as the down-
scaling model, in which the ERA5 re-analysis data were 
used as the independent variable and the observed tempera-
ture values as the dependent variable. These are expressed 
as follows, respectively,

y = b0 + b1x1 + b2x2 + · · ·+ bmxm � (1)

period with both the reanalysis data set (ERA5) and obser-
vation data. Another important factor is that the selected 
GCMs are among the top 10 circulation models that exhib-
ited superior performance for precipitation in a previous 
study carried out for Türkiye (Bağçaci et al. 2021). In another 
study carried out similarly, it was seen that this inference 
was supported (Oruc 2022). The primary reason for making 
this selection on precipitation is that, in a large proportion of 
studies on climate, the precipitation parameter is more sen-
sitive than temperature and has lower prediction success and 
correlation in modeling. In this regard, six different general 
circulation models (GCM) selected from the CMIP6 archive 
(CNRM-CM6-1, GFDL-ESM4, MRI-ESM2-0, CNRM-
CM6-1-HR, MIROC6, and ACCESS-CM2) were used. The 
grids covering the study area and stations of each GCM 
were determined and the averages of these grids were taken 
and converted into a single data set as in the re-analysis data 
set and defined as input variables to the downscaling mod-
els. The resolutions of the GCMs used in the study institute 
variant labels and the number of grids used in the genera-
tion of average values in each GCM are given in (Table 2). 
Monthly mean temperature and total precipitation data were 

Fig. 2  Location of Türkiye and Altınkaya Dam Basin with ERA5 grid coverage
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variable is predicted by using the contributions of the basic 
functions that arise from both explanatory variables and 
their interactions.

The MARS algorithm consists of two stages: forward 
and backward steps. The forward-step algorithm used in the 
first stage is more complex than desired. So, in the second 
stage, the backward step algorithm is employed to sequen-
tially eliminate base functions in order to reach the optimal 
model. Detailed information about the MARS algorithm is 
given in a study carried out by Friedman (1991).

3.4  Preparation of data sets

The standardization process was applied to the datasets of 
both input and output variables. This process is very impor-
tant since it helps to minimize the discrepancies between the 
model results and the observed values, ensuring more accu-
rate and consistent outcomes. At the end of the downscaling, 
the reverse standardization process was applied to the data, 
and they were returned to their previous scales. This process 
was conducted on the data sets using Eq. 4.

xS =
x− xort

Sx
� (4)

In the ANN model, many operations can be performed to 
achieve the best result by trial and error. Some of these 
are to increase the number of interlayers from 5 to 15 with 
increments of five, to give different values (0.1, 0.5, and 1) 
to the learning and momentum coefficients in the study. The 
maximum number of iterations in network training is set to 
10.000. The hyperbolic tangent sigmoid transfer function 
(tansig) and linear transfer function (purelin) were respec-
tively used for activation of the hidden and output layers 
of the network. While establishing the ANN models, 60% 
of the data (1980–2000 period) was used for training, 20% 
(2001–2007 period) for validation, and 20% (2008–2014) 
for the test set. In order to make it easier to compare the 

y = b0 + exp(b1 + b2 ∗ x1+···+bm ∗ xm−1)� (2)

y = b0 + b1x1 + b2x1x1 + b3x2 + b4x2x2 + b5x1x2� (3)

In these equations, y refers to the estimated value when the 
independent variables are x1 and regression coefficients are 
b0, b1,..,bm.

3.2  Artificial neural network (ANN)

The basic components of this method include input layer, 
output layer, hidden layer, neurons, weights, and activa-
tion functions. Each layer is completely connected to the 
next layer by interconnect weights. The weight values 
determined at the beginning are gradually changed at each 
iteration throughout the training process. Subsequently, 
the predicted outputs are compared to the known outputs. 
The necessary weight adjustments to minimize errors in the 
backpropagation process are then determined by reversing 
any errors (Yilmaz et al. 2019). More detailed information 
about MLP and the process steps can be accessed from the 
relevant source (Ali et al. 2017).

3.3  Multivariate adaptive regression splines (MARS)

MARS algorithm developed by Friedman (1991) is a form 
of non-parametric regression analysis. In many applied 
fields, non-parametric regression methods are used to rep-
resent events where there is no linearity among variables. 
The main advantage of this model is its ability to explain the 
complex and non-linear relationship between the predictor 
variable and the dependent variable (Kisi and Parmar 2016). 
MARS algorithm does not assume any relationship between 
dependent and independent variables. The model is con-
structed based on basic functions and associated coefficients 
depending on the available data. This method divides the 
independent variable values into regions and explains each 
region with a regression equation. Moreover, the response 

Model Name Horizontal 
resolution

Variant
Label

Number 
of grids 
in GCMs

Institute

CNRM-CM6-1 1.4°x 1.4° r1i1p1f2 2 National Center for Meteorological 
Research, France

GFDL-ESM4 1.3°x 1° r1i1p1f1 6 Geophysical Fluid Dynamics Laboratory, 
USA

CNRM-CM6-1-HR 0.5°x0.5° r1i1p1f2 12 National Center for Meteorological 
Research, France

MIROC6 1.4°x1.4° r1i1p1f1 2 Japan Agency for Marine − Earth Science 
and Technology, Japan

ACCESS-CM2 1.9°x1.3° r1i1p1f1 4 Australian Community Climate and Earth 
System Simulator-coupled model, Australia

MRI-ESM2-0 1.1°x1.1° r1i1p1f1 4 Meteorological Research Institute (MRI) of 
the Japan Meteorological Agency (JMA)

Table 2  Six GCMs used for the 
projection of climate change over 
Altınkaya Dam Basin
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since this process takes into account models that do not per-
form well, the success of the ensemble model may decrease. 
Furthermore, this may be more burdensome due to the prior 
downscaling process performed. Therefore, choosing the 
optimum number of GCMs becomes important when creat-
ing an ensemble model.

In this study, MME was created using four different 
models, namely ENS1, ENS2, ENS3, and ENS4. ENS1 was 
created based on ANN, ENS2 on simple average, ENS3 
on weighting of correlation coefficients, and ENS4 based 
on MARS algorithm. While ENS1 and ENS4 were being 

used methods to each other and to interpret them as a whole, 
the data sets were divided into the same ratio in the CRA 
method, as in the ANN method.

3.5  Generating of MMEs

Although there is no number or rule that needs to be deter-
mined for GCMs when applying multi-model ensemble, 
they are generally chosen between 3 and 10 (Ahmed et al. 
2019). All individual GCMs used in the present study are 
included in the ensemble model in some studies. However, 

Fig. 3  Flow chart of the study 

1 3

7384



A CMIP6-ensemble-based evaluation of precipitation and temperature projections

the better the model fits the observed data and the better its 
predictive ability. The md is a useful metric for evaluating 
hydrological model performance as well as comparing dif-
ferent models. This value usually ranges between 0 and 1. 
Ideally, the md value should be close to 1.

Moreover, for the monthly precipitation and temperature 
parameters, Taylor diagrams, which is a graphical method 
to understand the success of the performance of the GCMs 
used within the scope of the study on a single figure, were 
created. The centered root-mean-square difference (RMSD) 
was used, which shows the ratio of the difference between 
the simulated and observed models and the distance to the 
point defined as “observed” on the x-axis (Taylor 2005). 
Standard deviation, correlation coefficient, and RMSD val-
ues were calculated based on the reference period outputs of 
6 different GCMs (1980–2014) and observed data.

The equations used in the calculations of these criteria 
are given below.

nRMSE =

√
1
N

∑N
t=1 (Pm,t − Po,t)

2

Po(max) − Po(min)

� (6)

NS = 1−




∑N

t=1(Pm,t − Po,t)
2

∑n
t=1(Po,t−

−
Po)

2



 � (7)

R =

∑
(Po,t−

−
Po) (Pm,t−

−
Qm)√

∑
(Po,t−

−
Qo)

2∑
(Pm,t−

−
Qm)

2 � (8)

KGE = 1−

√√√√√(R− 1)2 +




−
Pm

−
Po

− 1




2

+



σm/
−
Pm

σo/
−
Po

− 1




2

� (9)

md = 1−
∑N

t=1 |Po,t − Pm,t|
∑N

t=1

∣∣∣∣Pm,t−
−
Po

∣∣∣∣ +
∣∣∣∣Po,t−

−
Po

∣∣∣∣
� (10)

RMSD =

(
1

N

N∑

n=1

[
(Pm,t−

−
Pm,t)− (Po,t − (

−
Po,t)

]2)1
2

� (11)

In equations, PO  refers to the observation value, Pm to the 
model output, −

PO
 to the mean of the observation values, 

−
Pm

 to the mean of the model output, σm σo  to the standard 
deviation of the simulated and observed data, and 𝑛 to the 
number of data.

Ranking the success by each performance evaluation cri-
terion of GCM outputs, uncertainty and multiplicity emerge. 
Therefore, to eliminate this uncertainty and make the final 

created, in the ANN and MARS models, the data of refer-
ence periods of individual GCMs constituted the inputs, 
and observed values constituted the outputs. The method 
(ENS2), in which simple averages are taken, is based on 
the arithmetic average created by assuming that each of 
the individual GCMs is equally important. In the method 
of weighting correlation coefficients, the correlation coef-
ficients were created first. These coefficients were used to 
determine the importance of individual models on ensemble 
models. Since variables with high correlation coefficients 
have a stronger relationship than others, it is assumed that 
they have more weight in parallel with the coefficients. 
Weightings were made with the help of the equation below.

WR1 =
R1

R1 + R2 + · · · +RN
� (5)

In this equation, WR is the weighted correlation, R is the 
correlation coefficient of each model, and N is the number 
of members in the MME.

3.6  Performance statistics

Performance statistics are metrics and values used to mea-
sure and evaluate the performance of a model or a system. 
Multiple evaluation criteria were used to make a better com-
parison between models and to evaluate the results more 
accurately. The performances of the downscaling models 
were evaluated with the lowest normalized root mean square 
error (nRMSE), highest coefficient of correlation (R), and 
Nash-Sutcliffe coefficient (NS). While determining the most 
successful models of GCM outputs, in addition to nRMSE, 
Kling-Gupta efficiency (KGE) and modified index of agree-
ment (md) metrics were also calculated since they are fre-
quently used in climate model studies using GCMs (Bağçaci 
et al. 2021; Seker and Gumus 2022). nRMSE, which is more 
advantageous than RMSE, was used to evaluate model per-
formance. This metric, which can be used regardless of 
whether the data is scaled or transformed, yields more reli-
able results when working with variables at different scales. 
The NS coefficient is used to evaluate the predictive ability 
of hydrological models and it expresses the extent to which 
the observed and calculated data converge, and values close 
to 1 indicate that a model with more predictive ability has 
been proposed (Nash and Sutcliffe 1970). The correlation 
coefficient was also used to understand how strong, in 
which direction, and how regular the relationship between 
two variables is. KGE is another statistical measure used 
to evaluate model performance in the fields of hydrology 
and hydrometeorology. KGE evaluates how well the model 
fits the real data in a versatile way by considering certain 
features of the model. The closer the KGE value is to 1, 
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observed data, respectively. Within the scope of this study, 
QDM bias correction procedure was applied to correct biases 
arising from models or various factors. Bias correction was 
applied to individual GCM projections after downscaling, 
while it was applied after the ensemble model generation 
process for ensemble models. More detailed information 
about QDM bias correction method can be obtained from 
the relevant source (Cannon et al. 2015).

4  Results

4.1  Statistical downscaling model results

CRA and ANN-based downscaling models were estab-
lished by using temperature and precipitation variables in 
the ERA5 reanalysis data sets. The performance statistics of 
training, validation, and test data sets of downscaling mod-
els established based on ANN and CRA are given in Table 3.

Considering the test set, the minimum nRMSE and 
maximum R and NS coefficients were calculated to be 
0.040  °C/0.151  mm, 0.992/0.756, and 0.979/0.547 from 
the QF for temperature and precipitation, respectively, in 
the CRA method. It was determined that the EF is the most 
unsuccessful function for all data sets. Obtained from the 
ANN-based model, nRMSE was found to be 0.036  °C, 
NS coefficient to be 0.983, and R-value to be 0.992 for 
the temperature variable, and nRMSE to be 0.147 mm, NS 
coefficient to be 0.572, and R-value to be 0.762 for the pre-
cipitation. In summary, considering all performance evalua-
tion criteria for both parameters together, it can be seen that 
the CRA-QF method is the most successful method among 
all CRA methods. Despite this, especially when the valida-
tion and test sets were evaluated, the success of the ANN 
method was seen to be superior to all methods.

In a relevant study examining temperature data, it was 
observed that the Nash-Sutcliffe (NS) efficiency values 

decision between models, the Comprehensive Rating Index 
(CRI), which is an index that comprehensively evaluates 
the system performance, was used in Eq.  (12) (Seker and 
Gumus 2022; He et al. 2023).

CRI = 1− 1

nm

n∑

t=1

Rankt � (12)

In this equation, n is the number of performance evaluation 
criteria and m is the number of GCMs used in the study. 
Rank refers to the sum of the success order of each model 
according to each performance statistic. The most success-
ful case is expressed as 1. The closer the value found as a 
result of equality approaches 1, the greater the success.

3.7  Bias correction

The QDM method was introduced by Cannon et al. (2015) 
and it corrects the biases in the modeled data by taking 
direct relative changes into account. QDM-corrected pre-
cipitation and temperature values are calculated with the 
help of Eq. 13.

ycor (t) = F−1(F (ymod (t) , θmod) , θobs)(
ymod (t)

F−1(F (ymod (t) , θreference

)
� (13)

In this study, bias in the reference period and future period 
scenarios was corrected by using Eq. 13. In this equation, 
𝑦𝑐𝑜𝑟 (t) is the corrected values at time t, 𝑦mod(t) is the values 
of the reference period scenario or future period scenarios 
obtained from the climate model at time t, 𝜃reference, and 𝜃𝑜𝑏𝑠 
are the distribution parameters obtained from the simulated 
reference period scenario data and observed data, respec-
tively. F(.) and F-1(.) represent the additive probability 
function of the distribution of the reference period scenario 
data and the inverse cumulative probability function of the 

Table 3  Performance statistics of downscaling models
Methods Performance

statistics
Data Set
Temperature Precipitation
Training Validation Test Training Validation Test

CRA − LF nRMSE 0.037 0.042 0.042 0.073 0.119 0.156
NS 0.982 0.978 0.977 0.742 0.697 0.516
R 0.991 0.99 0.991 0.861 0.844 0.748

CRA − EF nRMSE 0.07 0.095 0.094 0.138 0.137 0.166
NS 0.938 0.895 0.893 0.069 0.597 0.452
R 0.978 0.976 0.973 0.812 0.812 0.753

CRA − QF nRMSE 0.034 0.038 0.04 0.071 0.119 0.151
NS 0.985 0.982 0.979 0.752 0.696 0.547
R 0.992 0.992 0.992 0.867 0.847 0.756

ANN nRMSE 0.034 0.036 0.036 0.071 0.118 0.147
NS 0.985 0.984 0.983 0.754 0.701 0.572
R 0.993 0.992 0.992 0.869 0.847 0.762
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Since multiple performance evaluation criteria were used 
to assess the performances of the models employed in this 
study, it is necessary to compute comprehensive model 
rankings. The ranking produced based on the CRI for both 
temperature and precipitation parameters is shown in the 
last column of Table 4.

Taylor diagrams were also created to determine the 
agreement of GCM model outputs with observation values. 
As can be seen from the diagrams in both Fig. 5; Table 4, the 
MRI-ESM2-0 was the most successful model in the success 
ranking based on error values. The ACCES-CM2 model was 
excluded from the ensemble models since it ranked the low-
est for both parameters. It was removed in order to mitigate 
the potential negative effect on the overall success of the 
ensemble model. For this reason and in parallel with previ-
ous studies, the ensemble model membership was chosen to 
be 5 in this study (Ahmed et al. 2019; Bağçaci et al. 2021).

4.3  Future change results

For each of the GCM models and for each of the ensemble 
models created by combining these models using different 
methods, the amounts of change were calculated and pre-
sented in the tables and figures in this section. Ensemble 
models were created using four different models. namely 
ENS1, ENS2, ENS3, and ENS4. ENS1 was created based 
on ANN, ENS2 on simple average, ENS3 on weighting of 
correlation coefficients, and ENS4 based on MARS algo-
rithm. The basic functions and the model equations obtained 
from the MARS algorithm are presented in Table  5 for 

for all established models fell into the category classified 
as ‘very good’ according to the given performance criteria 
(Moriasi et al. 2007). For precipitation data, this evalua-
tion was determined to be in the ‘satisfactory’ range for all 
models.

Scatter plots and time series of the downscaling model 
outputs and the observation values measured from the sta-
tion are shown in Fig.  4 for the test data set. Examining 
the graphs presented in the present study, since the data in 
the scatter graph of the temperature parameter is distributed 
on the line, it indicates that the model accuracy is higher 
than that of the precipitation parameter. The coefficient of 
determination (R2) obtained from the models was 0.985 for 
temperature and 0.579 for precipitation.

4.2  Evaluation of GCMs

Climate studies widely use the process of evaluating GCM 
simulations with the data covering a reference period 
(1980–2014) before examining changes in future climate 
projections. This evaluation is thought to increase the reli-
ability of the climate projections of GCMs by determining 
the advantages and disadvantages of the climate models 
used for a particular region. This evaluation will also be 
useful in the selection of community members in the future 
MME process.

The performances of 6 different CMIP6 GCMs in repro-
ducing the monthly precipitation and temperature by differ-
ent metrics are shown in Table 4.

Fig. 4  Scatter plots and comparison of monthly mean values of the test data set obtained from the statistical downscaling model

 

1 3

7387



B. Yılmaz et al.

words, decreases in temperatures, are indicated. Consider-
ing these graphics, it can be concluded that there may be a 
significant temperature increase during the summer months, 
including July and August, for all single models. In paral-
lel, examining all the radar graphs for precipitation, it can 
be stated that the precipitation increase will be at a higher 
level in the months with the outer diagonals of the radar, and 
the least in the months with the inner diagonals, or if these 
values are negative, there will be a decrease in precipitation.

In monthly assessments for the temperature parameter 
(Table 7), it is expected that there will be an increase in tem-
peratures in the CNRM-CM6, MIROC6, and MRI-ESM2-0 
models, for both scenarios (SSP2-4.5 and SSP5-8.5) and 
three separate period intervals (2025–2054, 2055–2084, 
2085–2100). However, in the GFDL-ESM4 and CNRM-
CM6-1-HR models, temperature is expected to decrease 

both parameters (T and P). Given the results obtained by 
comparing the reference period with the temperature and 
precipitation among the 4 different MME models applied, 
the ANN-based ENS1 model had the lowest error value 
(Table 6).

The differences (Δt) between the model outputs for the 
three different periods of the future and the reference period 
scenario were calculated to assess changes over time. Radar 
charts showing monthly and annual changes are illustrated 
in Figs.  6 and 7 for temperature and precipitation param-
eters, respectively.

In a general examination of all radar graphics, it was 
observed that the temperature increase was the highest in 
months where the outer diagonals of the radar are located, 
and the lowest in months where the inner diagonals are 
located. Negative temperature increases amounts, in other 

Table 4  The performances and rankings of the CMIP6 models used in the study
GCM Temperature

nRMSE KGE MD R Std RMSD CRI Rank
CNRM − CM6.1 0.178 0.770 0.722 0.940 8.431 3.236 0.583 2
GFDL − ESM4 − 0 0.140 0.597 0.779 0.943 8.934 3.583 0.527 3
MIROC6 0.278 0.605 0.611 0.951 9.775 4.165 0.361 5
MRI.ESM2 − 0 0.144 0.810 0.758 0.944 7.277 2.432 0.720 1
ACCESS − CM2 0.268 -0.008 0.672 0.900 11.379 6.253 0.083 6
CNRM-CM6.1-HR 0.154 0.547 0.789 0.925 8.431 3.493 0.472 4

Precipitation
nRMSE KGE MD R Std RMSD CRI Rank

CNRM − CM6.1 0.211 0.004 0.270 0.060 33.562 43.790 0.277 5
GFDL − ESM4 − 0 0.193 0.119 0.357 0.190 31.826 39.541 0.611 2
MIROC6 0.213 0.108 0.343 0.132 38.425 45.643 0.361 4
MRI.ESM2 − 0 0.177 0.221 0.400 0.240 31.631 38.186 0.778 1
ACCESS − CM2 0.344 -0.267 0.241 0.111 55.254 59.979 0.083 6
CNRM − CM6.1 − HR 0.169 0.011 0.319 0.036 22.112 36.814 0.444 3

Fig. 5  Taylor Diagram of GCMs (a): Temperature, (b): Precipitation
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in January by − 0.64 to − 1.39 °C and − 1.05 to − 2.6 °C, 
respectively, whereas it is predicted to increase in all other 
months. Examining the long-term period means, it is pre-
dicted that there will be increases in all scenarios of all mod-
els. Considering the monthly changes, in the CNRM-CM6 
model, it is anticipated that the temperature increase will 
reach up to approximately 4.40 and 8.69  °C monthly for 
the SSP2-4.5 and SSP5-8.5 scenarios, respectively. These 
values are 5.03, 6.26 °C in the GFDL-ESM4 model, 4.93, 
6.41 °C in MIROC6 model, 3.39, 6.20 °C in MRI-ESM2-0 
model, 6.64, 10.94 °C in CNRM.CM6-1-HR model, for the 
SSP2-45 and SSP5-85 scenarios, respectively.

Considering the monthly changes illustrated in Table 8, 
it can be seen that, for both scenarios and almost all models 
throughout all periods, the times with the highest decreases 
in precipitation occur, especially in the summer months of 
July and August. The months with increases in precipita-
tion are mostly the winter and spring months, particularly 
March, April, and January.

Examining the graph illustrated in Fig.  8 in terms of 
the long-term mean values for temperatures, the tempera-
ture increases in the CNRM-CM6 model are expected to 
be 1.13, 1.78  °C for the near, 2.06, 3.89  °C for the mid-
far, and 2.71,5.86 °C for the far future under the SSP2-4.5 

Table 5  Basis functions obtained from the MARS for ENS4 model
Temperature (°C) Precipitation (mm)
BF1 = max(MIROC6 − 9.64798); BF2 = max(95.8161 

– MRI-ESM2-0);
BF2 = max(9.64798 − MIROC6); BF4 = max(104.901 

– GFDL-ESM4-0)*BF2;
BF3 = max(MRI-
ESM2-0 − 1.05159);

BF5 = max(MIROC6 − 100.822);

BF6 = max(GFDL-
ESM4-0 − 6.83949)*BF2;

BF7 = max(MIROC6 − 54.1015
)*BF2;

BF8 = max(GFDL-
ESM4 + 3.66147);

BF12 = max(27.4042 
– CNRM-CM6-1)*BF7;

BF10 = max(4.8193 
– CNRM-CM6-1)*BF1;

BF13 = max(CNRM-CM6-
1-HR − 8.21931)*BF12;

BF12 = max(12.5614 
– GFDL-ESM4-0)*BF1;
BF13 = max(CNRM-CM6-
1-HR + 6.95407)*BF8;
T = 5.588 + 0.2146*BF1 − 0.2674*BF2 + 0.1901*BF3 − 1.5634*BF6 − 
0.0883*BF10 + 0.0431*BF12 + 0.0082*BF13
P = 54.985 − 0.00380*BF4 + 0.35382*BF5 + 8.49822e − 05*BF13

Table 6  Performance evaluation criteria for ensemble models
MMEs nRMSE nRMSE

Temperature Precipitation
ENS1 0.085 0.127
ENS2 0.161 0.148
ENS3 0.158 0.154
ENS4 0.087 0.130

Fig. 6  Change in long − term monthly mean temperature values 
between future period scenario results (SSP2 − 4.5 and SSP5 − 8.5) 
and bias − corrected reference period results (Δt, °C)
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and SSP5-8.5 scenario, respectively. For the GFDL-ESM4 
model under the SSP2-4.5 scenario, the expected increases 
are 1.78, 1.51, 2.77, 2.9 °C, and 3.21, 4.25 °C for the near, 
mid-far and far future, respectively. In the MIROC6 model, 
the anticipated increases are 2.12, 2.36, 2.60, 3.99 °C, and 
3.20, 4.90 °C, whereas the expected increases are 1.55, 2.07, 
2.27, 3.45 °C, and 2.39, 4.44 °C for the near, mid-far and 
far future, respectively, in the MRI-ESM2-0 model. In the 
CNRM.CM6-1-HR model, the anticipated increases are 
2.19, 3.00, 3.32, 4.93  °C, and 3.82, 6.93  °C for the near, 
mid-far, and far future, under the SSP2-4.5 and SSP5-8.5 
scenarios, respectively. The graphs clearly show that higher 
increases are expected in temperature values in the later 
periods. The changes expected in the long-term mean tem-
perature values are most pronounced in the CNRM.CM6-
1-HR model and are in the direction of an increase.

Considering the mean values presented in Fig.  9, a 
decrease in precipitation is expected in the CNRM-CM6, 
GFDL-ESM4, and MIROC6 models for both scenarios 
(SSP2-4.5 and SSP5-8.5) and across three different periods 
(2025–2054, 2055–2084, and 2085–2100). The CNRM-
CM6-1-HR model is expected to show an increase in pre-
cipitation across all scenarios and periods, whereas the 
MRI-ESM2-0 model is anticipated to experience an increase 
in the SSP2-4.5 scenario and a decrease in the SSP5-8.5 
scenario. In the long-term means, the CNRM-CM6.1 model 
is predicted to undergo changes of approximately 2.06%, 
− 4.30%, and − 7.39%, respectively, for the near, mid-far, 
and far future periods under the SSP2-4.5 scenario. Con-
sidering the SSP5-8.5 scenario, these anticipated values 
are 0.5%, − 12.34%, to − 13.78%. In the specified periods 
and under the SSP2-4.5 scenario, the corresponding val-
ues are projected to be approximately − 1.33%, − 4.56%, 
and − 4.84% for the GFDL-ESM4 model, and − 3.47%, 
− 5.93%, and − 9.41% for the MIROC6 model. The MRI-
ESM2-0 model is expected to show variations of 7.35%, 
3.92%, and 15.31%. As for the CNRM-CM6-1-HR model, 
the forecasted changes are 43.43%, 47.91%, and 39.98%, 
respectively. In the SSP-8.5 scenario, the expected changes 
in precipitation for the specified periods are 0.5%, − 12.34%, 
and − 13.78% in CNRM-CM6.1, − 0.64%, 15.85%, and 
− 19.39% in GFDL-ESM4, − 5.39%, − 5.05%, and − 9.57% 
in MIROC6, − 25.45%, − 35.58%, and − 33.93% in the 
MRI-ESM2-0 model, and 49.33%, 38.52%, and 28.56% in 
the CNRM-CM6-1-HR model.

Examining the outputs of the ENS1 model from Fig. 8, 
even though it seems possible that temperature decreases for 
some months may be possible under the optimistic scenario, 
it was observed that there may be an increasing tendency in 
temperatures in general. Under the pessimistic scenario, an 
increase is expected in mean temperature for all months and 
many years. While these values vary in a small range, such as 

Fig. 7  Changes in long-term monthly total precipitation values 
between future period scenario results (SSP2-4.5 and SSP5-8.5) and 
bias − corrected reference period results (%)
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-0.18° C and 0.45 ° C in the optimistic scenario, they vary in 
a wider range between 4.36 ° C and 6.79 ° C in the pessimis-
tic scenario. Although no increase is expected in the mean 
temperature in the summer months under the optimistic sce-
nario, increases ranging around 3–7 °C are expected in all 
months in the pessimistic scenario. Temperature increases 
in winter are slightly more pronounced than in summer. 
Examining the ENS2 and ENS3 models, the weights calcu-
lated in ENS3 have almost the same weight for all models. 
Since the temperature correlations are around 0.96 for all 
models. Therefore, ENS3 yielded approximately the same 
results as ENS2 calculated by simple averaging. In these 
models, increases in temperatures are expected for both sce-
narios, based on all-month and long-term means. These val-
ues are expected to be between 1.77 °C and 3.06 °C in the 
optimistic scenario and between 2.12 °C and 5.27 °C in the 
pessimistic scenario. In the ENS4 model, there is an increas-
ing trend in temperatures for both scenarios in the long-term 
mean values. These values are projected to be in the range 
of − 1.24 °C to 0.05 °C in the optimistic scenario, while they 
are expected to be between − 0.68 °C and 2.10 °C for the 
pessimistic scenario. The temperature increase during sum-
mer months is higher than during winter months according 
to both models (Figs. 6 and 8). In the ENS4 model, there 
is an increasing trend in temperatures for both scenarios in 
the long − term mean values. These values are projected to 
be in the range of − 1.24  °C to 0.05  °C in the optimistic 
scenario, while they are expected to be between − 0.68 °C 
and 2.10 °C in the pessimistic scenario. Overall, the most 
significant temperature increases are observed towards the 
end of the century.

Considering the results of total precipitation values, it 
is expected that total monthly precipitation will decrease 
in almost all months and long-term means when compared 
to ENS1 for both scenarios and all periods (Figs.  7 and 
9). Annual changes are expected to be between − 19.04% 
and − 17.02% in the optimistic scenario, and this change is 
expected to be between − 40.74% and − 45.65% in the pes-
simistic scenario. It is expected that the decrease in precipi-
tation may occur at certain rates in all months rather than 
manifesting itself in a particular month or season. Accord-
ing to ENS2, annual mean precipitation is projected to vary 
between 9.68% and 6.79% in the optimistic scenario, and 
between 3.73% and − 9.55% in the pessimistic scenario. 
When evaluated by months, the decrease is estimated in pre-
cipitation between May and October. Annual mean changes 
are expected to vary between 1.17% and 4.19% in ENS3 
and between − 7.76% and − 19.54% in the pessimistic sce-
nario. The decrease in precipitation is expected to occur 
mostly in June and October in the optimistic scenario, and it 
is expected to occur in months covering a wider range under 
the pessimistic scenario. In the ENS4 model, a decrease in 
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A CMIP6-ensemble-based evaluation of precipitation and temperature projections

method, yielded more accurate results in general, but it 
was still insufficient to predict the maximum and minimum 
values in the optimistic scenario. ANN aims to minimize 
error values during the learning phase. In addition to error 
values, the model’s generalizability should also be consid-
ered. In this study, it was observed that the error values for 
the precipitation parameter in the ENS1 model, which is 
based on ANNs, were significantly lower in comparison to 
other models. However, examining the monthly variations, 
it was noted that this model yielded results different from 
ENS2 and ENS3 models. For instance, the overall trend in 
all single and ensemble models in the present study sug-
gests an increase in summer temperatures, with precipita-
tion increasing in the winter and decreasing in the summer. 
However, examining the ENS1 model, it was observed that, 
while the annual means of the model results align with other 
models, no consensus could be reached for monthly values. 
In short, the ANN algorithm, which is successful as a sta-
tistical downscaling method in all aspects, is not very suit-
able for the full development of MMEs from the point of 
monthly and seasonal assessment (Ahmed et al. 2020). The 
MARS algorithm, which is known for its ability to model 
non-linear and complex relationships, was also included in 
the present study as the ENS4 model. Assessing the out-
comes of building the ENS4 model, it falls short of being as 
satisfying as ENS1, despite yielding a lower error value and 
superior prediction performance in comparison to ENS2 and 
ENS3. In the context of long − term mean results, it yielded 
a higher level of accuracy in relation to the reference period 
when compared to MME models relying on averaging and 
weighting correlation coefficients. The results from monthly 
and seasonal evaluations align with the trends observed in 
ENS1.

Evaluating the long-term means of the SSP2-4.5 and 
SSP5-8.5 scenarios, it was observed that the changes in 
the SSP5-8.5 scenario vary in a wider range and are more 
pronounced. In addition, it can be stated that there is a sig-
nificant difference in temperature and precipitation in each 
period between the SSP2-4.5 scenario outputs and the 
SSP5-8.5 scenario outputs. It was concluded that, in the 
pessimistic scenario, more water stress may be experienced, 
and more droughts may occur due to temperature increases. 
The importance of this difference was emphasized in many 
studies (Bağçaci et al. 2021; Gumus et al. 2023).

No climate projection study that utilizes either downscal-
ing models or the latest version of CMIP6 datasets for the 
selected dam area could be found in the literature. There-
fore, any comparison with other studies would not be objec-
tive. For that reason, despite there are only few efforts were 
made to draw conclusions from studies carried out at the 
basin and country levels. For instance, a study encompass-
ing temperature and precipitation parameters conducted 

annual means is expected as moving away from the near 
period. These values are anticipated to range between 4.19% 
and 1.17% in the optimistic scenario and between − 7.76% 
and − 19.54% in the pessimistic scenario. It was concluded 
that decreases in precipitation rates may be higher during 
the summer months for both scenarios. Based on long-term 
means in all MME models for precipitation, it can be con-
cluded that precipitation has a decreasing pattern (Fig. 9).

Monthly mean temperature and monthly total precipita-
tion values produced for the 3 future periods (2025–2054, 
2055–2084, and 2085–2100) under SSP2-4.5 and SSP5-8.5 
scenarios of all ensemble models are shown in Figs. 10 and 
11.

5  Discussion

The conclusion drawn from the models established with the 
ERA5 reanalysis dataset suggests that ANN-based models 
are typically more successful than regression-based models 
such as CRA-LF, CRA-EF, and CRA-QF. This difference is 
associated with the presence of a nonlinear component in the 
predictors/predicted and relationships (Hernanz et al. 2022). 
However, it was determined that the temperature parameter 
exhibited higher accuracy in comparison to the precipitation 
parameter in all models. Wilby et al. (2002) suggested that 
precipitation is a complex variable, and its inherent hetero-
geneity poses challenges for accurate simulation. In addi-
tion, some studies also stated that the percentage of variance 
explained for temperature will probably exceed 70%, while 
this value may be below 40% for precipitation (Mahmood 
and Babel 2013; Nacar et al. 2022).

Considering the graphs and tables prepared for the dam 
area within the scope of this study, it was concluded that the 
GCM with the highest expected temperature increase was 
CNRM-CM6.1-HR among the climate models used for both 
temperature and precipitation parameters. The evaluation, 
grounded in the observational data from the reference period 
and the study area, revealed that MRI-ESM2-0 was the most 
successful model. Although the number of climate studies 
conducted specifically within the borders of Türkiye using 
the CMIP6 dataset is limited, this model was considered 
successful for studies in different research areas (Bağçaci et 
al. 2021; Oruc 2022). Among 6 models used in this study, 
the ACCESS-CM2 model was found to be the least success-
ful model in terms of both parameters for this region.

The created MME models eliminate the uncertainties 
and weaknesses of GCMs. The fact that MMEs perform 
better than the MRI-ESM2-0 model, which is considered 
the most successful model, and other single models sup-
port this result (Nourani et al. 2019; Ahmed et al. 2020; 
Seker and Gumus 2022). ENS1 model, based on the ANN 
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Erlat 2023). In this study, it was concluded that particular 
increases in winter precipitation could occur in all single 
models, except for MIROC6 models.

6  Conclusion

This study examined the potential effects of global climate 
change on future temperature and precipitation trends in 
Altınkaya Dam Basin. Located in Türkiye and characterized 
by a Mediterranean climate, this region is notably important 
for hydroelectric power generation.

Determining the regional impacts of climate change often 
involves one of the most commonly used methods, which is 
the downscaling of global-scale General Circulation Model 
(GCM) outputs to a regional scale. For this purpose, out-
puts from six different global climate models (GCMs) were 

across the entire Kızılırmak Basin in 2016, utilizing three 
different General Circulation Models (GCM) available in 
the CMIP5 dataset, suggests potential increases of up to 
5.8 °C (Moaf 2016). For the precipitation parameter, it was 
emphasized that, while there was no significant increase or 
decrease in the total values, the highest decreases could be 
seen at the end of the century. Although the scenarios and 
GCMs used are different and older versions when compared 
to the present study, it was observed that the general trend 
is the same as in this study. Considering the climate projec-
tions in another study, in which the study area was selected 
as Türkiye at a country level, it was predicted that there 
would be a change of approximately between 20% and 40% 
in precipitation decreases towards the end of the 21st cen-
tury, depending on the reference period. In addition, it was 
also emphasized that there may be a significant increase in 
winter precipitation in the Black Sea Region (Yavaşlı and 

Fig. 9  Changes of annual total 
precipitation values for the 
SSP2-4.5 and SSP5-8.5 scenarios 
of GDMs in the future period 
(2025–2054, 2055–2084, and 
2085–2100) compared to the 
reference period scenario annual 
total precipitation values (%)

 

Fig. 8  Changes between the 
annual mean temperature values 
of the future period (2025–2054, 
2055–2084, and 2085–2100) of 
the SSP2-4.5 and SSP5-8.5 sce-
narios of GDMs and the annual 
mean temperature values of the 
reference period scenario (Δt)

 

1 3

7396



A CMIP6-ensemble-based evaluation of precipitation and temperature projections

rankings of individual GCM models were determined. 
Then, four ensemble models (ENS1, ENS2, ENS3, and 
ENS4) were established by using a combination of these 
models through different methods.

The results achieved in this study led to the following 
conclusions:

	● The results obtained from downscaling the temperature 
variable by using reanalysis data were more successful 
than those obtained for the precipitation. Models built 
with ANN yielded lower error values than those built 
with CRA.

	● It was observed that each of the ensemble models cre-
ated with GCM gives more successful results than the 
individual models. Individual GCM models and almost 
all ensemble models are expected to show an increasing 
trend in temperature and a decreasing trend in precipita-
tion. However, in ENS1 and ENS4 models, there were 
differences in comparison to the ENS2 and ENS3 mod-
els at seasonal and monthly levels.

selected from the latest climate projection archive CMIP6. 
These models include CNRM-CM6-1, GFDL-ESM4, MRI-
ESM2-0, CNRM-CM6-1-HR, MIROC6, and ACCESS-
CM2. The selected GCMs were downscaled from a global 
scale to a regional scale, representing the historical period 
with a reference scenario and the future period with optimis-
tic and pessimistic scenarios (SSP2-4.5 and SSP5-8.5). The 
CRA and ANN were employed as the statistical downscal-
ing techniques. ERA5 reanalysis dataset was used as input 
data, and the output consists of temperature and precipita-
tion data for the period 1980–2014 from stations that are 
considered to best represent the dam basin and have at least 
30 years of observational data. Each station’s control area 
was determined by using Thiessen polygons. Model outputs 
were compared by using various statistics, and the down-
scaling model that yielded the best results was used to gen-
erate reference and future period data. Subsequently, these 
data underwent bias correction and were divided into three 
periods (2025–2054, 2055–2084, and 2085–2100). Based 
on the reference period scenario outputs, the performance 

Fig. 10  Monthly mean temperature values for the future period (2025–2054, 2055–2084, and 2085–2100) under the influence of SSP2-4.5 and 
SSP5-8.5 scenarios of all ensemble models
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flow and water levels in dams, causing drought. It can reduce 
the efficiency of hydroelectric power plants and negatively 
affect energy production. These adverse effects emphasize 
the need for the energy sector to develop strategies to cope 
with climate change. Sustainable water resource manage-
ment, diversification of energy production systems, and 
policies in line with climate change can help address future 
challenges in hydroelectric energy production, particu-
larly in this dam basin that has a high electric production 
potential.
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	● Examining the future data of GCMs during the projection 
period in the dam basin, the increase in temperature data 
is expected to be approximately 0–3 °C in the optimistic 
scenario and approximately 4–7  °C in the pessimistic 
scenario. Considering precipitation data, while model 
results predict increases and decreases in precipitation 
in the optimistic scenario, they indicate that precipita-
tion deficiency will be more dominant when compared 
to the pessimistic scenario. In summary, considering all 
model results, although precipitation decreases are gen-
erally expected in the basin, precipitation increases are 
also expected in some periods.

	● As a general evaluation by months and seasons, it is 
expected that the temperature increases in the summer 
season, particularly in July and August, may be at the 
highest levels. It is thought that there may be an increase 
in precipitation in winter and autumn and a decrease in 
summer.

The expected increases in temperatures and decreases in 
precipitation can lead to evaporation and changes in water 

Fig. 11  Monthly total precipitation values for the future period (2025–2054, 2055–2084, and 2085–2100) under the influence of SSP2-4.5 and 
SSP5-8.5 scenarios of all ensemble models
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