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Abstract
Accurate streamflow forecasts enable the appropriate management of water resources. Although there is a general consensus that
climate information can enhance hydrological predictability, this might not be the case if the accuracy of the given climate
information is unreliable. Hence, this study has developed a modeling framework to estimate the role of climate information in
forecasting accurate streamflow. Ensemble streamflow prediction (ESP) technology was adopted as a dynamic hydrologic
forecast method to 35 watersheds in South Korea. The probabilistic precipitation forecast (PPF), issued by the Korea
Meteorological Administration, was used as climate information for updating the probabilities of climate scenarios. First, we
found that the current PPF is not accurate enough for significantly enhancing the streamflow forecasting accuracy. Subsequently,
multiple sets of PPFwere synthetically generated to evaluate the role of climate information. Given the perfect categorical climate
forecasts, we found that there is much potential for the enhancement of streamflow forecast skill especially in the seasons that
exhibit greater streamflow variability. However, there is less potential for increasing the streamflow forecasting skill under
below-normal conditions. The proposed modeling framework is capable of quantifying the magnitude of potential improvement
in hydrological predictability under the assumption that better climate information will be available in the future. We expect that
this modeling framework can be effectively applied to other regions across a wide range of climate regimes.
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1 Introduction

Hydrologic forecasts on multiple timescales facilitate manage-
ment decisions across various temporal horizons (Labadie
2004). Accurate streamflow forecasts enable the appropriate
management of water resources, such as drought mitigation,
flood prevention, and reservoir operation. Over the past few
decades, the ensemble streamflow prediction (ESP) technique
(Day 1985) has been widely used for streamflow forecasting
(Franz et al. 2003; Jeong and Kim 2005; Kim et al. 2006;
Renner et al. 2009; Gobena and Gan 2010; Olsson and
Lindströma 2010; Hwang et al. 2011; Najafi et al. 2012; Liu
et al. 2015). The ESP uses a hydrological model with weather

scenarios sampled from historical observations. The soil mois-
ture conditions are initialized at the time of the forecast. Then,
the hydrological model runs using sampled alternate weather
inputs to generate the ensemble forecasts of streamflow. This
singlemodel ESP can be extended tomulti-model ESP by using
multiple hydrological models. Since each weather input then is
inserted into each hydrologic model, the number of forecast
samples is then increased in proportion to the number of hydro-
logic models. Furthermore, if weather forecasts driven by cli-
mate models (e.g., general circulation models) are available, the
number of streamflow forecasts also would be increased. In
order to address possible uncertainty arises in multiple models,
in general, it is preferred using as many models as possible.

The basic assumption behind the ESP technique is that the
likelihood of occurrence of each member of ensemble fore-
casts is equal. However, if additional climate forecast infor-
mation is given, the probabilities assigned to individual fore-
casts can be updated. Kelman et al. (1990) and Faber and
Stedinger (2001) illustrated how the probabilities of individual
climate series can be updated using the Bayes theorem.
Additionally, the conditional distribution of future streamflow
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can be derived using the Bayesian methods and climate fore-
cast information (Krzysztofowicz 2001; Herr and
Krzysztofowicz 2010; Bradley et al. 2015; Seo et al. 2019).

Climate and weather forecasts are the application of contem-
porary technologies to predict the future state of the atmosphere
for a given location. Over the past decades, information regard-
ing large-scale climate phenomena, such as the El Nino–
Southern Oscillation (ENSO) and the Pacific Decadal
Oscillation (PDO) pattern, has been widely used to discuss
linkages between large-scale climate information and regional
climatology (Dettinger et al. 1998; Gershunov 1998; Clark et al.
2001; Li and Chen 2014). Subsequently, these teleconnection
patterns have been applied to enhance ESP skills relating to
seasonal and sub-seasonal forecasting (Kalra et al. 2013;
Beckers et al. 2016). However, teleconnection patterns that
are generally dominant on a continental scale often fail to im-
prove forecast skill on a watershed scale (Grantz et al. 2005).

The National Oceanic and Atmospheric Administration’s
(NOAA) National Weather Service (NWS)—an end-to-end
Hydrologic Ensemble Forecast Service—extends the lead time
of hydrologic ensemble forecasts from 6 h to 1 year and in-
cludes additional weather and climate information as well as
improved quantification of major uncertainties (Demargne et al.
2014). Due to the chaotic nature of the atmospheric processes
and the incomplete modeling of these processes, forecasts be-
come less accurate as the forecasting lead time increases. The
accuracy of climate forecasts cannot be assured due to huge
uncertainty in forecasts, particularly in regions with high rain-
fall variability. The updated probabilities on the individual sce-
narios might not be able to improve hydrologic forecast accu-
racy if the given climate information’s accuracy is not assured.
Thus, it is a fundamental premise that accurate climate forecasts
must be used when updating the probabilities of individual
streamflow forecasts with ESP.

Though the ensemble approach holds great potential for hy-
drologic prediction systems, obtaining accurate climate fore-
casts is an essential prerequisite for efficient operation of hy-
drologic forecasting for water resources management such as
flood prevention, droughtmitigation, and dam operation. Under
circumstances where accurate climate forecasts are not guaran-
teed, the role of climate forecasts in enhancing hydrologic en-
semble forecast accuracy needs to be quantified in order to
identify areas where investments in forecast systems and pro-
cesses will significantly benefit hydrologic prediction. This is
because the accuracy of the hydrologic ensemble forecasts can
be enhanced if the accuracy of the weather forecasts is increased
through future developments on atmospheric and climate
modeling technologies. Nevertheless, there have been little ef-
forts on discussion about the impacts of to-be-improved climate
forecast on the accuracy of the streamflow forecasts.

Therefore, the present study develops a modeling frame-
work to evaluate the role of climate forecast on ESP accuracy.
The rest of the paper is organized as follows: the following

section describes methodological backgrounds; “Section 3”
provides a case study along with data sets; “Section 4” high-
lights the results of the case study; and “Section 5” presents
the conclusions.

2 Methodological backgrounds

2.1 Probabilistic forecast in Korea

The Korea Meteorological Administration (KMA) has been
reporting mid-term and long-range forecasts to the public for
12 provinces of the Korean Peninsula since June 2014. The
mid-term forecast predicts 1-week ahead precipitation and
temperature probabilistic forecasts on daily basis. On the other
hand, long-range forecast reports the 1-month and 3-month
outlook for average temperature and precipitation on a weekly
and monthly basis, respectively, as a form of probability for
each tercile interval: below-normal, normal, and above-nor-
mal. Figure 1 illustrates an actual example of the 3-month
outlook for the average temperature and precipitation proba-
bility, reported on a monthly basis. As shown in Fig. 1, the
probability for each tercile interval is forecasted for both pre-
cipitation and average temperature. Based on the values of
these probabilities, forecast statement is categorized into three
stages—above-normal, normal, and below-normal.

KMA generates the various short-, mid-, and long-range
forecasts based on statistical techniques and climate models
using numerical techniques. Nonetheless, only long-range
outlook information was used in this study because the objec-
tive of this paper is evaluating the role of probabilistic forecast
on long-term (e.g., monthly or seasonal) streamflow forecast
accuracy. The methodology proposed in this paper can be
extended to shorter lead-time forecast applications.

2.2 Ensemble Streamflow prediction (ESP)

ESP has been a widely used method for probabilistic forecast-
ing in operational hydrology. The ESP runs a rainfall-runoff
model with observed meteorological inputs to generate an
ensemble of possible streamflow hydrographs (Kim et al.
2001; Gobena and Gan 2010; Najafi et al. 2012). In the
ESP, all the meteorological scenarios are input into the
rainfall-runoff model under the basic assumption that they
are equally likely to occur in the future. Since initial condi-
tions of the rainfall-runoff model vary depending on the
timing of the forecast, the ensemble of streamflow forecast
varies in accordance with the initial conditions—even for the
same meteorological scenarios. Therefore, the generated en-
semble of streamflow is also a function of the concurrent
hydrological states estimated in the rainfall-runoff model.
Thus, this technique is sometimes referred to as a conditional
Monte Carlo simulation approach (Day 1985).
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2.3 Reflecting climate information: Croley-Wilks
approach

Consider a set of historical climate series {vi} for i = 1, 2,…,
N, e.g., vi can be monthly precipitation. To each is assigned a
value xi = g(vi) which reflects the more detailed and complete
series (Stedinger and Kim 2010). Here xi can be the monthly

streamflow in this study. Croley II (2000, 2003) and Wilks
(2002) expressed that the conditional distribution function
D[g(v)|H] is summarized by the probability of the selected
set of climate variables that g(v) fall into the intervals below-
normal, normal, and above-normal. The hydrologic informa-
tion employed to determine the conditional distribution of
streamflow is symbolized by H. Their algorithm adjusts the

Fig. 1 An example of the long-range forecast of South Korea: 3-month outlook reported on June 22, 2018, by the KoreaMeteorological Administration
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probabilities assigned to the different series so as to achieve
the target probabilities using the values of the selected vari-
ables, g(vi) but only to the extent that they determinewhether a
given climate series, vi, is in the below-normal, normal, or
above-normal range for g(vi) (Stedinger and Kim 2010).
After the non-parametric approach—developed by Croley II
2003and Wilks (2002)—that assigns the same probability to
climate scenarios included in each category, Stedinger and
Kim (2010) proposed a simple and general approach, PDF-
ratio approach, that makes use of the entire D[g(v)|H] distri-
bution, as well as the individual values of the selected vari-
ables g(vi) associated with each vi to generate series-
probability pairs {(vi, qi)}. These pairs provide a better ap-
proximation of the entire D[g(v) |H] distribution.
Nonetheless, there was no significant difference in accuracy
of updated streamflow forecasts between Croley-Wilks ap-
proach and PDF-ratio approach (Kim et al. 2016). Hence,
Croley-Wilks approach was adopted for its straightforward
implementation.

Given a N number of historical climate scenarios, xi, for i =
1, 2,…N, let xi be the monthly precipitation variable that has
quantiles xb and xa such that

0:333 ¼ F xbð Þ ¼ F xað Þ−F xbð Þ ¼ 1−F xað Þ; ð1Þ
where F(x) is a cumulative distribution function and xa and xb
are the upper and lower terciles, respectively, defining above-
normal and below-normal ranges (Stedinger and Kim 2010).
As mentioned in the previous section, if no forecast informa-
tion is provided, the standard practice is to assign an equal
weight, 1/N, to each climate scenario.

For the terciles xa and xb, let us assume that the probabilistic
precipitation forecast (PPF) is given as

F xbð Þ ¼ pb
F xað Þ−F xbð Þ ¼ pn
1−F xað Þ ¼ pa;

ð2Þ

where pb + pn + pa = 1. The three interval probabilities, pb, pn,
and pa, are defined as the below-normal, normal, and above-
normal probabilities, respectively.

To reflect climate forecast information so that the prior
probabilities, 1/N, on the xi can be updated to new probabili-
ties, the Croley-Wilks approach (Croley II 2000, 2003; Wilks
2002) has been used in this study. This probability adjustment
technique assigns the same probability to the climate scenarios
in each selected interval (Croley II 2000, 2003; Wilks 2002).

Given that the climate forecast information is provided,
prior probabilities for each historical climate series, 1/N, are
simply updated to pb/Nb, pn/Nn, and pa/Na for below-normal,
normal, above-normal, respectively. Nb, Nn, and Na are the
number of historical climate scenarios that belong to below-
normal, normal, and above-normal range, respectively (i.e.,
Nb +Nn +Na =N). These Croley-Wilks probabilities, pb/Nb,

pn/Nn, and pa/Na, provide a simple solution that matches the
required probabilities for below-normal, normal, and above-
normal events (Stedinger and Kim 2010). Figure 2 presents an
illustration for a better understanding of the weights adjust-
ment. Based on the adjusted probabilities of the climate sce-
narios in each interval, the ensemble mean of streamflow fore-
cast, μx, is calculated as

μx ¼ μb
x þ μn

x þ μa
x ð3Þ

where μb
x ¼ ∑ pb=Nbð Þxi only when xi≤xbð Þ,

μn
x ¼ ∑ pn=Nnð Þxi only when xb < xi≤xað Þ, and

μa
x ¼ ∑ pa=Nað Þxi only when xa < xið Þ. Note that without cli-

mate forecast information, μx is calculated as a value of the
simple mean of xi, i.e., μx ¼ 1

N ∑xi.

2.4 Forecast verification metrics

Various verification metrics are used for the evaluation of
forecast quality. First, the Nash-Sutcliffe Efficiency (NSE) is
used to evaluate the quantitative error between observed and
predicted values. NSE is a non-dimensional coefficient that
can range from -∞ to 1 (Nash and Sutcliffe 1970). It is com-
puted by standardizing the mean squared error between fore-
casts and observations. Essentially, the closer the NSE is to 1,
the more accurate the forecast is. The normalized-root mean
squared error (N-RMSE) is also used. RMSE is frequently
used to measure the differences between values predicted by
a model and the observed values. N-RMSE is used because
normalizing the RMSE facilitates comparison between data
sets with different scales (e.g., different mean values of
monthly streamflow across all the season).

Additionally, probability of detection (POD) is used to
evaluate the accuracy of categorical forecasts. The POD is
simply a ratio that indicates the number of occasions an event
occurred on the date it was forecasted to occur (Wilks 2011).
In this study, a 3 × 3 contingency table for the categorical
forecast verification situation is used, as shown in Fig. 3.
The categories are divided into below-normal, normal, and
above-normal, with xobsa and xobsb as the upper and lower
terciles of observations. Here, the totals for each of the nine
possible forecast and event pair outcomes are denoted by the
letter a through i. The POD is given by the proportion of
correct forecasts (denoted as “hit” in the contingency table).
That is, in the 3 × 3 contingency table represented in the Fig. 3,
the POD would be (a + e + i)/(a + b + c + d + e + f + g + h +
i).

For verification of categorical probabilistic forecast, this
study uses the ranked probability skill score (RPSS), the skill
score for a collection of rank probabilistic score (RPS) values
relative to the RPS computed from the climatological proba-
bilities. RPS is the most commonly used measure capable of
increasingly penalizing forecasts, as more probability is
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assigned to event categories further removed from the actual
outcome (Wilks 2011).Discrete metric such as NSE and N-
RMSE simply quantify the accuracy of deterministic forecast
which is ensemble mean value. On the other hand, POD and
RPSS evaluate the accuracy of categorical probabilistic fore-
cast. These two measures provide a threshold value which is
driven by reference forecast (historical mean termed as clima-
tology) so that it can evaluate comparative superiority over
climatology.

2.5 Realization of synthetic probabilistic forecasts

To evaluate the role of climate forecasts on the ESP accuracy,
multiple sets of PPF were synthetically generated. The syn-
thetic probabilistic forecast sets were sampled from historical
forecasts. Using the target value of POD, which ranges from 0
to 1 increasing by 0.1 intervals, PPF sets were generated for
each province (11 in total). The two steps used for generating
the synthetic PPF are as follows:

Fig. 2 An illustration of the
weight adjustment for each
interval with climate forecast
information. Nb, Nn, and Na are
the number of historical climate
scenarios that belong to below-
normal, normal, and above-
normal intervals, respectively. N
is the total number of historical
climate scenarios. pb, pn, and pa
are the precipitation probabilities
for the below-normal, normal,
and above-normal intervals,
respectively

Fig. 3 Contingency table for the
3 × 3 categorical forecast
verification
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1) Establish a group of historic forecasts: obtain historic
forecasts that were issued up to the present, and catego-
rize them into three intervals (below-normal, normal, and
above-normal) as shown in Table 1.

2) Conduct random sampling: extract samples randomly
from the group of historic PPF based on the POD target
values. For example, if observed precipitation belongs to
the below-normal interval and the given value of target
POD is 0.5, half of the forecasts are randomly sampled
from the historical forecasts that belong to the below-
normal category, while the other half of the forecasts are

randomly sampled among the historical forecasts that do
not belong to the below-normal category. Figure 4 shows
an illustrative example of the synthetic PPF generation.
First, a single forecast for each category is randomly se-
lected among all the historic samples. Then, a final fore-
cast is selected among these three candidates based on
given weights (i.e., extraction probability) that vary cor-
responding to the value of the target POD. This is repeat-
ed until the end of the time step and separately generated
for each province. Fig. 4 presents an example of a selected
synthetic forecast.

Table 1 Historical forecast samples issued to date

Below-normal Normal Above-normal

pb pn pa pb pn pa pb pn pa

0.50 0.40 0.10 0.25 0.30 0.45 0.10 0.40 0.50

0.50 0.35 0.15 0.30 0.30 0.40 0.15 0.35 0.50

0.50 0.30 0.20 0.40 0.30 0.30 0.20 0.30 0.50

0.55 0.35 0.10 0.45 0.30 0.25 0.10 0.35 0.55

0.55 0.30 0.15 : : : 0.15 0.30 0.55

0.60 0.30 0.10 0.25 0.60 0.15 0.10 0.30 0.60

0.60 0.25 0.15 0.30 0.60 0.10 0.15 0.25 0.60

0.65 0.25 0.10 0.20 0.65 0.15 0.10 0.25 0.65

0.70 0.20 0.10 0.15 0.65 0.20 0.10 0.20 0.70

A forecast sample in which below-normal probability is equal or greater than 0.5 becomes a member of the below-normal forecast. On the other hand, a
forecast sample in which above-normal probability is equal or greater than 0.5 becomes a member of the above-normal forecast. If a forecast does not
belong to either below or above-normal, it becomes a member of normal forecast. The number of samples for both below and above-normal is 9, whereas
the number of samples for normal is 40. Italicized values represent the events which probability is greater than 50%

Fig. 4 An illustration of the synthetic PPF generation
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3 Application

3.1 Study area and data sets

This study tested 35 watersheds in which dams are operated
below the watershed outlet. Table 2 presents a list of the 35
watersheds used in this study, while Fig. 5 shows the locations
of the 35 watersheds across South Korea. Observedmeteorolog-
ical data sets from 1966 to 2016—daily precipitation, maximum
and minimum temperature, and average wind speed series—

were collected from 60 automated synoptic observing system
(ASOS) locations of the KMA. Daily potential evapotranspira-
tion series are estimated by the FAOPenman-Monteith equation
No. 56 method (Allen et al. 1998). These data sets were con-
verted into themean areal values for each test watershed through
the Thiessen Polygon method (Brassel and Reif 1979).

3.2 Rainfall-runoff model

The tank model with soil moisture structure, a modified concep-
tual rainfall-runoff model, was used in this study as a hydrologic
model for runoff simulation. With four tanks and a soil moisture
structure, the tank model measures the net stream discharge as

Table 2 A list of the 35
watershed used in this study No. Name Drainage areas (km2) Reservoir capacity (million cubic meters)

1 Soyanggang 2703 2900

2 Chungju 6648 2750

3 Heongseong 209 87

4 Gwangdong 125 13

5 Dalbang 29 9

6 Andong 1584 1248

7 Imha 1361 595

8 Seongdeok 41 28

9 Yeongju 500 181

10 Gunwi 88 49

11 Kimcheonbuhang 82 54

12 Bohyunsan 33 22

13 Hapcheon 925 790

14 Namgang 2285 309

15 Miryang 95 74

16 Yeongcheon 235 103

17 Angye 7 18

18 Gampo 4 3

19 Woonmoon 301 160

20 Daegok 58 36

21 Sayeon 67 30

22 Daeam 77 13

23 Seonam 1 2

24 Yeoncho 12 5

25 Gucheon 13 10

26 Yongdam 930 815

27 Daecheong 3204 1490

28 Seomjin 763 466

29 Juam 1010 457

30 Juam regulator 135 250

31 Buan 59 50

32 Boryeong 164 117

33 Jangheung 193 191

34 Sueo 49 31

35 Pyeongnim 20 10
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the sum of the discharges from the side outlets of the tanks
(Sugawara 1995). To consider the snow accumulation-melting
module, the modified tank model developed by McCabe and
Markstrom (2007)was used. The daily time series of the average
basin precipitation, temperature, and potential evapotranspira-
tion were used as input data. The parameters of the model were
estimated using the shuffled complex evolution algorithm, one
of the population-evolution-based global optimization methods

(Duan et al. 1992). Seo and Kim (2018) provide an informative
schematic diagram of the tank model.

3.3 Modeling framework

Figure 6 exhibits the modeling framework used for this study
that analyzes the role of synthetic forecasts on the accuracy of
ESP. First, 1-month ahead streamflow forecasts were obtained

Fig. 5 Application sites: 35 watersheds (dam basins) across South Korea

Fig. 6 A diagram of this study’s modeling framework
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by ESP. Then, the results of ESP (ensemble mean of simulated
runoff scenarios) were updated with a set of synthetic PPF
using the Croley-Wilks approach. Finally, the updated
streamflow forecasts were evaluated by comparing them to
the observed streamflow series. The application period of this
study was from January 1971 to December 2013. The gener-
ation of the synthetic PPF was repeated 10 times for each POD
case, resulting in total 110 sets (10 sets × 11 POD cases).

4 Results

4.1 Streamflow forecast performance under actual
climate forecasts

Before analyzing the role of climate forecasts on streamflow
forecast using synthetic PPF, we evaluated the streamflow
forecast performance with actual PPF data. Hence, syntheti-
cally generated probabilistic forecasts (purple color in Fig. 6)
are replaced with the actual probabilistic forecasts for this test.
Since KMA has been reporting PPF from June 2014, a total
43 months of streamflow forecast results (June 2014–
December 2017) were analyzed.

4.1.1 Deterministic forecast verification

To evaluate deterministic streamflow forecast skill, N-RMSE
was calculated for both the ESP and the updated ESP based on
Croley-Wilks approach (hereinafter, ESP-CW). Table 3

presents the N-RMSE results for four different seasons
(JFM, Jan-Feb-Mar; AMJ, Apr-May-Jun; JAS, Jul-Aug-Sep;
OND, Oct-Nov-Dec). Though ESP-CW reduces errors when
compared with ESP (except during JAS), the differences were
not significant during JFM and OND. The results were also
similar under the below-normal condition (i.e., when observed
precipitation belongs to the below-normal interval). Thus, this
suggests that the impact of PPF on streamflow forecast accu-
racy is insufficient. Nonetheless, this result does not confirm
that ESP-CW is not useful. If more accurate probabilistic fore-
casts are provided, it would be expected that ESP-CW can
improve streamflow forecast accuracy up to a certain level.
This is tested using synthetic climate forecasts in the following
“Section 4.2.”

4.1.2 Categorical forecast verification

To evaluate categorical streamflow forecast skill, the POD
was calculated for both ESP and ESP-CW. Table 4 presents
the POD results for the four seasons. Similar to the results of
N-RMSE, ESP-CW slightly increases the forecast accuracy
when compared with ESP. During AMJ season, ESP-CW is
able to improve forecast skill in terms of both N-RMSE and
POD metrics. On the other hand, during the other seasons, it
appears that ESP-CW is not able to sufficiently increase fore-
cast accuracy compared with ESP. It infers that the PPF is not
accurate enough to enhance ESP performance. Thus, we ana-
lyzed the forecasting skill of PPF itself. We calculated the
RPSS of PPF with climatology (i.e., the values of pb, pn, and

Table 3 N-RMSE results of 1-
month ahead streamflow forecast:
ESP and ESP-CW (ESP updated
using the Croley-Wilks approach
with PPF

N-RMSE

Season

All the forecasts Forecasts under below-normal conditions

ESP ① ESP-CW② ②-① ESP① ESP-CW ② ②-①

JFM 0.61 0.60 − 0.01 0.65 0.64 − 0.01
AMJ 1.35 1.14 − 0.21 8.44 6.49 − 1.95
JAS 1.24 1.28 0.04 7.19 7.53 0.34

OND 0.87 0.86 − 0.01 1.23 1.11 − 0.12

The values in the table are the averaged values across 35 watersheds. A negative value of ②-① indicates that
ESP-CW is more accurate than ESP

Table 4 POD results of 1-month
ahead streamflow forecast: ESP
and ESP-CW (ESP updated by
Croley-Wilks approach using
PPF)

POD

Season

All the forecasts Forecasts under below-normal conditions

ESP① ESP-CW ② ②-① ESP① ESP-CW ② ②-①

JFM 0.56 0.56 0.00 0.37 0.41 0.04

AMJ 0.26 0.33 0.07 0.12 0.24 0.12

JAS 0.29 0.32 0.03 0.15 0.20 0.05

OND 0.56 0.56 0.00 0.42 0.43 0.01

The values in the table are the averaged values across 35 watersheds. A positive value of②-① means that ESP-
CW is more accurate than ESP
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pa are 0.333) as a reference forecast. RPSS values were cal-
culated for 9 provinces in South Korea. Figure 7 shows the
RPSS results for the four seasons. Except for AMJ season,
RPSS values were below zero inmore than 5 provinces, which
means the PPF does not provide better predictions than clima-
tology. Though the length of available forecast data sets is not
long enough to be statistically reliable, this result shows that
the current skill of PPF is not conducive (at least for long-
range prediction) to significantly improving streamflow fore-
casting accuracy. Hence, under the assumption that climate
forecasting skill would be improved with rapidly evolving
technology, the role of climate forecasting on streamflow fore-
cast accuracy is quantified subsequently.

4.2 Streamflow forecast performance with synthetic
climate forecasts

Streamflow forecast performance was evaluated with synthet-
ically generated PPF. Forty-three years of monthly streamflow
forecasts (January 1971–December 2013), with 1-month
ahead forecasts, were analyzed.

4.2.1 Deterministic forecast verification

To evaluate deterministic forecast skill, N-RMSE and NSE
were calculated for both ESP and ESP-CW. Figure 8 presents
both the N-RMSE and NSE results for the four different sea-
sons. In terms of ESP skill, the N-RMSE of ESP were 0.91,
0.90, 0.82, and 1.02 for JFM, AMJ, JAS, and OND, respec-
tively. The NSE of ESP were 0.25, 0.05, 0.03, and 0.21 for
JFM, AMJ, JAS, and OND, respectively. Note that, in this
study, an individual result of each watershed is not plotted in
order to avoid messy and complex plots. To analyze overall
performance, the results from 35 watersheds were averaged to
be plotted. Overall, ranges of the performance index values
across 35 watersheds were rather negligible.

For ESP-CW, it was found that N-RMSE decreases as the
POD of PPF increases, while NSE increases with the POD of
PPF—a result that could be easily anticipated. Interestingly,
we found that the mean values of N-RMSE and NSE under
ESP-CW, possessing 50% of the POD of PPF, were close to
the values of N-RMSE and NSE under ESP. In other words, it
implies that POD of PPF should be greater than 50% to be
adequately used for updating ESP skill. Since the current PPF
cannot provide reliable information compared with climatol-
ogy, utilizing it to update ESP would be not acceptable.

Our study then asked—what if the PPF skill improve?
When the POD of PPF becomes 100%, the mean of the
NSE values of ESP-CW becomes 0.41, 0.37, 0.37, and 0.40
for JFM, AMJ, JAS, and OND, respectively. With perfect
categorical forecast information, the NSE values of ESP-CW
converged to around 0.4, regardless of the season. This is
compelling because the NSE values of ESP varied across sea-
sons. Without PPF information, the NSE values of ESP were
much lower in AMJ and JAS, which streamflow variability
are greater than the other two seasons. However, NSE values
of ESP-CW in AMJ and JAS seasons rapidly increase as PPF
performance increases. Eventually, with 100% of the POD of
PPF, NSE values of ESP-CW reach a certain value across all
the seasons. Though 0.4 of NSE may not be an ideal value for
1-month ahead streamflow forecast, it would be difficult to
expect NSE values greater than 0.4 with categorical probabi-
listic forecast information given the significant uncertainty in
long-range PPF. It is a given that it is impossible to predict the
exact amount of nextmonth’s precipitation. Thus, it is difficult
to expect forecasting that can assign 100% probability to any
given interval with the current level of technology in the field.

4.2.2 Categorical forecast verification

In this section, categorical streamflow forecast skill was eval-
uated for both ESP and ESP-CWwith synthetically generated

Fig. 7 Ranked probability skill score (RPSS) of the PPF. Province #1
Seoul·Incheon·Gyeonggi-do; #2 Gangwondo Youngseo; #3 Gangwondo
Youngdong; #4 Daejeon·Sejong·Chungcheongnam-do; #5

Chungcheongbuk-do; #6 Gwangju·Jeollanam-do; #7 Jeollabuk-do; #8
Busan·Ulsan·Gyeongsangnam-do; #9 Daegu·Gyeongsangbuk-do
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PPF. Figure 9 presents the POD of streamflow forecasts for
the four seasons. The POD of ESP was 0.52, 0.38, 0.36, and
0.47 for JFM, AMJ, JAS, and OND, respectively. Similar to
the results of NSE values, the POD of ESP-CW reached a
certain value across all seasons with 100% of the POD of
PPF. The POD of ESP was also much lower in AMJ and
JAS. However, when accurate categorical PPF are provided,
it is expected that the categorical streamflow forecast would
have approximately 0.55 of POD (of ESP-CW) across all
seasons.

Figure 10 presents the POD of streamflow forecasts
across all 35 watersheds for four seasons. It shows that
the POD of ESP-CW in AMJ and JAS rapidly increase
as PPF performance increases, whereas the POD of ESP-
CW in JFM and OND does not vary significantly. Thus,
there is much potential for increases in streamflow fore-
cast skill in seasons where the streamflow variability is
greater. With 100% of the POD of PPF, the POD of
ESP-CW eventually converges to a similar value across
all seasons.

Fig. 8 Deterministic forecast evaluation results of 1-month ahead
streamflow forecast for ESP and ESP-CW: a N-RMSE and b NSE. The
values in the figure are the averaged values across 35 watersheds. Ten

different sets for synthetic PPF were tested for each POD of PPF case. In
total, 11 cases for the POD of PPF were tested
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Figure 11 presents the POD of streamflow forecasts for the
four seasons under below-normal conditions only. The POD
of ESP was 0.35, 0.19, 0.17, and 0.39 for JFM, AMJ, JAS,
and OND, respectively. The POD of ESP was also much
lower in AMJ and JAS. However, under below-normal con-
ditions, the mean POD of ESP-CW reached different values
across the four seasons—0.44, 0.31, 0.32, and 0.45 for JFM,
AMJ, JAS, and OND, respectively, with 100% of the POD of
PPF. These results clearly show that there is little potential for
an increase in streamflow forecast skill under below-normal
conditions. As highlighted in “Section 4.1,” ESP itself does
not have good prediction skill under below-normal conditions.
Thus, especially under below-normal conditions, it would be
difficult to improve the streamflow forecast accuracy even

with the perfect categorical PPF, unless the forecasting perfor-
mance of ESP is considerably enhanced.

Lastly, Fig. 12 presents boxplots that show the range of
RPSS values across 11 different cases of POD of PPF for
the four seasons. Each boxplot represents 350 values of
RPSS that are 10 different sets for each watershed (10 sets ×
35 watersheds). The median of the RPSS values of ESP
(across 35 watersheds) was 0.08, − 0.01, − 0.01, and 0.04 for
JFM, AMJ, JAS, and OND, respectively. The negative medi-
an value of RPSS of ESP in AMJ and JAS infers that ESP
cannot provide better forecasts than climatology in more than
half of 35 watersheds. It also illustrates that ESP-CW has
potential to increase forecast quality if accurate categorical
PPF are provided. When the value of POD of PPF is greater

Fig. 9 Categorical forecast evaluation results (POD) of 1-month ahead
streamflow forecast for ESP and ESP-CW. The values in the figure are
the averaged values across 35 watersheds. Ten different sets for synthetic

precipitation probability series were tested for each POD case. A total of
11 cases for the POD of PPF were tested

Fig. 10 Categorical forecast evaluation results (POD) of 1-month ahead
streamflow forecast for ESP-CW. The values in the figure are the

averaged values across 10 different sets for the synthetic precipitation
probability series. A total of 11 cases for POD of PPF were tested
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than 50%, the values of RPSS of ESP-CW become greater
than those of ESP. On the other hand, there are wide ranges
in box and whiskers which means the values of RPSS vary a
lot across 35 different watersheds. There are several potential
reasons that the performance of the streamflow forecasts

varies a lot across different watersheds. One might be different
calibration performances of hydrologic model parameters,
while the other might be different climate regimes across the
target watersheds. Overall analysis on this issue would be
beyond of the scope of this study.

Fig. 11 Categorical forecast evaluation results (POD) of 1-month ahead
streamflow forecast for ESP and ESP-CW under below-normal condi-
tions. The values in the figure are the averaged values across 35

watersheds. Ten different sets for synthetic precipitation probability series
were tested for each POD case. A total of 11 cases for POD of PPF were
tested

Fig. 12 Ranked probability skill score (RPSS) of 1-month ahead
streamflow forecast for ESP and ESP-CW. Box plots display the range
of each RPSS value across ten different sets for synthetic precipitation

probability series for each 35 watersheds (i.e., 350 values). A total of 11
cases for POD of PPF were tested for each season—JFM, AMJ, JAS, and
OND
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5 Conclusions

In the current study, a modeling framework was developed to
estimate the role of climate information (PPF) on the accuracy
of the streamflow forecast (ESP). We initially found that the
actual PPF issuing in South Korea is still not accurate enough
to enable streamflow forecast accuracy to be significantly in-
creased. Using a set of synthetic PPF, changes in ESP skill
corresponding to the varying accuracy of PPF were evaluated
on 35 target watersheds in South Korea. With perfect categor-
ical climate forecast information (i.e., 100% of the POD of
PPF), NSE of ESP-CW reaches a similar value (approximate-
ly 0.4) across all the seasons. We found that there is much
potential for the enhancement of streamflow forecast skill in
seasons with greater streamflow variability. With 100% of the
POD of PPF, the POD of ESP-CW eventually converges to a
certain value (approximately 55%) across all the seasons.
Nonetheless, we also found that there is less potential for an
increase in streamflow forecast skill under below-normal
conditions.

Aside from the findings of the current study, a significant
amount of research has been conducted on improving
streamflow forecast skill. Regardless of forecasting methods,
Mendoza et al. (2017) discussed that there is a general con-
sensus in the research community on the main opportunities to
improve streamflow prediction skill (Maurer et al. 2004;
Wood and Lettenmaier 2008; Yossef et al. 2013). These in-
clude obtaining enhanced knowledge of initial hydrologic
conditions (IHC) and weather and climate information
during the forecasting period. In terms of harnessing climate
information, Mendoza et al. (2017) demonstrated that ensem-
ble forecast errors can be reduced by introducing climate in-
formation, despite some discrepancies between techniques.
However, it seems that the current weather forecasting tech-
nology (at least in Korea) is not yet satisfactory. Besides, even
if highly accurate climate information (i.e., 100% POD on
PPF) is incorporated into a streamflow forecast technique like
the ESP, it would not able to guarantee streamflow forecast
results as accurate as the climate information.

There is still much room for improvement in streamflow
forecast skill. Past and ongoing studies have aimed to enhance
data assimilation techniques for better IHCs (DeChant and
Moradkhani 2011; Huang et al. 2017) and pursue pre- and
post-processing methods for the dynamic prediction of
streamflow (Wood and Schaake 2008; Yang et al. 2018).
Besides, the techniques mentioned above can be incorporated
into a variety of climate information such as the climate index
(Silva et al. 2017) and probabilistic and deterministic climate
forecasts (Bennett et al. 2016). It should be noted that the key
aim of the current study was not a development of a state-of-
the-art streamflow forecast technique but a discussion about
the potential impacts of the accurate climate forecasts on the
hydrologic predictions.

The proposed modeling framework can quantify the mag-
nitude of potential improvements in hydrological predictabil-
ity under the assumption that much more accurate climate
information will be available in the future. Although it was
beyond the scope of this study, we expect that this potential
improvement in hydrological predictability might result from
advanced streamflow forecast techniques. We anticipate that
this modeling framework can be applied to any other regions
across a wide range of climate regimes.
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