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Abstract
Changes in the regional characteristics of temperature and precipitation can intensify the occurrence and severity of extreme
events such as rain-on-snow-induced flooding, droughts and wildfires. Analyzing these climate variables in isolation without
considering their interdependencies might result in severe underestimation of their combined effects. In addition, the assumption
of linearity between temperature and precipitation does not represent the real physical processes that govern these climate
variables. In this study, copula functions are used to describe the joint behaviour of temperature and precipitation across 15
ecozones of Canada at multiple temporal scales. The Clausius-Clapeyron (CC) relation is investigated using daily records to
quantify changes in extreme precipitation with temperature increases. In addition, using historical records, dating back to 1910s,
temporal changes in the dependence structure across southern Canada are analyzed using a non-stationary framework. Results
show clear signs of accelerated warming and wetting over northern Canada while strong evidence of hot and dry conditions is
found in the Prairie provinces. Analyses over seasonal and monthly scales indicate increases in warm-wet and hot-dry conditions
in winter and summer, respectively. Non-stationary analyses reveal shifts towards warm and wet climate conditions for the
majority of southern Canada. Considerable deviations from the theoretical CC scaling rate of 6.8% is observed for extreme
precipitation over parts of Canada with super-CC scaling rates observed in northern Canada and sub-CC scaling rates in the
majority of southern Canada.

1 Introduction

The recently published Canada’s Changing Climate Report
(CCCR 2019) states that the global mean surface temperature
has increased by 0.6 °C in 1986–2005 compared with the pre-
industrial period (1850–1900). Future temperature is
projected to increase by 1 °C under the low emission scenario
and 3.7 °C under the high emission scenario by the end of the
twenty-first century with respect to the reference period of
1986–2005 (Bush and Lemmen 2019). Vincent et al. (2015)
reported an overall temperature increase of 1.7 °C over
Canada from 1948 to 2012 with the largest increase of
3.3 °C in winter and the lowest of 1.4 °C in summer. They

reported a 19% increase in precipitation during the same pe-
riod. Vincent et al. (2018) reported an increase in the frequen-
cy of summer days and hot days, and increases in rainfall
accompanied by decreases in snowfall over southern
Canada. Changes in temperature and precipitation have result-
ed in reduced snowpack and Arctic sea-ice (Najafi et al. 2016;
Najafi et al. 2017b; Min et al. 2008), changes in surface water
availability (Najafi et al. 2017a), increased evapotranspiration,
increased depth and extent of permafrost thaw, more frequent
droughts and flooding, among others (Blankinship and Hart
2012; Warren and Lemen 2014).

Understanding the interdependencies between temperature
and precipitation can improve the prediction of extreme events
such as floods and droughts and help better project the impacts
of climate change. Information obtained from an isolated study
of these climate variables fails to capture the conditional effects
of other drivers that are caused by their mutual interactions.
This can result in a misrepresentation of the joint physical pro-
cesses and the possible underestimation of hydrological hazards
and risks (Favre et al. 2004; Hao and Singh 2016). Multivariate
analysis approaches based on bivariate normal distributions or
other multivariate extensions of student’s t and Fischer’s F
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distributions can be used to characterize the dependencies be-
tween temperature and precipitation (Anderson 1962; Johnson
and Wichern 2002). However, these approaches are marred by
drawbacks, such as the inability of a bivariate Gaussian distri-
bution to capture the dependence of extremes (i.e. tails of the
distribution). Moreover, they require the marginal distributions
to belong to the same family as the bivariate distribution and
offer no solution for cases beyond the bivariate dimension
(Favre et al. 2004). Such homogeneity assumptions across dis-
tributions do not always hold.

In this study, we use copula functions (Sklar 1959), which
address the aforementioned restraints. Copulas are flexible
family of functions that can bind a multivariate distribution
with the constituent univariate marginal distributions irrespec-
tive of the homogeneities in the families of distributions (Frees
and Valdez 1998). Copulas have been an integral component
of financial modelling, and their applications in hydrology
have grown considerably in recent years as they can represent
the complex non-linear dependence structures between
hydroclimatic variables (Favre et al. 2004; Laux et al. 2011;
Lazoglou and Anagnostopoulou 2019). Several studies have
been conducted to model droughts in a multivariate frame-
work using copulas (Shiau 2006; Wong et al. 2009).
Schoelzel and Friederichs (2008) reported the advantages of
copulas over other multivariate methods such as mixture
models using ground-based temperature and precipitation
observations in Berlin. Beniston (2009) studied the trends of
higher and lower quantiles of precipitation and temperature
over nine locations in Europe. Using regional climate
models, they found a decrease in cold/dry conditions and an
increase in wet/warm conditions from 1900 to 2100. Cong and
Brady (2012) analyzed the relations between April
precipitation and temperature in Sweden from 1960 to 2010
using five copula families. Rana et al. (2017) studied the joint
distribution of daily precipitation and temperature using an
ensemble of 10 global climate models over the Columbia
River Basin in the USA. They reported that temperature and
precipitation have a negative relationship in the dry season;
whereas in wet seasons, precipitation is mostly independent of
temperature changes. Their analyses showed a significant
positive trend for both temperature and precipitation in the
future. Only a limited number of studies, mostly restricted to
regional scales, have explored the joint variability of
temperature and precipitation in Canada. Asong et al. (2016)
used Generalized Linear Models to study temperature and
precipitation over the Canadian Prairies. Gennaretti et al.
(2015) and Guerfi et al. (2015) used copulas to model
temperature and precipitation over the Canadian Arctic
coastal zones and southern Quebec, respectively. Tencer
et al. (2014) conducted a pan-Canadian study of temperature
and precipitation extremes. They analyzed the joint daily oc-
currence of extreme precipitation and extreme temperature
(higher and lower quantiles) at 293 sites across Canada using

non-parametric methods. They found a strong positive rela-
tionship between high temperature and precipitation in eastern
and southwestern coastal areas in autumn and winter and a
strong relationship between precipitation and low temperature
in spring and summer. Other studies have analyzed the rela-
tionship between temperature and precipitation globally but
their analyses have been restricted to exploring the linear as-
sociations between the two variables (Déry and Wood 2005;
Trenberth and Shea 2005). These studies have reported strong
positive correlations between the two variables at higher lati-
tudes, especially in winter; however, they also acknowledge
the presence of non-linearity in the dependence structure.
Another approach to study the association between precipita-
tion and temperature is the theoretical Clausius-Clapeyron
(CC) relation, which states that the water holding capacity of
the air rises by about 7% for every 1 K increase in air temper-
ature (Pall et al. 2007). Allen et al. (2010) reported that where-
as the global mean precipitation has a scaling rate of about
3.4%, extreme precipitation follows the CC relation more
closely.

Previous studies have reported trends in both temperature
and precipitation (Vincent et al. 2015; Zhang et al. 2000)
which can result in temporal changes in the dependence struc-
ture between these climate variables.While characterizing this
trend is critical for hazard risk assessments and the design of
infrastructure, most studies have focused on temporal varia-
tions of the individual variables in isolation assuming that
their covariabilities will remain unchanged. Only a few studies
have considered non-stationarity in a bivariate framework
(Hao and Singh 2016).

In this study, we use copulas to characterize the joint be-
haviour of temperature and precipitation in 15 ecozones across
Canada at multiple time scales. In addition, CC scaling curves
are generated to characterize extreme precipitation response to
temperature changes within each zone. Next, we evaluate the
non-stationary joint behaviour of temperature and precipita-
tion following the approach proposed by Bender et al. (2014).
The study aims to answer the following questions:

& Do temperature and precipitation exhibit significant non-
linear relationships over Canada?

& How does precipitation respond to temperature changes
over different regions in Canada?

& Is the dependence structure between temperature and pre-
cipitation changing over time?

The remainder of the paper is organized as follows:
Section 2 describes the study area and observed datasets.
Section 3 discusses the methodology including the precipita-
tion and temperature covariability scenarios, the non-
stationary approach, copula and the corresponding model se-
lection criteria. Results and conclusions are presented in
Section 4 and Section 5, respectively.
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2 Study area and data

Canada is the second-largest country in the world, cover-
ing an area of over 9.9 million km2. It is surrounded by
the Pacific, Atlantic and Arctic Oceans on the west, east
and north, respectively, and the USA on the south. The
extensive variety of geographical features, presence of the
oceans, the Great Lakes in southern parts of Ontario and
mountain ranges in the west generate a diverse array of
climatic conditions throughout the country. Areas in the
north experience polar and sub-Arctic climate conditions,
eastern provinces have a temperate climate and southwest-
ern regions experience a hot and humid summer continen-
tal climate (Peel et al. 2007).

The study area is divided into 15 ecozones (Fig. 1), which
were characterized by Wiken (1986) as a way to define, “on a
subcontinental scale, the broad mosaics formed by the inter-
action of macroscale climate, human activity, vegetation,
soils, geological, and physiographic features of the country”
and were used in the first State of the Environment Report for
Canada in 1986 (Bird and Rapport 1986).

Adjusted and Homogenized Canadian Climate Data
(AHCCD) at a daily time scale is used in this study.
AHCCD is a corrected version of the historical station records
created by removing various non-climatic inconsistencies

such as instrument changes, station relocation, wind
undercatch, evaporation and wetting losses for precipitation
(Mekis and Vincent 2011) and corrections to temperature for
temporal gaps, inhomogeneities and a nation-wide change for
time observation (Vincent et al. 2012). Temperature and pre-
cipitation records from 107 stations with at least 80% data
availability from 1950 to 2010 are considered for the analyses.
This time period is selected to provide a balance between the
spatial spread of the stations and the length of the dataset.
Zones 1 and 11 (the Arctic Cordillera and Taiga Cordillera,
respectively) are excluded from the analyses because of the
limited data availability (> 50%missing data). An exception is
made for Zone 4 (Taiga Plains) where two stations with 78%
available data are selected to avoid excluding this zone. To
analyze the non-stationary dependence structure between tem-
perature and precipitation, we use 66 AHCCD stations (a sub-
set of the already selected 107) with long historical records
(1910–2017) and over 80% data availability (Fig. 1). The end
period of the analysis was extended to 2017 in this case be-
cause it was desirable to include the longest possible timespan
available. Consequently, non-stationary analyses are conduct-
ed over eight zones (Zones 6–9 and Zones 12–14). Table 1
shows the mean summer and winter temperatures, along with
the mean annual precipitation in each ecozone (Lands
Directorate 1986).

Fig. 1 Ecozones of Canada as
defined by Wiken (1986) and the
location of the selected Adjusted
and Homogenized Canadian
Climate Data (AHCCD) Stations.
Total of 107 stations are used in
the study. A further subset of 66
stations from the selected 107 are
used for the long-term non-sta-
tionary analysis
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3 Methods

3.1 Copulas

Copulas, first introduced by Sklar (1959), allow for the char-
acterization of the dependence structure between two (or
more) variables independent from their marginal distributions
(Genest and Favre 2007; Schmidt 2007). Sklar’s theorem
states that given two continuous random variables X and Y,
the joint Cumulative Distribution Function (CDF)H(X, Y) can
be written as:

H X ; Yð Þ ¼ C F Xð Þ;G Yð Þ½ � ð1Þ

where F(X) andG(Y) are the marginal distributions of X and Y,
respectively, and C is the copula function built over uniform
marginals, which are the quantile transformations of X and Y.
The determination of the joint CDF H(X, Y) then becomes a
two-step process of finding the dependence structure C and
the marginal distributions of X and Y (Zhang and Singh 2006).
This concept is extendable to multivariate scenarios (Nelsen
2006).

In this study, multiple families of copulas are used,
each having their own unique set of properties, which
allows for a wide range of models to choose from when
identifying the bivariate structure (Favre et al. 2004;
Salvadori and De Michele 2004). They include the ellip-
tical, Archimedean and extreme value copulas, and their
rotated versions (90, 180 or survival, and 270). All types
of copulas used in this study are listed in Table 2 along
with their corresponding symbols, which are used to ref-
erence the respective copula for the remainder of the
paper.

A brief description of some widely used copulas is provid-
ed in the Appendix. The two-parameter families of copulas,
such as BB1, provide the flexibility of modelling asymmetric
upper and lower tail dependencies. Joe (2014) and Nelsen
(2006) provide an extensive explanation of all classes of cop-
ulas and their characteristics.

Given the high intra-annual variations of temperature and
precipitation, it is important to understand their dependence
structure at different temporal scales for hazard risk assess-
ments. In this study, analyses are performed at the annual,
seasonal and monthly scales based on daily records of tem-
perature and precipitation spatially averaged over the
ecozones by taking the arithmetic mean of all stations lying
within each zone. In each scenario, accumulated precipitation
(millimetres) and mean temperature (°C) are calculated at the
corresponding time scale:

P*
i ¼ ∑n

d¼1Pd;where Pd ¼ ∑P1…K

K
ð2Þ

T*
i ¼ ∑n

d¼1

Td

n
;where T d ¼ ∑T1…K

K
ð3Þ

where (d = 1…, n) denotes the number of days in each year,
season or month of the year (i = 1950, 1951, …, 2010).
Pd and Td are spatial averages of temperature and precipitation
across K stations within each ecozone. The seasonal analysis
is conducted over winter (DJF), spring (MAM), summer (JJA)
and fall (SON). Analyses at daily time scales are not shown
because of the weak correlations between temperature and
precipitation due to the large noise in the data at this temporal
resolution. The same procedure is repeated for standardized
anomalies of temperature and precipitation, which shows neg-
ligible changes in the rank correlation. Therefore, values in

Table 1 Climatology of terrestrial ecozones of Canada

Ecozone Mean winter temperature (°C) Mean summer temperature (°C) Mean annual precipitation (mm year−1)

1 –Arctic Cordillera − 35 to − 25 5 200 to 300

2 – Northern Arctic − 35 to − 30 5 to 10 100 to 200

3 – Southern Arctic − 30 10 200 to 400

4 – Taiga Plains − 35 to − 22.5 10 to 15 200 to 400

5 – Taiga Shield − 27.5 to 17.5 7.5 to 17.5 175 to 200

6 – Boreal Shield − 20 to − 10 15 to 18 400 to 1000

7 – Atlantic Maritime − 10 to − 2.5 18 1000 to 1425

8 – Mixedwood Plains − 12 to − 3 18 to 22 720 to 1000

9 – Boreal Plains − 22.5 to − 17.5 12.5 to 17.5 400 to 500

10 – Prairies − 25 to − 22.5 15 to 17.5 400

11 – Taiga Cordillera − 30 to − 25 12 to 15 300

12 – Boreal Cordillera − 27 to − 15 12 to 15 1000 to 1500

13 – Pacific Maritime 4 to 6 12 to 18 600 to 3000

14 – Montane Cordillera − 17.5 to 7.5 13 to 18 500 to 1200

15 – Hudson Plains − 19 12 to 16 400 to 700
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their original scales are used in the analyses because they
provide more realistic interpretations of the regional changes.

3.2 Model selection criteria

Selection of the most suitable copula is based on the corrected
version of the Akaike Information Criterion (AICc) (Akaike
1974), which is defined as:

AICc ¼ −2 ∑
N

i¼1
ln C ui;1; vi;2jθ

� �� �þ 2k þ 2k2 þ 2k
n−k−1

ð4Þ

where k is the number of parameters of the copula (k = 1
for one-parameter and k = 2 for two-parameter families)
and n is the sample size (Schepsmeier et al. 2018). The
first term of the right-hand side of Eq. (4) is the likelihood
function, the second is the penalty for model complexity
and the last expression is the small-sample correction.
AICc is used as a small-sample corrected version of AIC
when the sample size to model parameter ratio (n/k) is
under 40. It converges to AIC as the sample size gets
larger (Anderson and Burnham 2004). The copula model
with the lowest AICc is selected as it minimizes the infor-
mation loss between the unknown true copula and the
selected model (Anderson and Burnham 2004). The mar-
ginal distributions of temperature and precipitation are
selected from a pool of candidate distributions using
AICc. For precipitation, the candidate distributions are

Gamma, Weibull, Exponential and Log-Normal, whereas
normal distribution is selected to model temperature.

The selection criteria based on the information theory
would only provide a relative score of the models considered
raising the question “What if all the models are wrong?” since
a comparison between all “wrong”models would still provide
one model with the best relative score (Burnham et al. 2011).
Therefore, in this study, additional goodness-of-fit test pro-
posed by Genest et al. (2006) is used to evaluate the selected
models. The goodness-of-fit test is based on calculating two
variants of the Cramér–von Mises statistic (Genest and Favre
2007).

Sn ¼ ∫
1

0
Kn tð Þj j2 Kθn tð Þdt ð5Þ

Tn ¼ sup
0≤t≤1jKn tð Þj 0≤ t ≤1 ð6Þ

whereKn tð Þ ¼ ffiffiffi
n

p
Kn tð Þ−Kθn tð Þf g. Here,Kn refers to the em-

pirical distribution of the data and Kθn refers to the theoretical
distribution of samples taken from the selected copula. This
method is an improvement over the previous works of Genest
Sand Rivest (1993) andWang andWells (2000). The enhance-
ments over previous approaches include the extension of the
goodness-of-fit test beyond the Archimedean family of
copulas and the estimation of p values of the statistic. Genest
et al. (2006) reported that the comparison of raw values of the
statistics Sn and Tn may be inappropriate in model selection in

Table 2 The list of copulas used in this study

Symbol Copula name Symbol Copula name

C0 Independent C20 Rotated Joe 90 degrees

C1 t C21 Rotated BB1 90 degrees

C2 Gaussian C22 Rotated BB6 90 degrees

C3 Clayton C23 Rotated BB7 90 degrees

C4 Gumbel C24 Rotated BB8 90 degrees

C5 Frank C25 Rotated Clayton 270 degrees

C6 Joe C26 Rotated Gumbel 270 degrees

C7 BB1 C27 Rotated Joe 270 degrees

C8 BB6 C28 Rotated BB1 270 degrees

C9 BB7 C29 Rotated BB6 270 degrees

C10 BB8 C30 Rotated BB7 270 degrees

C11 Survival Clayton C31 Rotated BB8 270 degrees

C12 Survival Gumbel C32 Tawn type 1

C13 Survival Joe C33 Rotated Tawn type 1180 degrees

C14 Survival BB1 C34 Rotated Tawn type 1 90 degrees

C15 Survival BB6 C35 Rotated Tawn type 1270 degrees

C16 Survival BB7 C36 Tawn type 2

C17 Survival BB8 C37 Rotated Tawn type 2180 degrees

C18 Rotated Clayton 90 degrees C38 Rotated Tawn type 2 90 degrees

C19 Rotated Gumbel 90 degrees C39 Rotated Tawn type 2270 degrees
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some cases. To rectify this drawback, they proposed a
bootstrapping procedure to estimate p values under the null
hypothesis;H0 : Cθ ϵ Cθn where Cθ is the underlying empir-
ical copula and Cθn is a parametric family of copulas under
consideration. The procedure is based on identifying the as-
ymptotic null distribution from which the empirical statistics
Sn and Tn are obtained (Genest and Rémillard 2008).
Following similar works by Henze (1996) and Stute et al.
(1993), they proposed generating n independent observations
from the parametric family Cθn and calculating the statistics
S*n and T*

n for the sample. The process is repeated for a large
number of times to obtain distributions of the statistics follow-
ing which p values are estimated according to the following
equation:

1

N
∑
N

k¼1
1 S*n;k > Sn
� �

ð7Þ

for every k ∈ {1…N}, where N is the number of times the
procedure is repeated. In this study, each copula is evaluated
at N = 1000 iterations.

3.3 Non-stationary dependence structure

Non-stationary analyses of the dependence structure require long
records of climate variables. Considering data availability, the
time period of 1910–2017 is selected to analyze the non-
stationary covariability between temperature and precipitation
over 66 stations in eight ecozones. First, a non-parametric
Mann-Kendall trend test is used to evaluate the trends of both
temperature and precipitation at each zone. Since the presence of
serial correlation can increase the chances of rejecting a no-trend
null hypothesis (Zwiers and Von Storch 1995), the series is pre-
whitened before applying the trend test when significant serial
correlations exist (at the 95% confidence level). If a significant
trend is found in either one of the series, moving-window depen-
dency analysis is conducted following Bender et al. (2014) by
considering a window size of 50 years with 1-year increments. A
stationary copula model is fitted to data in each window using
methods described previously. This approach provides a fine
balance between sufficiently long records within each window
for a reasonable marginal and copula fitting procedure and total
number of windows to detect a change in trend.

3.4 Clausius-Clapeyron scaling relation

The CC scaling coefficient is determined for each ecozone
similar to Hardwick Jones et al. (2010). The daily temperature
is divided into 2 °C bins (with 1 °C overlap for smoothing).
Precipitation over the full 61-year period (1950–2010) is
assigned to each bin and the 95th, 99th and 99.9th quantiles
within each bin are calculated as representatives of extreme
precipitation for the specific average bin temperature. The

following equation is used to relate extreme precipitation to
temperature changes:

P2 ¼ P1 1þ að ÞΔT ð8Þ
where P1 and P2 are extreme precipitation rates in mm day−1

(95th, 99th and 99.9th quantiles) at temperatures T1 and T2
(°C), respectively. ΔT is the change in temperature (T2 − T1)
and a is the scaling coefficient, which is theoretically equal to
6.8% °C−1 at 25 °C. To determine this coefficient for each
ecozone, a linear regression model is fitted to temperature
and logarithm of extreme precipitation as per Eq. (8).

4 Results and discussion

It is imperative to state that the aim of this study is not to
establish a direct one-to-one causal relationship between
precipitation and temperature. As stated by Isaac and Stuart
(1992) “temperature-precipitation relationship does not pro-
vide strong evidence for any cause and effect. Certainly, sta-
bility indices, pressure, upper airflow, and temperature-dew
point spreads are more directly related to precipitation-
formation mechanisms.” However, temperature is one of the
most well-recorded and well-studied climate variables, where-
as our capability to predict precipitation is limited due to the
complex interactions between multiple factors. Therefore,
characterizing the covariability between precipitation and
temperature can improve our understanding of precipitation
behaviour as well as the joint impact of the two variables.

4.1 The dependency of total annual precipitation
on mean temperature

The annual temperature series are normally distributed,
whereas precipitation is described by Gamma and Weibull
distributions in all ecozones. Table 3 shows the average rank
correlation between temperature and precipitation in all zones
at the annual time scale. Statistically significant Kendall’s rank
coefficient values at a significance level of 5% are found in
seven zones. Except Zone 9 and Zone 10 (Boreal Plains and
Prairies) that exhibit negative correlations, the temperature is
positively correlated with precipitation in other parts of
Canada. The strongest positive relationship is observed
around Hudson Bay, specifically in southern Arctic and
Taiga shield ecozones with τ = 0.28 and 0.26, respectively.
Relatively stronger positive correlations in northern zones
follow the trends reported by Bush and Lemmen (2019) and
Environment Canada (2014) of northern Canada getting
warmer and wetter at an increasingly higher rate compared
with the global average. Copulas for each zone were selected
according to the AICc model selection criteria and the
goodness-of-fit was evaluated as described in Section 3.1.
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The dependence structure of the two variables is shown for
the southern Arctic (based on the Joe copula) and the Prairies
(based on the R270 Clayton copula) with contrasting joint
behaviour. The model shows upper tail dependency in the
southern Arctic indicating that higher values of temperature
tend to correlate with higher precipitation values. The copula
density shows a peak at a temperature near − 16 °C and pre-
cipitation ~ 350 mm year−1. The stations in this zone are not
ideally representative of the climate regime of the entire
ecozone as they are located on the northern edge resulting in
a slight cold bias. Bintanja and Selten (2014) discussed how
precipitation in the Arctic region is driven primarily by “local
surface evaporation” thus establishing the direct impact of the
Arctic warming on precipitation amounts. Positive correla-
tions and dependency in the upper tails (extremes) between
temperature and precipitation suggest that rising temperature
could intensify precipitation due to increased evaporation. For
the Prairies, the copula peak is observed at a temperature of
3 °C and around 500 mm year−1 precipitation. There is the
presence of higher dependency for low temperatures and high
precipitation, which diminishes as the temperature gets warm-
er (Fig. 2).

4.2 Seasonal dependency

The northern and southern Arctic zones are the only two
zones that maintain a positive correlation between temper-
ature and precipitation throughout the four seasons indi-
cating that the northern regions tend to get wetter with
rising temperatures (Fig. 3). Zones 9 and 10 (i.e. Boreal
Plains and Canadian Prairies) maintain negative correla-
tions throughout all seasons that reflect hot and dry

conditions prevalent in the region. More zones exhibit
significant correlations in summer than in any other sea-
son, whereas the magnitude of the correlation is highest in
spring and fall, reaching below − 0.4 for the Prairies and
the Boreal Plains, respectively. Correlations are negligible
in winter with only the Boreal Plain exhibiting statistical
significance.

Each copula is selected from a pool of candidate models
according to the minimum AICc score and then evaluated
using the goodness-of-fit test. Copulas selected for each sea-
son passed the goodness-of-fit test at a significance level of
5%with p values ranging from 0.44 in winter to 0.72 in spring
providing strong evidence that the empirical data follow the
selected parametric copula (p value = 1 indicates a perfect
match). The dependence structure in the Boreal Plains is quite
similar in all seasons except in summer (Fig. 4). The accumu-
lated precipitation is highest in the summer with the peak
copula density at a temperature of 13 °C and 175mm season−1

of rain. In all other seasons, the precipitation peak drops below
150 mm season−1 with the lowest amount in winter at under
100 mm season−1. In summer, the dependency between high
temperature and low precipitation is evident in the lower tail
indicating that hotter summers tend to receive lower than
average precipitation. This corresponds to the prevalence of
hot and dry conditions, which might exacerbate conditions
that can lead to frequent droughts in the region. However,
Stewart et al. (2012) showed that drought conditions are not
only the result of hot and dry conditions but in fact, cold and
dry conditions are common during droughts. They identified
15-month long cold-dry periods using the Standardized
Precipitation Index, which occurred during droughts and
mostly in late spring. The findings by Stewart et al. (2012)

Table 3 Kendall’s rank correlation coefficients for 15 ecozones at an annual timescale. The p values marked with asterisks show statistically significant
correlations at a 5% significance level

Zone Kendall’s rank correlation coefficient p value (5% Significance Level) Number of stations

1 – Arctic Cordillera NA NA NA

2 – Northern Arctic 0.11 0.23 2

3 – Southern Arctic 0.28 0.00* 3

4 – Taiga Plains 0.19 0.02* 2

5 – Taiga Shield 0.26 0.00* 3

6 – Boreal Shield 0.09 0.47 14

7 – Atlantic Maritime 0.22 0.01* 13

8 – Mixedwood Plains 0.05 0.88 12

9 – Boreal Plains −0.18 0.04* 9

10 – Prairies −0.23 0.00* 16

11 – Taiga Cordillera NA NA NA

12 – Boreal Cordillera 0.15 0.08 1

13 – Pacific Maritime 0.09 0.71 12

14 – Montane Cordillera 0.06 0.79 19

15 – Hudson Plains 0.17 0.05* 1
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are reflected in this study with winter receiving the lowest
amount of precipitation.

4.3 Monthly dependency

The northern and southern Arctic zones (Zones 2 and 3)
show significantly strong positive correlations from
October to March, whereas the Boreal Plains and
Prairie zones (9 and 10) show significant negative

correlations throughout the year, peaking around the
months of August to November (Fig. 5). In western
zones, including the Pacific Maritime and Montane
Cordillera, the dependence shifts from significantly pos-
itive in November to February to significantly negative
in June to August and September. The majority of the
copulas selected for these cases are the ones that exhibit
both lower and upper tail dependence (2-parameter
copulas) indicating correlation in extremes. Strong

Fig. 2 a and b Joe copula and
R270 Clayton copula used to
characterize the joint behaviour of
temperature and precipitation in
the southern Arctic and Prairies
zones, respectively from 1950 to
2010. Red and grey points are the
observed and simulated data
overlaid with contour lines of the
copula CDFs. The marginal
distributions on the top
(temperature-normal distribution)
and on the right (precipitation–
gamma distribution) follow the
same colour scheme (red for ob-
servation and grey for copula
simulations)
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concordance (i.e. positive dependence) in winter months
suggests a wetting and warming trend, whereas the
discordance in summer months hints towards hotter
and drier conditions as temperatures rise. This is
consistent with Merritt et al. (2006) who reported that
winter temperatures are expected to rise by 1.5°–4.0 °C

with a corresponding 5–20% increase in precipitation by
the 2050s. Zhang et al. (2000) reported similar findings
with a significant increase in precipitation in all four
seasons. They reported increases in snowfall due to in-
creased winter precipitation, which can lead to larger
deposits of snow and increases in the magnitude of late

Fig. 4 Copulas selected for the
Boreal Plains zone in each season
for 1950–2010 based on 9 sta-
tions in the zone. Circles and tri-
angles represent copula simula-
tions and observed data, respec-
tively. The colour coding repre-
sents the joint quantiles of tem-
perature and precipitation

Fig. 3 Kendall’s rank coefficients
across all zones in each season
analyzed for 1950–2010. The red
asterisk signifies statistically
significant correlations at a level
of 5%
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winter–early spring flooding. This effect can be restrict-
ed to higher elevations as other studies have reported
overall reductions in snow water equivalent in western
Canada (Najafi et al. 2017b).

4.4 Non-stationary dependence structure

The Mann-Kendall trend test analysis is performed on
the pre-whitened (if the significant serial correlation is
found at a 5% significance level) temperature and pre-
cipitation data. Significant temperature trends are found
in all zones except for Zone 14 (Montane Cordillera),
whereas precipitation trends are statistically insignificant
in all zones except for Zone 12 (Boreal Cordillera)
(Table 4).

The non-stationary approach is applied at the seasonal
time scale for each zone. The common observation among
all zones and seasons is the warming trend over the last

century. Copula peak densities (i.e. the mode of the joint
probability density function for each 50-year moving win-
dow) have shifted to the right on the temperature axis in
every case while precipitation shows variations among
zones and seasons. Here, we present the results of summer
and winter seasons for the Mixed Wood Plains (Zone 8)
and Boreal Plains (Zone 9). Results for other zones have
been added in the supplementary material (Supplementary
Figs. 1-6).

Figure 6 shows the peak of the joint distribution for
each moving window, which depicts the most probable
joint event within the corresponding time period. Results
of Zone 8 (i.e. Mixed Wood Plains) show that the region
has been getting warmer and wetter in the summer over
the last century. Whereas temperature shows an approxi-
mate increase of 4% from the first to the last time win-
dow, precipitation shows an increase of almost 8% in the
same period. In winter, temperature increases are higher

Fig. 5 Kendall’s rank correlation
coefficient (colour scale) and the
corresponding copula (symbol)
selected for monthly aggregated
data across all zones

Table 4 p values of the Mann-Kendall trend test for temperature and precipitation. Values with asterisk symbol represent statistically significant trends
at 5% significance level

Zone Temperature trend
(°C/108 years)

P value of
temperature trend

Precipitation trend
(mm/108 years)

P value of
precipitation trend

6 – Boreal Shield 1.6 0.000* 4.9 0.055

7 – Atlantic Maritime 1.2 0.000* 5.8 0.066

8 – Mixedwood Plains 1.9 0.000* 5.3 0.118

9 – Boreal Plains 1.7 0.000* 0.6 0.398

10 – Prairies 1.9 0.001* −1.2 0.740

12 – Boreal Cordillera 1.3 0.019* 8.2 0.019*

13 – Pacific Maritime 1.7 0.000* 4.0 0.275

14 – Montane Cordillera 0.9 0.445 0.9 0.056
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compared with the ones in the summer, close to 7%, but
precipitation amounts show a steep increase in the 1980s
before returning to almost the same levels of the initial
window by 2017. Although as discussed previously, Zone
8 does not show significant evidence of dependence be-
tween temperature and precipitation, the “warmer and
wetter” trend in summer is in line with the joint behaviour
observed in almost all other zones. The same was reported
by Zhang et al. (2000) who observed that the joint 66th
quantiles of temperature and precipitation have been
growing larger in southern Canada indicating an increase
in wetter and warmer conditions.

Zone 9 (i.e. Boreal Plain) shows a decline in precipitation
levels with increasing temperatures in the latter half of the last
century. This is similar to the findings of the seasonal analysis
of the 1950–2010 period that showed a strong negative de-
pendence between temperature and precipitation in all seasons
particularly in summer.

4.5 CC scaling curves

The scaling rates of extreme precipitation mostly deviate from
the theoretical value of 6.8% °C−1. Most regions show lower
scaling rates (i.e. sub-CC) except in the north (Table 5). The
scaling rates are also proportional to the precipitation amounts
in almost all zones with the 95th quantile having the lowest
scaling rates in every zone and the 99.9th quantile showing the
highest rates (Fig. 7). This behaviour is consistent with the
results obtained in previous studies (Hardwick Jones et al.
2010; Panthou et al. 2014; Singleton and Toumi 2013;
Utsumi et al. 2011). One of the reasons that sub-CC scaling
rates are observed is because precipitation is analyzed at a
daily temporal scale while previous studies have shown that
the CC scaling rates decline as the temporal scale increases
from sub-daily to daily. For example, in a multi-time scale
study over Quebec, Panthou et al. (2014) reported that as the
temporal scale of precipitation increases from shorter to longer

Fig. 6 Results of non-stationary copula analysis in Zone 8 (Mixed Wood
Plains) and Zone 9 (Boreal Plains). The scatterplot shows the peak density
(i.e. the most probable joint occurrence of temperature and precipitation)

at each 50-year moving window from 1900 to 1959 (the first window) to
1968–2017 (the last window). Precipitation is plotted along the Y-axis
and temperature along the X-axis in each figure
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durations, the CC scaling rate would decline. Hardwick Jones
et al. (2010) provide another insight into the phenomenon that
as the air temperature increases beyond 26 °C, there is a re-
duction in relative humidity in the air. They argue that even
though the moisture-holding capacity of the air would theo-
retically increase with increasing temperature, the amount of
moisture available to the air would decline at high tempera-
tures thus causing a decline in extreme precipitation. Super-
CC scaling rates (i.e. scaling rates over 6.8%) are observed in
the northern regions consistent with Utsumi et al. (2011) who
found increases in the global observed extreme precipitation

only at high latitudes (> 55°N). To better understand the spa-
tial variability of the scaling rates, a station by station analysis
was also performed using similar procedure applied for each
zone (Figs. S7-S9). The results show spatial heterogeneity of
the scaling rates and sensitivity to the spatial scale. For exam-
ple, one of the highest scaling rates (close to + 16%) is found
at a site on the western coast but the scaling rate calculated
over the zone in which that site lies is very low, showing the
smoothing effect of other stations on extreme scaling rates of
that particular site. The at-site CC ratios range between slight-
ly negative rates (mostly in southwestern regions) to

Fig. 7 CC scaling curves for
extreme precipitation and
temperature. Grey dotted line
corresponds to the theoretical
scaling rate of 7.3% °C−1 at 0 °C.
Blue, red and green lines
represent the 95th, 99th and
99.9th quantiles of precipitation,
respectively
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approximately + 16%. For each extreme quantile of precipita-
tion, there were at least 30 stations with values more than the
theoretical scaling rate indicating larger increases in extreme
precipitation with rising temperature compared with CC esti-
mates. For other stations, although the scaling ratio is below
the theoretical value, they still point to increases in intense
precipitation rates in a warmer climate.

5 Conclusion

This study characterizes the dependence structure between tem-
perature and precipitation over Canada using copulas. The anal-
yses are conducted over 15 terrestrial ecozones to represent the
spatial patterns of the corresponding covariabilities at the annual,
seasonal and monthly temporal scales. AHCCD station data are
first spatially and then temporally aggregated within each
ecozone of Canada to the respective timescales. The Kendall’s
rank correlations are calculated and if significant correlations (at
5% significance level) are found, then the non-linear dependency
is analyzed using copulas. Further, this procedure is adapted into
a moving window copula analysis over long-term historical re-
cords dating back to 1910 to reveal the joint trends between
temperature and precipitation. CC scaling curves are built for
all zones to find evidence of changes in precipitation that might
have occurred due to the gradual rise in temperature over the past
decades.

The northern regions show relatively strong positive corre-
lations between temperature and precipitation. In addition,

they show upper tail dependencies indicating that warmer pe-
riods tend to correlate with wetter periods in these regions.
The Canadian Prairies, however, show strong negative depen-
dencies between the two variables, with strong evidence of tail
dependence between hot and dry conditions. Themovingwin-
dow analysis shows that while temperature trends are signifi-
cant throughout southern Canada from 1910 to 2017, precip-
itation trends are spatially varied. Temperature increases are
highest in the Boreal Plains and Prairies accompanied with
negligible changes in precipitation in the Boreal Plains and a
non-significant decrease in the Prairies. The consensus is that
most regions tend to become warmer and wetter except for the
zones in the Canadian Prairies, which show warmer and drier
conditions. This is in line with the findings of stationary cop-
ulas. Southeastern Canada and zones around east and west of
Hudson Bay show no significant dependencies between tem-
perature and precipitation. In addition, extreme precipitation is
studied with respect to temperature changes using the
Clausius-Clapeyron scaling relationship. Large deviations
from theoretical values are observed in all regions with
super-CC scaling rates in the north and sub-CC scaling rates
in most of the south, particularly the west coast where nega-
tive scaling rates were also observed. The study is limited by
the number of observation records, especially in the northern
regions of Canada. A potential future work would be extend
this analysis to the whole spatial domain by incorporating data
from reanalysis products and satellite based datasets.

This study shows the non-linear relationships exhibited by
temperature and precipitation across Canada. The findings
here can help better understand the effects of these two vari-
ables that result in compound scenarios such as the prevalence
of warm-wet and hot-dry conditions.
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Appendix

CDF functions of some widely used copulas are provided in
the following equations (Genest 1987; Joe 2014; Nelsen
2006). In all equations, u and v are the probability integral
transforms of variables X and Y, θ and δ are the copula param-
eters and τ is the Kendall’s rank correlation coefficient be-
tween X and Y variables.

Clayton Copula:

C u; vð Þ ¼ u−θ þ v−θ−1
� �−1

θ

�
ð9Þ

Table 5 Scaling rates for extreme precipitation over Canadian ecozones

Quantile Zone Scaling (% ° C−1) Zone Scaling (% ° C−1)

95th 2 8.8 8 3.0

99th 11.0 3.2

99.9th 12.7 3.8

95th 3 7.6 9 2.6

99th 8.8 3.2

99.9th 10.0 3.7

95th 4 5.1 10 3.0

99th 6.1 3.7

99.9th 8.8 3.8

95th 5 3.0 13 −2.0
99th 3.4 0.2

99.9th 3.7 1.7

95th 6 1.6 14 0.8

99th 1.8 1.0

99.9th 2.8 1.6

95th 7 4.2 15 8.2

99th 4.6 8.3

99.9th 4.7 8.9
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τ ¼ θ= θþ 2ð Þ ð10Þ

Gumbel Copula:

C u; vð Þ ¼ exp − −log uð Þð Þθ þ −log vð Þð Þθ
h i1

θ

	 

ð11Þ

τ ¼ 1−θ−1 ð12Þ

Joe Copula:

C u; vð Þ ¼ 1− 1−u½ �θ þ 1−v½ �θ− 1−u½ �θ 1−v½ �θ
� �1

θ ð13Þ

τ ¼ 1þ 2 2−θð Þ−1 digamma 2ð Þ−digamma 2=θþ 1ð Þ½ � ð14Þ

Frank Copula:

C u; vð Þ ¼ −θ−1log 1þ e−θu−1
� �

e−θv−1
� �

e−θ−1ð Þ
	 


ð15Þ

τ ¼ 1þ 4θ−1 D1 θð Þ−1½ � ð16Þ

Dk xð Þ ¼ kx−k ∫x0t
k et−1ð Þ−1dt ð17Þ

BB1 Copula:

C u; vð Þ ¼ 1þ u−θ−1
� �δ þ v−θ−1

� �δh i1=δ

	 
1=θ

ð18Þ

τ ¼ 1−2= δ θþ 2ð Þ½ � ð19Þ

BB6 Copula:

C u; vð Þ ¼ 1−
�
1−exp

n
−
h
−log 1−u−θ

� �� �δ

þ −log 1−v−θ
� �δi1=δo� �1=θ

ð20Þ

BB7 Copula:

C u; vð Þ ¼ 1− 1− 1−u−θ
� �−δ

1−v−θ
� �−δ−1h i−1=δ	 
1=θ

ð21Þ

BB8 Copula:

C u; vð Þ ¼
1− 1−ω−1 1− 1−δuð Þθ

h i
1− 1−δvð Þθ
h i� �1

θ

δ
ð22Þ

ω ¼ 1− 1−δð Þθ ð23Þ

The densities of the rotated copulas are defined as:
Rotated-90 copula:

C90 u; vð Þ ¼ C 1−u; vð Þ ð24Þ

Rotated-180 copula or Survival Copula:

C180 u; vð Þ ¼ C 1−u; 1−vð Þ ð25Þ

Rotated-270 copula:

C270 u; vð Þ ¼ C v; 1−uð Þ ð26Þ
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