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Abstract A new closure and a modified detrainment for the
simplified Arakawa–Schubert (SAS) cumulus parameterization
scheme are proposed. In the modified convective scheme which
is named as King Abdulaziz University (KAU) scheme, the
closure depends on both the buoyancy force and the environ-
ment mean relative humidity. A lateral entrainment rate varying
with environment relative humidity is proposed and tends to
suppress convection in a dry atmosphere. The detrainment rate
also varies with environment relative humidity. The KAU
scheme has been tested in a single column model (SCM) and
implemented in a coupled global climate model (CGCM).
Increased coupling between environment and clouds in the
KAU scheme results in improved sensitivity of the depth and
strength of convection to environmental humidity compared to
the original SAS scheme. The new scheme improves precipita-
tion simulation with better representations of moisture and tem-
perature especially during suppressed convection periods. The
KAU scheme implemented in the Seoul National University
(SNU) CGCM shows improved precipitation over the tropics.
The simulated precipitation pattern over the Arabian Peninsula
and Northeast African region is also improved.

1 Introduction

The simulated climate (Wu et al. 2008; Kim and Kang 2008)
is strongly dependent on the representation of deep convection

and its detailed implementation (Kang and Hong 2008) in
global climate models (GCMs). A convective parameteriza-
tion generally consists of the following three components: (1)
cloud model: to explicate the effect of convection on the en-
vironment, (2) closure: to determine the intensity of convec-
tion, and (3) triggering: to determine when to activate the
convection scheme (Emanuel et al. 1994). Most convective
schemes in current GCMs use the mass flux formulation be-
cause of its physical basis and internally consistent treatment
of cloud-associated physical processes..

The closure in convection parameterization is a fundamental
but still a controversial problem as reviewed in Yano et al.
(2013b). Various approaches have been presented to improve
the convection closure, and simulated precipitation is quite sen-
sitive to their details (Neggers et al. 2004; Bechtold et al. 2014;
Yang et al. 2014). Convective available potential energy
(CAPE) is commonly considered as an important variable con-
trolling convection (Nordeng 1995; Bechtold et al. 2001) and is
used in many current deep convection schemes (Arakawa and
Schubert 1974; Moorthi and Suarez 1992; Zhang and
Mcfarlane 1995; Zhang 2002). However, observations (e.g.,
Barkidija and Fuchs 2013) and cloud-resolving models (e.g.,
Yang et al. 2014) show that rainfall and cloud base mass flux
has almost no correlation with CAPE. On the other hand, pre-
cipitation rate is well correlated with moisture in observations
(Barkidija and Fuchs 2013). Moisture-based closure (Kuo
1974) has been criticized because of its causality problem
(Emanuel et al. 1994). Derbyshire et al. (2004) compared the
relationship between environmental humidity and convection
in single-column models with convection schemes to that in
cloud-resolving models. They concluded that the sensitivity
of most schemes to environmental humidity is too low com-
pared to cloud-resolving models. Convection schemes that are
more sensitive to environmental relative humidity have been
proposed and show improvements in global precipitation
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patterns (e.g., Zhang and Mu 2005; Bechtold et al. 2008;
Chikira and Sugiyama 2010; Kim and Kang 2011).

The aim of the current study is to improve the simplified
relaxed Arakawa–Schubert (SAS) mass flux convection
scheme (Numaguti et al. 1995) by including the effect of en-
vironmental relative humidity. The modified closure depends
on the buoyancy force and is controlled by the relative humid-
ity of the surrounding environment. The cloud base mass flux
represents the convection intensity and is driven by both cloud
and environment properties. The cloud base mass flux is gen-
erated and intensifies according to the integral of buoyancy
force (CAPE) between cloud base and cloud top and is con-
trolled bymean environment relative humidity (Bechtold et al.
2008; Chikira and Sugiyama 2010). The simple representation
of cloud fraction in the cloud base mass flux and use of mois-
ture threshold improves the simulation of the different con-
vection stages. Higher tops and stronger mass fluxmagnitudes
occur when the column is more humid. During dry conditions,
an updraft parcel easily loses its buoyancy by entraining dry
environment air, inhibiting deep convection, consistent with
observations and cloud-resolving models (Derbyshire et al.
2004; Kuang and Bretherton 2006). In addition, modifying
the detrainment at cloud tops by its environment relative hu-
midity eradicates the problem of excessive moistening of up-
per atmospheric layers.

The paper is structured as follows. Section 2 describes the
formulation of the modified SAS scheme. Section 3 discusses
the models, experiment design, and observational datasets. In
Sect. 4.1, the modified scheme is tested in an idealized single-
column model and compared with the original SAS scheme
and observation. In Sect. 4.2, the modified scheme is imple-
mented in a coupled GCM for the seasonal prediction of the 5-
month season of November-December-January-February-
March (NDJFM) for the years 1996, 1997, and 1998.
Summary and conclusions are given in Sect. 5.

2 Description of the modifications

The primary equations relating the interaction between cumuli
and the large-scale environment variables follow the original
Arakawa–Schubert scheme and the simplifications described
in Numaguti et al. (1995). An ensemble of cumulus cloud
types are assumed to have same cloud base but distinct cloud
tops characterized by different entrainment rates. Each cloud
entrains mass from the environment up to the cloud top, where
the entire mass detrains. Each cloud is completely described
by the mass flux at its base and the entrainment rate. The
following two modifications are proposed to the simplified
Arakawa–Schubert scheme.

First, to improve the mass flux intensity, a new closure is
proposed that integrates the equation for the vertical motion of
each cloud subensemble from cloud base to cloud top,

assuming the updraft vertical velocity at the cloud top is zero.
According to Simpson and Wiggert (1969) and Gregory
(2001), the updraft vertical velocity equation is:

1

2

∂
∂Z

W2
u ¼ αB−βεW2

u; ð1Þ

where α and β are dimensionless constants and Z is height.
Wu and B are the updraft velocity and the buoyancy of the
cloud air parcel, respectively. The buoyancy BB^ of the cloud
parcel is defined by:

B ¼
g θvu −θv
� �

θv
−g lc þ PcÞð ; ð2Þ

where θvu and θv are the virtual potential temperatures inside
the cloud and its grid mean environmental value, respectively,
and g is the gravitational constant. The term (lc+Pc) is
expressed as the summation of the mass of cloud water and
rain water (this represents the drag of hydrometeors). Gregory
(2001) suggested a fractional entrainment rate Bε^ based on
budgets of cumulus vertical velocity

ε ¼ Cεαg

W2
u

B; ð3Þ

where Cε is a dimensionless constant parameter ranging from
0 to 1 and is the conversion factor for the kinetic energy
generated by buoyancy to entrained air. Using a simple depen-
dency of Cε on environmental humidity from Kim and Kang
(2011), we can define Cε, as follows:

Cε ¼ 1

RHT
−1

� �
� qTs

qBs
;

where qTS is the environmental saturated specific humidity at the

cloud top, qBS is the saturation-specific humidity at the cloud base
level, and RHT is the environmental relative humidity at the
cloud top level for every subensemble. During cloudy condi-
tions, the entrainment rate decreases as the cloud top level in-
creases, increasing the depth of the cloud. In a drier environment,
the entrainment rate increases near the cloud base level, which
suppresses convection and decreases the depth of the cloud.

Integrating Eq. (1) from cloud base to cloud top using
Eq. (3), and assuming that at the cloud top, Wut is 0, gives:

W2
ub ¼

Z zt

zb

1−Cεgβð Þ2αBdz ; ð4Þ

where Wub is the updraft velocity of the cloud base. Using the
relation between updraft vertical velocity and cumulus mass
flux M=ρ ac Wub, (4) becomes:

Mcb ¼ ρac α
Z zt

zb

1−Cε gβð Þ2Bdz
�� �1=2

; ð5Þ
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where ρ is the air density and ac is the cloud fraction defined
as:

ac ¼ 1−
RHm−RH1

1−RH1
; ð6Þ

where RHm is themean environment relative humidity, and RH1

is a critical relative humidity, known as cloud threshold. Cloud
thresholds have been widely used in convective parameteriza-
tion schemes to suppress convection (Moorthi and Suarez 1992;
Zhang and Mu 2005) in drier environments. Following many
sensitivity tests, the default RH1 value used in this study is 70%.
If RH1 <70 %, the cloud fraction is assumed to be 0.

The new cloud base mass flux (convection intensity) is
driven by both cloud and environment properties as follows:

1. CAPE is positive to trigger convection and intensifies by
the generated CAPE between cloud base and cloud top.

2. Cloud base mass flux is a function of ac which represents
the cloud environment moistening using threshold value
70 % for mean environment relative humidity between
cloud base of the deepest subensemble and its top.
Convection is suppressed when the boundary layer is
too dry. On the other hand, the convective cloud deepens
when sufficient moisture is available.

3. Cloud basemass flux decays by entrainment, a function of
buoyancy force at different levels in the atmosphere. In
addition, the entrainment rate increases as environment
relative humidity decreases to suppress deep convection.

Second, the detrainment at cloud top has also been modi-
fied by its environment relative humidity to overcome the
problem of excessive moistening of the upper atmospheric
layers. A number of studies show the sensitivity of detrain-
ment to the relative humidity and stability of the free tropo-
sphere (e.g., Derbyshire et al. 2011; Böing et al. 2012; De
Rooy et al. 2013). For instance, Böing et al. (2012) examined
the mechanisms that determine detrainment in deep cumulus
convection in a set of 90 high-resolution large-eddy simula-
tions. They found that detrainment impacts cloud top height
and precipitation rates, and depends strongly on the relative
humidity and stability of the free troposphere. Here, the de-
trainment factor (D) in themodified SAS scheme also depends
on the moistening parameter Cε, which also appears in the

expression for the entrainment. The modified detrainment D
0

is

D
0

¼ CεD

The modified detrainment decreases when qTs
qBs

decreases and as

cloud top level increases to overcome the problem ofmoistening

the upper levels associated with SAS scheme. D
0
increases in

drier environment, which increases the moistening in the upper
layers.

3 The model and experiment design

3.1 The model

The Seoul National University coupled global climate model
(SNU CGCM) is used here to perform the seasonal simula-
tions described in Sect. 4.2 The SNU CGCM consists of the
SNU AGCM coupled with the Geophysical Fluid Dynamics
Laboratory (GFDL) ocean model MOM2.2. The SNUCGCM
includes the simplified version of relaxed Arakawa–Schubert
scheme for deep convection (Numaguti et al. 1995), a large-
scale condensation scheme with a prognostic microphysics
parameterization of total cloud liquid water (Le Treut and Li
1991) and the non-precipitating shallow convection scheme of
Tiedtke (1984). The CGCM also involves the land surface
model by Bonan (1996), a non-local PBL/vertical diffusion
scheme by Holtslag and Boville (1993) and atmospheric radi-
ation parameterized as in Nakajima et al. (1995). The ocean
model, MOM2.2 has 32 vertical levels with 23 levels in the
upper 450 m. A mixed layer model (Noh and Kim 1999) is
embedded within the ocean model. Further details can be
found in Lee et al. (2003) and Kug et al. (2007).

A single column version of the SNU AGCM is used to test
the new King Abdulaziz University (KAU) convection
scheme. The single-column model (SCM) framework is an
important tool for investigating and developing parameteriza-
tion schemes (Randall et al. 1996). Although the SCM is in-
sufficient for understanding all of the impacts of a convection
scheme on model simulation, it does characterize the perfor-
mance of the scheme in different convective situations.

3.2 Experiment design

Before introducing a new parameterization into the full model
and assessing its impact on either forecasting performance or
climate modeling, it is desirable to understand its working in
the SCM framework. Here, the SCM is used in two experi-
ments. In the first experiment, the standard SAS cumulus con-
vection scheme (CTL) is used, and in the second experiment,
the SCM uses the new KAU scheme (MOD).

We compare the two convection schemes (CTL andMOD)
in the SCM framework using data from the Tropical Ocean
and Atmosphere Coupled Ocean Atmosphere Response
Experiment (TOGA COARE, Webster and Lukas 1992).
The TOGA COARE is a special observation program for
tropical convection, and the data represents an average over
the TOGACOARE intensive flux array, a region of about 400
by 250 km with lat/lon ranges of 2° S–4° S and 155° E–158°
E. The initial conditions and forcing data are obtained from
the TOGA COARE and the Global Energy and Water Cycle
Experiment (GEWEX) Cloud System Study (GCSS). The aim
of the GCSS project is to support the development of im-
proved parameterization schemes related to cloud processes
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for large-scale models (Randall et al. 2000). The SCM exper-
imentation setup described here is similar to the one in Kim
and Kang (2011).

4 Performance of modified (KAU) scheme

Before a detailed comparison of the CTL and MOD (KAU)
schemes, we summarize the problem of the standard convec-
tion scheme in the SNU GCM as discussed in Kim and Kang
(2011). Kim and Kang (2011) compared time-averaged, ver-
tical profiles of relative humidity from the 40-year European
Center for Medium Range Weather Forecast (ECMWF) re-
analysis and from a 10-year (1999–2008) atmospheric model
intercomparison project (AMIP) type simulation of the SNU
AGCM, over deep tropics and also over the TOGA COARE
region. Area-averaged relative humidity over both regions
showed similar biases (dryness from mid to lower tropo-
sphere). They attributed this bias to the model convection
scheme (SAS), in particular to its poor sensitivity to environ-
mental relative humidity. The present study differs from Kim
and Kang (2011), considering multiple cloud types as in the
original Arakawa–Schubert scheme (Arakawa and Schubert
1974), while Kim and Kang (2011) used bulk mass flux
(Tiedtke 1989).

4.1 Single-column model results

4.1.1 Comparison of relative humidity and related
thermodynamics quantities

The sensitivity of the MOD (KAU) convection scheme to
moisture is compared to that of the CTL by focusing on pro-
files of relative humidity and temperature from two different
periods in the TOGA COARE data. Figure 1a, b shows the
humidity profile simulated by the CTL and MOD (KAU)
convection schemes during periods A and B. Period A (29
November–10 December 1992) shows slowly increasing pre-
cipitation, and period B (9 January–21 January 1993) shows
active, suppressed, and transition states of convection. First,
we discuss the vertical profile of relatively humidity without
the detrainment modification (purple curve: No Dtrn). Even
without the detrainment modification, there are improvements
in the vertical profile of humidity in lower and upper levels,
but the upper layers are toomoist, and the lower troposphere is
too dry (Fig. 1). To overcome this problem, we assume a
simple dependency of detrainment on environmental humidity
(Böing et al. 2012). Sensitivity runs with different values of
RHTwere used to find the value that gives the best simulation
of the environmental heating and moistening. The modified
detrainment produces relative humidity profiles that are closer
to the observations than BNo Dtrn^ or BCTL^. The

improvement in humidity profile is more pronounced during
period A (Fig. 1a) than during period B (Fig. 1b).

To investigate the effect of the modified detrainment on
temperature, the heating associated with different RHT values
and BNo Dtrn^ are calculated and shown in Fig. 2a, b. The
CTL temperature profile shows less bias than the MOD
(KAU) profile in the lower troposphere during period A
(Fig. 2a) but a greater bias in the middle and upper tropo-
sphere. TheMOD (KAU) and BNoDtrn^ temperature profiles
are quite close to each other during period A, except when
RHT = 80 % (Fig. 2a). During period B, bias in the CTL
temperature profile increases, while the MOD (KAU) temper-
ature profile shows more or less similar bias in its different
sensitivity simulations (Fig. 2b). Vertical profiles of tempera-
ture indicate that MOD reduces the temperature bias over all
atmosphere levels during the two periods. The simulations of
temperature and humidity profiles with smallest bias (OBS-
MOD) have an RHT value of 55 % as shown in Figs. 1 and 2.

To highlight the improvement, the difference of horizontal
time series of relative humidity simulated by theMOD (KAU)
scheme (for RHT = 55 %) and CTL scheme during two pe-
riods is shown in Fig. 3. The vertical profiles of relative hu-
midity simulated by the CTL and MOD schemes are also
shown. Figure 3b, e shows the relative humidity bias (dry
lower troposphere and wet upper troposphere) simulated by
the CTL scheme during periods A and B, respectively. For
instance, considering the mostly dry phase 1st December to
3rd 1992 during period A, the CTL scheme dries out the dry
layers, so the lower troposphere remains dry for the remainder
of period A (Fig. 3b). In contrast, the MOD (KAU) scheme
gradually moistens the lower troposphere after this dry phase
(Fig. 3a). The difference in the response for the similar envi-
ronmental conditions is due to the lack of moisture sensitivity
in the CTL scheme, which simulates deep convection and
completely dries out the lower troposphere in dry conditions.
This bias is reduced in MOD by including the sensitivity of
convection to environmental moisture conditions through
strengthening the interaction between environment and cloud
(Fig. 3c). The difference between MOD and CTL in period B
is presented in Fig. 3d, e. Although the difference between the
two schemes is not large, the bias of the MOD scheme is
relatively less than that of the CTL scheme (Fig. 3f).
Nevertheless, the results from period A which contains very
dry phases are convincing and show quite good improvement
in simulating the relative humidity.

We now focus on the updraft mass flux simulations of the
CTL and MOD (KAU) schemes. Figure 4 shows the updraft
mass flux, a proxy of convective activity, simulated by the
CTL and MOD during both periods. During period A, the
MOD mass flux weakens and gradually increases with the
moistening of the troposphere from 1 December 1992
(Fig. 4a). However, the mass flux simulated by CTL shows
quite high values even during the dry period, and quite strong
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mass flux is observed during the moistening period (Fig. 4b).
During period B, the mass flux simulated by MOD scheme
weakens during the suppressed period and intensifies with the
intensification of the convection cloud activity for the period
15 to 20 Jan. with maximum on 19 Jan. Thus, the MOD
scheme simulates well the moderate and deep updraft mass
fluxes in wet columns and the weak updraft mass fluxes in dry
conditions (Fig. 4c). The cloud mass flux in the CTL scheme
has a number of maximum values for different days, even

during the period of suppressed convection (Fig. 4d). This
behavior occurs because the CTL scheme assumes that all
kinds of cumulus clouds are characterized by buoyancy force
(Arakawa and Schubert 1974) and are relatively unaffected by
environmental conditions. Adequate sensitivity of convection
to environmental conditions is important for the development
of different convection stages in a convective scheme.

The difference between the cloud mass fluxes generated
by CTL and MOD arise basically from the differing cloud

Fig. 2 The vertical profile of temperature bias simulated by the CTL/SAS and MOD/KAU schemes for the sub periods A (a) and B (b) of TOGA
COARE IFA data. Different colors show different relative humidity threshold values used to control detrainment. Unit of temperature bias is (°C)

Fig. 1 The vertical profile of relative humidity as simulated by the CTL/SAS and MOD/KAU schemes for the subperiods A (a) and B (b) of TOGA
COARE IFA data. Different colors show different relative humidity threshold values used to control detrainment. Unit of relative humidity is (%)
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base mass flux definitions. Comparing the cloud base
mass flux distribution of both schemes with the observed
distribution of rainfall shows that the MOD scheme cloud
base mass flux is (not shown) moderately correlated (0.6)
with the observed precipitation distribution, while the cor-
relation of the CTL cloud mass base flux is poor (0.3).

The gradual increase of cloud top and strengthening of
mass flux is better simulated in the MOD scheme than
in the CTL scheme because the MOD cloud base mass
flux depends on both CAPE and mean column relative
humidity which define cloud fraction, while the CTL
scheme depends only on CAPE.

Fig. 3 The difference of horizontal time series of relative humidity as
simulated by the MOD (for RHT = 55 %) and CTL schemes, from the
observation. The vertical profiles of relative humidity as simulated by the

SAS and MOD schemes are also shown. Period A (left column) and
period B (right column). Unit of relative humidity is (%)

784 Yousef A. et al.



4.1.2 Improvement in precipitation

We now compare the CTL and MOD precipitation simula-
tions. Figure 5a shows the precipitation time series simulated
by the CTL andMOD convection schemes in the SCM frame-
work along with observations for the entire TOGA COARE
period. The SCM with the CTL and MOD schemes simulates
total precipitation relatively well. A Taylor diagram (Taylor
2001) is employed to compare the ability of CTL and MOD
schemes during the whole period (Fig. 5b). ATaylor diagram
shows how closely the simulated precipitation matches obser-
vation as measured by the correlation coefficient (CC; azi-
muthal angle), the ratio of standard deviations (radial dis-
tance), and root mean square (RMS) error (distance between
the observation and simulation points). Here, the 6-h precipi-
tation simulated by CTL and MOD schemes is represented by
a blue filled circle and a green asterisk, respectively. The stan-
dard deviation of the simulated precipitation is low compared
to the observation, suggesting that the spatial variance simu-
lated by the two schemes is smaller than observed. Overall,
the rainfall simulation of the MOD scheme is better than that

of the CTL scheme during the TOGA COARE period, having
higher CC and lower RMS error. The differences between the
two schemes are further illustrated using the two periods (A
and B) with differing states of convection.

Figure 6a, b shows a comparison of the observed and simulat-
ed precipitation from the CTL andMOD schemes during periods
A and B, respectively. The two schemes, CTL (blue) and MOD
(green), are quite good in simulating precipitation during the two
periods (Fig. 6). For instance, during period A, both schemes
simulate precipitation relatively well, and the CC of the CTL
and MOD schemes with observations is 0.50 and 0.47, respec-
tively. During period B, the CTL scheme simulates precipitation
during the active phasewell but does not performwell in the other
phases. In particular, the CTL scheme produces too much precip-
itation during the periods of Jan. 12–14 and Jan. 21–22 of period
B. In contrast, the MOD scheme captures the precipitation distri-
bution well in terms of both magnitude and pattern during all of
period B. The peaks during the transitional and active convection
are reproduced but slightly underestimated. The correlations of
the MOD and CTL schemes with the observations during period
B are 0.89 and 0.68, respectively.

Fig. 4 Time series for the updraft mass flux simulated by the CTL/SAS and MOD/KAU schemes a, b for period A and c, d for period B. Unit of mass
flux is kg m−2 s−1
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The comparatively good association of the MOD scheme-
simulated precipitation with observation could be due to the in-
duction of the moisture sensitivity. By formulating the entrain-
ment and detrainment in terms of cloud and environment vari-
ables in an appropriate manner, the MOD scheme allows interac-
tion between the cloud and environment in a more effective and
appropriate way, resulting in improved simulated precipitation.

4.2 Coupled global climate model seasonal prediction
results

The performance of the MOD/KAU convection scheme has
been examined for seasonal prediction using the SNU CGCM.
The initial conditions for the seasonal prediction experiments are
constructed by the nudging method, which drives the model

solution toward the observations. Temperature and salinity ob-
tained from the Global Ocean Data Assimilation System
(GODAS; Behringer and Xue 2004) reanalysis are nudged from
the surface to a depth of 500 m with a 5-day relaxation time
scale. The atmospheric data was obtained from the NCEP
reanalysis-II (Kanamitsu et al. 2002a). The model has a resolu-
tion of T106 L45 (triangular truncation at wave number T106 in
the horizontal and 45 terrain-following sigma layers in the verti-
cal). Six-month seasonal predictions starting in October of 1996,
1997, and 1998 are performed to compare the two convection
schemes. We discard the first forecast month and analyze the 5-
month season Nov.–March (NDJFM).

The zonal mean values of simulated NDJFM precipitation
for the three years 1996/1997, 1997/1998, and 1998/1999 are
shown in Fig. 7a–c. Figure 7a–c indicates that the mean GPCP

Fig. 5 a The time series of
observation (gray), SAS/CTL
(blue) and MOD/KAU (green)
and b the Taylor diagram for the
precipitation, dot (blue) and
asterisk (green) represents the
SAS and the KAU schemes. Time
series for the precipitation is
obtained from the whole 4months
TOGA COARE data (Nov. 1992
to Feb. 1993)
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rainfall (black curves) from November toMarch 1996/1997 and
1998/1999 have two maxima over the tropical domains, with
enhancement of rain over the southern part relative to the north-
ern part, except during 1997/1998 where a single peak is noted
(Picaut et al. 2002). Figure 7 reveals that the simulations from
the MOD/KAU (green) and CTL/SAS (blue) schemes capture
the two peaks quite well over the tropical area, as well as the two
over the middle latitudes. The KAU scheme simulates the zonal
features better than the CTL scheme during 1996/1997 (Fig. 7a),
by capturing the two peaks over the tropical domain with higher
amounts in the southern part. The CTL scheme shows similar
peaks north and south of the equator. In Fig. 7b, the KAU
scheme has one peak over the equator and similar zonal distri-
bution to that of GPCP with higher rainfall values, but CTL still
has the two peaks over the tropical domain. Figure 7c shows
approximately the same zonal distribution of KAU and CTL for
the year 1998/1999. Thus, an improvement is noticed in the
predicted distribution of precipitation using the KAU scheme
(slightly overestimated values).

Figure 8 highlights the effect of the KAU scheme on the
horizontal distribution of mean rainfall. The simulations with
CTL scheme (Fig. 8c, d) have a number of known deficiencies
such as the South Pacific Convergence Zone (SPCZ) isweak over

the western and central Pacific, shifted more northward, and it
appears as a double ITCZ in thewestern region and IndianOcean.
The simulations with KAU scheme (Fig. 8e, f) are able to capture
the prominent band-like structure in the observations, such as the
ITCZ and the SPCZ. For both years, the simulated precipitation is
too large over the western and central parts of the Pacific Ocean

Fig. 7 Zonal cross-section of precipitation averaged for the months
November–March for the years a 1996/1997 GPCP (black), SAS (blue),
and KAU (green), b the same as (a) but for 1997/1998, c the same as (a)
but for 1998/1999. Unit of precipitation is mm/day

Fig. 6 Time series for the precipitation obtained from the TOGA
COARE data (bars), and simulated by CTL/SAS (blue) and MOD/
KAU (green) convection schemes a for the first sub-period A and b the
same as (a) but for the second subperiod B. Unit of precipitation is mm/
day
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and too small over the eastern Indian Ocean; it is particularly high
over the western Indian Ocean. Thus, the main differences be-
tween the predicted precipitation from CTL and KAU schemes
are the strengthening of the SPCZ in the central tropical Pacific
and the enhancement of the ITCZ precipitation band in the west-
ern Indian Ocean (shifted slightly southward), with higher mag-
nitudes than the GPCP.

Over Saudi Arabia, heavy precipitation was observed dur-
ing 1997/1998 and dry conditions during 1998/1999. These
2 years provide contrasting assessment of the two convection
schemes (SAS and KAU) in a coupled GCM seasonal predic-
tion framework. Observations show high precipitation over
the northern part of the Arabian Gulf and extending over the
central and northeastern areas of Saudi Arabia in 1997/1998.
During 1998/1999, overall drying appears except in the north-
ern part of the Arabian Gulf. The KAU convection scheme

(Fig. 9c, d) predicted well the spatial distribution and magni-
tude of precipitation over the Arabian Peninsula and Northeast
Africa. The CTL scheme poorly predicted both distribution
and magnitude of the precipitation over the region (Fig. 9e, f).

5 Summary and conclusions

The aim of this study is to improve the simulation of deep
convection within climate models. Our main objective is to
assess the ability of the KAU scheme to handle suppressed

�Fig. 9 Horizontal distribution of precipitation over the Arabian
Peninsula averaged for the months of November–March of the years
1997/1998 and 1998/1999, for a, b observation, c, d the KAU scheme,
and (e, f) the SAS scheme

Fig. 8 Horizontal distribution of precipitation over the globe, averaged for the months of November–March of the years 1997/1998 and 1998/1999, for
a, b observation, c, d the SAS scheme, and (e, f) the KAU scheme. Unit of precipitation is mm/day
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and active convection clouds.We have implemented twomain
parameters to control the cloud base mass flux: the availability
of buoyancy force and the sufficient moisture in the cloud
column; and then depicted their effects on the convective de-
velopment. In addition, the detrainment at cloud tops is mod-
ified by its environmental relative humidity to remove the
problem of moistening of the upper atmosphere layers.

The modified convection scheme is evaluated in the SCM
framework by specifying the observed horizontal and vertical
advection of temperature and specific humidity as a forcing
from TOGA COARE data. We select two periods (A and B)
from TOGAwhich include suppressed and active convection
regimes and the transition between them. SCM results with
CTL (SAS) and MOD (KAU) convection schemes are com-
pared with observed variables. SAS shows a dry (wet) bias in
the lower (upper) troposphere. The KAU scheme provides a
better simulation of the updraft mass flux and relative humid-
ity compared to the SAS scheme. Single-column model pre-
cipitation is also improved with the KAU scheme. The impact
of modifications on seasonal predictions was examined for the
winter months (November to March) of 1996, 1997, and
1998. The prediction results obtained with KAU scheme
shows improvement in the distribution of precipitation
amounts over the tropical oceans and over the Arabian
Peninsula.

Our results suggest that a conventional convection scheme
is still able to simulate the observed relationship between con-
vection and environmental moisture by improving the convec-
tion scheme itself. One of the most important factors in
achieving this is the detrainment parameterization (currently
a poorly understood process), which heavily impacts cloud
top height and precipitation rates (Böing et al. 2012).
Impacts of the KAU scheme on long-term climate simulations
of different seasons will be examined in future work.
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