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Abstract An effective forecast of the drought definitely gives
lots of advantages in regard to the management of water re-
sources being used in agriculture, industry, and households
consumption. To introduce such a model applying simple data
inputs, in this study a regional drought forecast method on the
basis of artificial intelligence capabilities (artificial neural net-
works) and Standardized Precipitation Index (SPI in 3, 6, 9,
12, 18, and 24 monthly series) has been presented in Fars
Province of Iran. The precipitation data of 41 rain gauge sta-
tions were applied for computing SPI values. Besides, weather
signals including Multivariate ENSO Index (MEI), North
Atlantic Oscillation (NAO), Southern Oscillation Index
(SOI), NINO1+2, anomaly NINO1+2, NINO3, anomaly
NINO3, NINO4, anomaly NINO4, NINO3.4, and anomaly
NINO3.4 were also used as the predictor variables for SPI
time series forecast the next 12 months. Frequent testing and
validating steps were considered to obtain the best artificial
neural networks (ANNs) models. The forecasted values were
mapped in verification sector then they were compared with
the observed maps at the same dates. Results showed consid-
erable spatial and temporal relationships even among the maps
of different SPI time series. Also, the first 6 months forecasted
maps showed an average of 73 % agreements with the ob-
served ones. The most important finding and the strong point
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of this study was the fact that although drought forecast in
each station and time series was completely independent, the
relationships between spatial and temporal predictions
remained. This strong point mainly referred to frequent testing
and validating steps in order to explore the best drought fore-
cast models from plenty of produced ANNs models. Finally,
wherever the precipitation data are available, the practical ap-
plication of the presented method is possible.

1 Introduction

Drought is a phenomenon which occurs in every climate, and
its cost to natural and agricultural ecosystems as well as soci-
eties is enormous. Drought as a complicated recurrent natural
hazard and disaster (Paulo and Pereira 2007) appears slowly in
time (Cancelliere et al. 2007a, b) and gradually (Mishra and
Desai 2005a). Some drought features are its intensity, frequen-
cy, duration, spatial extent, and a creeping feature that threats
the water storages. Nowadays, governments and international
organizations focus their attention on the increasing threat of
water stress in most regions of the world (Tsakiris et al. 2013).
Therefore, developing a successful drought mitigation plan is
one of the first priorities for many researchers, scientist, deci-
sion makers, and managers.

Undoubtedly, in order to prevent or diminish huge costs of
drought, it must be managed. This approach should be follow-
ed based on an early warning system. Drought forecast is a
critical element in drought risk management (Ozger et al.
2012). According to the United Nations (UN) Strategy for
Disaster Reduction (ISDR), an early warning system involves
(a) monitoring and predicting components, (b) risk knowl-
edge, (c) disseminating information, and (d) response (Hao
et al. 2014). In spite of the importance of all these terms, it
seems that the drought forecast plays a key role for taking
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accurate mitigation strategies (Belayneh and Adamowski
2012; Belayneh et al. 2014) and developing an early warning
system. Though most factors that trigger droughts cannot be
prevented, accurate, relevant, and timely forecasts can be used
to mitigate their impacts (Masinde 2013). The importance of
drought forecasting is being heightened by the scarcity of
water occurring too frequently around the world in recent
years (Mo et al. 2009).

Different drought forecast approaches and procedures have
been followed and implemented. These contain a wide range
of methods such as implementation of geometric probability
distribution (Yevjevich 1967), run theory (Moradi et al. 2011,
Saldariaga and Yevjevich 1970; Sen 1976, 1977), alternating
renewal-reward model (Kendall and Dracup 1992), renewal
processes, using Markov chains (Jiang and Chen 2009;
Lohani and Loganathan 1997; Lohani et al. 1998; Ochola
and Kerkides 2003; Paulo and Pereira 2007; Sen 1990;
Steinemann 2003), stochastic time series models (Chung and
Salas 2000; Durdu 2010; Han et al. 2010; Mishra and Desai
2005a; Modarres 2007; Yurekli and Kurunc 2006), and artifi-
cial intelligence procedures particularly artificial neural net-
works (Bari Abarghouei et al. 2011; Barua et al. 2010;
Belayneh and Adamowski 2012; Chen et al. 2012; Dastorani
et al. 2010; Erol Keskin et al. 2011; Masinde 2013; Mishra
and Desai 2006; Morid et al. 2007; Ozger et al. 2012; Woli
et al. 2013). Other methods such as pattern recognition tech-
niques and physical based models have been pointed out by
Mishra and Desai (2005a).

Among all the various utilized drought forecast, methods
the artificial intelligence, particularly artificial neural networks
(ANNSs), because of their capabilities in forecasting precipita-
tion and drought even with their complications, have received
a great consideration and application (Chow and Cho 1997,
Cutore et al. 2009; Karmakar et al. 2008, 2009a, b; Long et al.
1997; Shrivastava et al. 2012; Singh and Borah 2013; Wu
et al. 2010). The outstanding ANNs forecast performance an-
nounced is due to its ability to overcome the nonlinear char-
acteristics of the natural systems.

Also, about the drought index, it should be mentioned that
selection of an integrated index for quantifying drought sever-
ity is a challenge for decision makers in developing water
resources and operation management policies (Karamouz
et al. 2009). However, for this purpose, many methods have
been proposed such as Palmer Drought Severity Index (PDSI,
Palmer 1965), Palmer Hydrological, Drought Severity Index
(PHDI, Van Rooy 1965), Reconnaissance Drought Index
(RDI, Tsakiris et al. 2007, 2008; Tsakiris and Vangelis
2005), and Standardized Precipitation Index (SPI, McKee
et al. 1993). Although many introduced indices have their
own advantages and disadvantages, SPI has been accepted
and applied as a simple and efficient method for quantifying
drought severities by many researches. The ability to produce
different SPI time series of precipitation values makes it
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possible to analyze different types of drought such as meteo-
rological, hydrological, and agricultural droughts. SPI is com-
parable in time and space (Guttman 1998; Hayes et al. 1999)
and can be calculated at different time scales to monitor
droughts with respect to different usable water resources
(Vicente-Serrano et al. 2010).

Although there are valuable researches to forecast drought
using artificial intelligences, few ones have considered the re-
gional pattern of the forecasted precipitation fluctuations or
droughts. The majorities of the announced and reported studies
have considered the rainfall anomalies or drought forecasting in
the scale of one or few synoptic or rain gauge stations. In fact,
the spatial and temporal relationships between the forecasted
data in different meteorological stations have not fully ana-
lyzed. Therefore, this study forecasts drought in 41 rain gauge
stations in Fars Province of Iran by using ANNs models and
SPI in different time scales including 3, 6, 9, 12, 18, and
24 months. Fars Province plays a crucial role in the agricultural
productions and food security of Iran. Thus, an efficient and
flexible drought forecast model which provides adequate time
to develop an applicable early warning approach is essential.

In order to promote the forecasting process, time series
of weather signals including Multivariate ENSO Index
(MEI), North Atlantic Oscillation (NAQO), Southern
Oscillation Index (SOI), NINO1+2, anomaly NINO1+2,
NINO3, anomaly NINO3, NINO4, anomaly NINO4,
NINO3.4, and anomaly NINO3.4 were implemented as
inputs of ANNs models alongside SPI time series. In or-
der to increase the reliability of the predictions and the
results of the model, the drought forecasting process in
each rain gauge stations and each time series of SPI
passed four main steps namely training, testing, valida-
tion, and verification sectors. During the first step, fre-
quent ANNs models were trained and then tested. Next,
the successful models of the previous step were validated
ten times in the third step and then the most successful
models were selected to be verified. Finally, the verifica-
tion sectors were analyzed in the spatial and temporal
relationships among the prediction maps and also com-
pared with the observed maps. Verification phases can
determine to what extent the models and produced maps
would be reliable.

Selecting desirable lag and lead times is fully flexible in the
presented procedure. In the current study, we selected
12 months ahead as the lead time. This time period gives
decision makers and specialists adequate time to schedule
water supply and demand particularly for irrigation activities.
The main output of this forecast involves 12 drought forecast-
ed maps (each map for each lead time) for each SPI time
series. Therefore, for all the SPI time series, 72 drought fore-
casting maps were generated. Finally, it should be said that the
presented method in this study can be easily implemented by
other researchers and scientists in different corners of the
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world to access a simple, affordable, flexible, and efficient
model in regard to drought forecast.

2 Material and methods
2.1 Study area

Fars Province of Iran with Shiraz as the center is located
in the central and southern parts of the country (Fig. 1).
Its climate is arid and semi-arid. Its area is about 122,
607 km?. It is located between (27° 03') and (31° 42')
the northern latitude and (50° 30’) and (55° 36’) the east-
ern longitude. Its average annual precipitation varies be-
tween 100 mm in the southern parts to more than 400 mm
in the northern parts (Soufi 2004). For many years, Fars
has had remarkable records in crop production, especially
wheat yield. Agriculture plays an important role in

Fig. 1 The location of Fars

production and supply of employment and food security
in Iran (Ahani et al. 2012). More than 10 % of total Iran
agricultural productions are produced in Fars Province;
therefore, it plays a crucial role in the country’s food
security. However, this province is seriously struggling
with droughts and the agricultural sector as one of the
most vulnerable parts has seriously suffered the frequent,
intensive, and long-term droughts particularly in recent
years. Besides other reasons that increase the vulnerability
of agricultural sectors to droughts such as climate changes
and global warming which cause an increasing trend of
temperature or evapotranspiration in Iran and certainly
Fars Province and surrounding areas (Ahani et al. 2012;
Kousari et al. 2013), perhaps one of the main causes is the
intensive withdrawal of ground water and consequently
falling the ground water tables during the past decades.
The falling of these valuable water storages decreases the
resistance of ecosystems for coping with droughts.
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2.2 Relevant data

Monthly time series of precipitation of 41 rain gauge stations in
Fars Province during 1970-2010 were considered to compute
the SPI time series. Figure 1 shows the spatial distribution of
these stations in the Fars Province. Moreover, Hammer et al.
(2001) stated that some types of drought prediction are possible
due to some of the year-to-year variations in climate are associ-
ated with that are coherent on a large scale and this has provided
a scientific basis for skillful prediction. They explained that the
most dramatic, most energetic, and best-defined pattern of inter-
annual variability is the global set of climatic anomalies referred
to as ENSO (El Nifo and the Southern Oscillation). ENSO is a
commonly used index to study the main features of climate
fluctuations (Meza 2005). Many researchers in different parts
of the world have investigated these time series to enhance their
predictions (Aherne et al. 2006; Anderson et al. 2001; Choi et al.
2011; Dezfuli et al. 2010; Farokhnia et al. 2011; Gelcer et al.
2013; Hammer et al. 2001; Jones et al. 2000; Mabaso et al.
2007; Ozger et al. 2009; Shrestha and Kostaschuk 2005;
Ubilava and Helmers 2013). Therefore, in this study besides
using SPI time series in different time scales, the time series of
weather signals including MEI (Wolter and Timlin 1998), NAO,
SOIL NINO1+2, ANOM NINO1+2, NINO3, ANOM NINO3,
NINO4, ANOM NINO4, NINO3.4, and ANOM NINO3.4
were obtained from the National Oceanic & Atmospheric
Administration, NOAA Research (http://www.estl.noaa.gov/
psd/data/climateindices/list/) and used.

2.3 SPI computation

SPI is computed when the frequency distribution of precipita-
tion is fitted on a particular probability density function and
then it is transformed to a standardized normal distribution.
The input data are the summation of precipitation values in
accordance with the desired time scale. For instance, in order
to provide the input data of three monthly SPI time series, each
value in special time (¢) is calculated by the summation of
precipitation values of r—2, r—1, and ¢. The time scales are
usually considered in monthly term; however, other time
scales can also be considered. The short time series of SPIs
are implemented for assessment of short-term water resources
such as soil moisture, while the long SPI time series can be
applied for long-term water supplies.

In the most cases, the frequency distributions of precipita-
tion are far from normal distribution and demonstrate the ex-
tent of skewness. Thus, the probability density function such
as gamma can be considered instead. According to (Mishra
and Desai 2005b), the gamma distribution is defined by its
probability density function as stated below:

1
B (a)

xa—l e—x/ﬂ

g(x) for:x>0 (1)
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Where a >0 is shape factor and (3 >0 represents the scale
factor of distribution. x >0 refers to the precipitation
values. The I" («) indicates the gamma function, which is
shown as:

I(a) = f ¥ ey 2)
0

For computation of « and 3, Edwards and McKee (1997)
have suggested a method using the approximation of Thom
(1958) for maximum likelihood as below:

1 4A
o= 1 (1 +4/1+ T) (3)
X
B 4)
Where

A= 1n()_c)—%z In(x;) (5)

i=1

n is the number of observations.

Based on the derived parameters from the above equations,
the cumulative probability function is fitted to input data
which is the precipitation time series in specific time scale as
below:

Glx) = J g(x)dx =
0

6“11(04) Jxmle*"/ﬂdx (6)
0

Then, ¢ is substituted for% and formed Eq. 7 to an incom-

plete gamma function as follows:

1 X
Gx) =—— |t e dt (7)
|

Since the gamma function is not defined for x equal to zero,
while a precipitation distribution may contain zeros, particu-
larly in arid and semi-arid regions, the cumulative probability
becomes:

H(x) = g+ (1-¢)G(X) (8)

q represents the probability of precipitation equal to zero.
The cumulative probability, H(x), then must be trans-
formed to the standard normal random variable (Z) with
the zero mean and the variance equal tol, which is the
value of SPI. According to the studies of Edwards and
McKee (1997) and Hughes and Saunders (2002), an ap-
proximate conversion has been used during the present
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research, as provided by Abramowitz and Stegun (1965),
as an alternative:

co+cit+ Cztz
1 +d11+d2l21 +d3l3

Z=spi= —(:— ) for 0(H(X){0.5 (9)

And
co-i-clt—i-cztz

7 = SPI = (z71+d1t+d2t21 i for<0.5<H(x)<1.o) (10)
Where

‘= 1n(H(X)2) for OCH(X)(0.5 (11)
And

‘= ln<%) for 0.5(H(X)(1.0 (12)

(1I-H(X))

And ¢y=2.515517, ¢;=0.802853, ¢,=0.010328, d,=
1.432788, d,=0.189269, and d3=0.001308 (Mishra and
Desai 2005b).

Time series of SPI in different time scales including 3, 6, 9,
12, 18, and 24 monthly time series were considered as part of
inputs in this study.

2.4 Artificial neural networks

Maier and Dandy (2000) stated that although the concept
of artificial neurons was first introduced in 1943
(McCulloch and Pitts 1943), research into applications
of ANNs has blossomed by the introduction of the
backpropagation training algorithm for feed-forward
ANNSs in 1986 (Rumelhart et al. 1986). ANNSs as the most
general artificial intelligent methods are the collection of
some neurons with specific structure formed based on the
relationship between neurons in different layers (Kisi and
Sanikhani 2015). The advantages of ANNs over other
statistical models are as follows: they do not require a
prior knowledge of the process because ANNs have black
box properties; they have the inherent property of nonlin-
earity; they are able to represent the time—space variabil-
ity; they have adaptability to represent the change of
problematic environments (Woong Kim and Valdés
2003); model complexity can be varied simply by chang-
ing the transfer functions or network architectures and
unlike some statistical models; ANN models can be ex-
tended easily from univariate to multivariate cases (Maier
and Dandy 2001).

It is vital to adopt a systematic approach in the devel-
opment of ANN models and to take some factors into
account such as data pre-processing, the determination
of adequate model inputs and a suitable network architec-
ture, parameter estimation (optimization), and model val-
idation (Maier and Dandy 2001). In addition, careful se-
lection of a number of internal model parameters is re-
quired (Maier and Dandy 2000).

2.5 Preprocessing of initial data for modeling

For training the ANNs models, the first step is a provi-
sion of input and target data sets for each rain gauge
station. The input data contain the SPI values and men-
tioned weather signals with determined lag time. The
target data involve a set of SPI value (lead-time) in order
to forecast. Using lead-time and lag-time both are option-
al however, considering a better choice of lead and lag
times would considerably improve the final results. As
stated by Paulo and Pereira (2007), an adequate lead-
time, i.e., the period between the release of the prediction
and the actual onset of the predicted hazard, is more
important than the accuracy of the prediction
(Easterling 1989). In addition, determination of lag-time
has a great influence on the outcomes of the forecasts. In
general, the combination of input and target data includ-
ing the determination of inputs sets, their lags, and the
lead time will substantially enhance the accuracy and
efficiency of the final model.

As it was mentioned previously, the data of several
weather signals have been gathered as a part of input
data besides the SPI value time series. It is clear that
some of these weather signals have more correlation
with the SPI time series and as a result more influence.
While, some of them even show more correlation in par-
ticular lags. Therefore, this correlation should be inves-
tigated. In regard to find more correlative input parame-
ters (weather signals) and the effective lags, the R cor-
relation values between each time series of SPI in par-
ticular rain gauge stations and weather signals in 0 to 20
lags were determined. Figure 4 in the results section
shows a sample of this process. Of course, the correla-
tion analyses for each station (41 stations) and each time
series of SPI (6 time series) in different lags were per-
formed. This process was repeated 246 times. Finally,
the five more correlative weather signals were allowed
to contribute in the modeling. The most considerable
correlations were almost seen in the first to sixth lags.
Thus, the number of lags was set to 6. Although the
number of lead-times also can be determined through
the try and error approach as well as one which ex-
plained by Morid et al. (2007), the number of lead-
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times was set to 12 months. This number of lead times
gives an opportunity to have sufficient time for making

[ (NINOI +2;15 NINO3;;s NINO4;;5s NINO3.4;;5

decision by experts and decision makers. These proce-
dure can be exhibited as following:

NAOiits  SPLisis), (SPLiteisis) ]

Where SPJj involves the 3, 6,9, 12, 18, and 24 monthly SPI
time series and i=1:n—6—22—12 where » is the length of
time series. The values of 6, 22, and 12 refer to the lag times,
data for validation, and verification parts, respectively. The
reasons why 22 and 12 were chosen will be discussed. The
above matrix shows that how the input and output data have
been prepared. In fact, the five most common weather signals
with considerable correlation have been showed in the matrix.
However, other mentioned weather signals depending on the
rain gauge stations and time series of SPI may be contributed
to this modeling.

Prior to the training process, the input and target data were
normalized by the following equation (Bari Abarghouei et al.
2011; Rahimikhoob 2010):

Xo=X mi
Xpn — 0 “min (13)
X max_X min
Where Xn and X, represent the normalized and original
data, respectively. Also, X, and X,.« represent the minimum
and maximum values of the original data.

2.6 Preparing of training, testing, validation,
and verification subsets

It is a common practice to split the available data into two
subsets: a training set and an independent validation set
(Maier and Dandy 2000). Auto-calibration by ANNs models
or training should be evaluated by validation. As Voinov
(2008) stated, there was a need to check that if the model really
did what it was designed to do. This model testing may as-
sume various procedures and stages some of which are called
validation and verification. For example, we may want to
double check that the model is based on correct assumptions,
that the code has no bugs, and that the output is properly
presented and interpreted. This would be the model verifica-
tion stage, or we may want to run the model on an independent
set of input data and see how it performs then, which will be
called the validation process in some cases (Voinov 2008).
Also Beven (2003) has defined the validation as a process of
evaluation of models to confirm that they are acceptable rep-
resentations of the system. Also he stated that philosophers of
science have some problems with the concept of validation
and it may be better to use evaluation or confirmation rather
than validation. According to Voinov (2008), there is still
some confusion on terminology and sometimes the words
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validation and verification are used interchangeably. Overall,
these are important steps which should be considered in order
to obtain a better model performance.

While some studies consider split the data into two subsets
of training and independent validation sets, determination of
more subsets especially in regard to validation phase can pro-
vide this opportunity to evaluate the performance of an ANN
model with the more reliability. In fact, the efficiency of the
model should be examined in more than one step to select
most powerful and accurate models. Therefore, dividing the
validation phase in three subsets of testing, validation, and
verification has been followed in the current study. It is par-
ticularly useful for controlling, overcoming, and reducing the
degree of overparametrization. According to Beven (2003),
overparametrization of neural net models relative to the infor-
mation in the learning set is an issue of this type of model (as
in any empirical model). The danger of overparametrization is
that in general it will lead to greater uncertainty in prediction
or extrapolation, particularly in prediction or extrapolation
beyond the range of the learning or calibration set. A good
performance in fitting the learning set does not guarantee a
good performance of prediction when the conditions go out-
side the range seen in the learning set (Beven 2003).

Figure 2 shows the schematic feature of split input-target
data in these various phases. This figure indicates that the
majority of data has been allocated in training step and the
rest for testing. The same as lots of reported researches, at least
70 % of data was allocated for training and the remaining was
left for validating. In Fig. 2, the test subsets were located
among training data which showed with narrow vertical black
lines. They were randomly selected and separated from the
training data. In spite of validating data which were complete-
ly independent from the training ones, the testing data were
not completely independent from the training subset because
of preparedness of input and target data with creating a shift
throughout the time series. It is clear in Fig. 2. Although these
selected subsets of testing data can be applied to evaluate the
performance of the models, they do not guarantee to choose
the accurate models. In fact, the testing process should be
accompanied with another step which is validation phase.

According to Fig. 2, validation subsets involved a part of
the input-target data which were completely distinguished
from the training data. Validation phase was repeated ten times
for each station and each SPI time series. This was done in-
stead of considering just one evaluation process in order to
decrease the uncertainties of the predictions and to find the
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Fig. 2 Schematic figure of Testing and training parts Validation Veﬁﬁc‘:tion
part pai

splitting the input-target data into

training, testing, validating, and S%I | | | | | | |

verifying subsets. It is clear that

prolonging SPI time series re- 6

duces time series lengths. The SPL

white sections are associated with 0

training subsets while the vertical SPIL I I I I I I I II I I

black lines among the training

parts illustrate testing subsets. The 12
validation and verification parts
also can be seen in the end of the

best performed models. The lead-time is set to 12 with ten
repetitions; therefore, 22 input-target rows have been specified
for validation process.

The last subset was associated with verification process. In
order to control and check that the output was presented and
interpreted properly, the last 12 input-target rows were speci-
fied for verification process. These values were used as ob-
served values to map the drought severity as observed maps
and also to compare with the final forecasted values produced
by the models which were mapped, too. Exploring the forecast
maps and finding the spatial and temporal relationships
among various produced maps can be considered in the veri-
fication phase.

2.7 Training process of ANN

After configuring input parameters of neural network models,
the next step is to train these models with the required settings.
The training process requires a set of examples which contain
proper network behavior. During training, the weights and
biases of the network are iteratively adjusted to minimize the
performance (Bari Abarghouei et al. 2011). Multilayer
perceptron (MPL) feed-forward networks have been consid-
ered in this study. There are a variety of neural network
models and learning procedures. Two classes of neural net-
works that are usually used for prediction applications are
feed-forward networks and recurrent networks. Both of these
networks are often trained using back-propagation (BP) algo-
rithm (Bari Abarghouei et al. 2011; Dastorani et al. 2010).

In this study, various BP training algorithms were primarily
analyzed which included gradient descent back-propagation
(gd), gradient descent with adaptive learning rate back-
propagation (gda), gradient descent with momentum and
adaptive learning rate back-propagation (gdx), Levenberg-
Marquardt backpropagation (Im), and scaled conjugate gradi-
ent back-propagation (scg). Different transfer functions in the
hidden and output layers were considered, too. According to
the number of repetition or epoch, network architecture which
is discussed in the next section, and initial try and error, gdx

so L] T
. . 18
time series INRIEEEEIEI
24
Nill |

NN~
(NI -~
NN
L LT ]
EETNEI
LEL I TEEE T ]

was considered as more efficient BP for drought forecasting
with the tangent sigmoid function in the hidden layer and
linear one in output layer and the repetition on was set equal
to 700.

2.8 Determining the network architecture

Network architecture refers to the number of connection
weights (free parameters) and the way information flows
through the network. Determination of an appropriate net-
work architecture is one of the most important, but also one
of the most difficult tasks in the model building process
(Maier and Dandy 2000). In addition, Hornik et al. (1989)
proved that just one layer of hidden units is sufficient for
approximation of any complex nonlinear function for
ANNSs with any desired accuracy. ANN requires the deter-
mination of the number of hidden nodes (process elements)
for each hidden layer. Bishop (1995) believed that there
was no theory for determining the optimum value for these
internal variables of an ANN model to approximate any
given function. However, as it has been pointed out by
Mishra and Desai (2006), in the case of popular one-
hidden-layer networks, some guidelines have been report-
ed for the number of neurons in the hidden layer. If n is the
number of input nodes, “2n+1” (Hecht-Nielsen 1990;
Lippmann 1987), “2n” (Wong 1991), and “n” (Tang and
Fishwick 1993) are suggested for the hidden neuron num-
bers to result a more accurate forecast. Also, according to
the study of Rahimikhoob (2010), the number of nodes in
the input and output layers depends on the number of input
and output variables, respectively. It is clear that there are
different approaches for determination of number of neu-
rons in hidden layer and it has remained a subjective mat-
ter. Since no specific guideline exists to choose the opti-
mum number of hidden neurons for a given problem, this
network parameter can often be optimized by try and error.
In this study, the input neurons were selected the same as
the number of input variables, i.e., 6 neurons, the output
nodes were equal to 12 (equal to the number of outputs and
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12 months lead times), and the number of neurons in the
hidden layer were a range of 7 to 10. In fact, the numbers
of neurons in hidden layer were initially set from 1 to 15.
As the result of try and error, a range of 7 to 10 was found
the most successful.

2.9 Performance criteria

Root mean square error (RMSE) and correlation coefficient
(R) criteria were used as model performance criteria. RMSE is
the most commonly used performance criteria in hydrological
modeling. Its ideal value is zero. The range of R value differs
from —1 to 1 for fully inverse and direct correlation, respec-
tively. While zero represents no correlation.

Both R and RMSE are computed based on the number of
paired observations (n), predicted or estimated values, and the
observed values as follows:

(15)

rr-&)

s (0]

Where P is predicted and O is observed and 7 is the length
of each observed or predicted series.

2.10 Interpolating and mapping of predictions

The results were interpreted by the performance criteria and
visual relationships between the predicted and observed values
through the graphs. However, verifying the forecasts, exploring
the data, and finding logical results were more possible through
the maps. As a wide range of drought prediction maps for dif-
ferent time series of SPI were produced, seeking a particular
correlation among them showed the correctness of the predic-
tions and if they could meet the experts’ expectations. Moreover,
having a range of consecutive drought severity maps for a par-
ticular area provides important information about drought sever-
ity, onset, cessation, duration, and spatial distribution.

Since the lead time in the current study has been adapted to
12 months; therefore, 24 maps for each time series of SPI were
produced. Twelve maps were associated with the observed
maps (those data which had been separated for verification
phase) and other 12 ones were related to forecasted values.
IDW was utilized to interpolate the predictions spatially. IDW
as one of the most frequently used deterministic models in
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spatial interpolation is fast and requires no assumptions of
the input data (ArcGIS 2008). It is based on the assumption
that the attribute value of an unsampled point is the weighted
average of known values within the neighborhood (Lu and
Wong 2008). IDW is a well-known method. To find more
details, check Ahani et al. (2012) and Chen and Liu (2012).
Besides the mentioned use of IDW characteristics, it was
used to spot the outliers or heterogeneities predictions. IDW
interpolation will recognize a dramatically different point in
neighbor samples, but does not overlook this variation by
smoothing. Therefore, analyzing the generated maps will be
more convenient. More details about the mapping process were
considered in Ahani et al. (2012). The forecasted SPI values
after being mapped were reclassified in four classes: SPI<—1 as
drought conditions (D), —1 <=SPI<0 showed the normal near
to drought conditions (ND), 0<=SPI<]1 illustrated the normal
near to wet status (NW), and finally SPI>=1 related to wet
conditions (W). These classes have been shown in red, yellow,
green, and blue colors, respectively. The different processes of
forecasting the SPI time series were shown in Fig. 3.

3 Results

The results involved a wide range of tables and figures ac-
cording to test, validation, and verification phases for various
ANNSs models (in the case of considering the number of neu-
rons in the hidden layers) for 3, 6, 9, 12, 18, and 24 monthly
SPI time series in 41 rain gauge stations. Because it was im-
possible to present all the results, we presented some of them
as examples and focused on the predicted maps as the valuable
ones which contain the most important findings of this work.

Firstly, the findings of correlations of weather signals with
various SPI time series will be surveyed. Figure 4 showed the
R correlations with 0 to 20 lags of weather signals including
MEI, NAO, SOI, NINO1+2, ANOM NINOI1+2, NINO3,
ANOM NINO3, NINO4, ANOM NINO4, NINO3.4, and
ANOM NINO3.4 with different time series of SPI in four
selected rain gauge stations, i.c., Eqlid, Emadeh, Sivand, and
Beyram. These correlation values have been exhibited as im-
ages. As it can be found, 3, 6, 9, and 18 time series of SPI
indicated more correlations than 12 and 24 monthly ones.
Also, in the first order, NINO1+2 and NINO3, and in the
second order, NINO4 and NINO3.4 showed the strong corre-
lations with the SPI time series. Twelve and 24 monthly SPI
time series were exceptions. Although the images of correla-
tions between 3, 6, 9, and 18 monthly SPI time series and
weather signals were to some extent similar for different rain
gauge stations, different patterns of correlations can be found
in regard to 12 and 24 monthly SPI values.

Table 2 showed the mean of RMSE and R in the testing and
validating phases by the lag of 6 months and different number
of neurons in the hidden layer for 3-, 6-, 9- and 12-, 18-, and
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MEI, NAO, SOI, NINO1+2, ANOM NINO1+2, NINO3,
ANOM NINO3, NINO4, ANOM NINO4, NINO3.4 and

Weather Signals including:
ANOM NINO3 4

Precipitation in
raingaues 1 to 41

SPI calculation

SPI time series
(3,6,9,12, 18 and 24
monthly SPI)

Correlation analysis with
different lags (20 times)

Selecting first five correlated weather signals with
SPI time series and splitting data in four datasets.

Training
sets

Testing
sets

Validation Verification
sets sets

Generating frequent
ANNs (with different
neurons in hidden
layer and also the lag
times)

Selecting most

successful BP

algorithm (here
traingdx)

Initial analyzing of different BP
algorithms for drought
forecasting

I

Testing the frequent
generated ANNs and
selecting most
successful ones

Validating the selected

ANNSs intesting phases drought values for

thought ten times of each time series of
validation SPI

Getting foretasted Mapping the forecasting data for
each type of SPIs and comparison
of the forecasted maps in

observed ones

Fig. 3 The flowchart of the different forecast processes of SPI time series

24-month SPI time series in Eqlid rain gauge station, respec-
tively. Although such a table was produced for each 41 rain
gauge stations, only Eqlid station table was presented here.
The table gave this opportunity to decide which model was
more appropriate. As it can be seen, the differences between
mean of RMSE and R of testing and validating phases for
different SPI time series were to some extent considerable,
though these values for each SPI time series (for example,
three monthly one) with small differences were approximately
similar . It indicated that most of produced models were eligi-
ble to contribute in further processes, i.e., forecasting steps.
However, it was logical to select the highest accuracy model
which had the minimum RMSE or the maximum R correlation

coefficient in order to be allowed to enter the forecast process.
Nevertheless, the lowest RMSE in testing phases accompa-
nied the lowest RMSE in validating phases in the most cases.
It was detectable for R values, too.

We spoke about the mean of RMSE and R in testing and
validating phases. These referred to 12 RMSE and R predic-
tion values in testing steps of each month and also 10 stages of
validating process. These were made more clear in Figs. 4 and
5 which exhibit the contrast between 3 months SPI of ob-
served values and predicted in testing and validating phases,
respectively.

Figure 5 included 12 sub-figures with determined titles.
Each title described the number of lead month(s) and also

3 Maonthly SPI B Maonthly SPI 9 Monthly SPI 12 Monthly SPI 18 Monthly SPI 24 Monthly SPI
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Fig. 4 The correlations between 0 and 20 lag of weather signals and
different time series of SPI in four selected rain gauge stations, i.e.,
Eqlid, Emadeh, Sivand, and Beyram. In horizontal x-axis 1 to 11

123456789101

123456789101 12345678910N1

represent MEL, NAO, SOIL, NINO1+2, ANOM NINO1+2, NINO3,
ANOM NINO3, NINO4, ANOM NINO4, NINO3.4, and ANOM
NINO3 4, respectively
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1 month(s) ahead Forecasting R=0.895 & RMSE=0.438
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Fig. 5 The results of test process for three monthly SPI time series in Eqlid rain gauge station

the RMSE and R values for the related test. In fact, these sub-
figures demonstrated how successful the applied ANN model
worked to predict SPI values in a specific lead time. As a
result, the ANN model which had eight neurons in the hidden
layer with architecture of (6, 8, 12) also marked in Table 1 was
selected for further process.

Ten times validation phases were exhibited in Fig. 6.
RMSE of each validation process has been shown as sub-
figures. These figures showed how the predicted values of
3 months SPI time series during total 12 months accord
with the observed ones (12 months of predictions and
10 months for the shift in the number of months to have
10 times validations). Also, the model in validation phase
could guess the fluctuations and behaviors of the measured
SPI time series.

As mentioned before, another step was forecasting the
drought severities. The selected model (here gdx with the ar-
chitecture of (6, 8, 12)) has been used for this purpose. In fact,
the final row of Fig. 6 was associated with the forecasted
values. The values of 3 months SPI during June 2008—
May 2009 that were the first outcomes of the selected models
showed the lowest RMSE or highest R in testing and validat-
ing phases. Such outputs from different SPI time series and
rain gauge stations contributed to generate the maps of
drought severities. This process was the second and the last
outcome of the current drought modeling.

Figures 7, 8, 9, 10, 11, and 12 contain 12 maps of forecast-
ed (first and second rows of maps) and 12 ones of observed
(third and 4th rows of maps) drought severities classes for 3, 6,
9, 12, 18, and 24 monthly SPI time series, respectively. There
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were four classes in these maps, including D, ND, NW, and W
which represented drought with red color, normal near to
drought with yellow, normal near to wet with green, and W
with blue, respectively. The forecasted maps contain
12 months for each type of SPI spanned from June 2008 to
May 2009.

In a general view, the agreement between the observed and
forecasted maps was tangible in various degrees. These simi-
larities were more obvious in the first 6 months from June to
November 2008 than December 2008 to May 2009. Actually,
in most cases, the difference between the observed and pre-
dicted maps was detected only in one class. For example, the
regions in the observed maps having W class were appeared in
the form of NW in the forecasted maps. The degree of simi-
larities between the forecasted and observed maps was pre-
sented in Table 2 in percentage. In fact, these similarities con-
sist of two groups: in the first group there were absolute agree-
ments between the maps, but in the second one the similarities
were explored by overlooking one class of error. This table
demonstrated that the more the number of lead months, the
less the absolute agreements between the forecasted and ob-
served maps. As aresult, 100 % agreement would not be seen.
However, by overlooking one different class, the percentages
of agreements would considerably increase and even 100 % of
similarities in the first five lead months could be observed.

Obviously, the relationships and the similarities be-
tween the maps could be investigated in another aspect that
is the spatial and temporal relationships among various
forecasted maps. According to spatial relationships of the
forecasted maps, there were important notes to emphasize.
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Table 1 The mean of RMSE and

R in the testing and validating SPItime Lagtime Number of Mean of Mean of Rin  Mean of RMSE ~ Mean of R in
phases by the lag of 6 and series (months)  neurons in RMSE in testing phase  in validation validation phase
different number of neurons in the hidden layers  testing phase phase
hidden layer for three, nine, and
six monthly SPI time series in 3 6 7 0.54 0.82 0.79 0.62
Eqlid station 3 6 8 0.51 0.84 0.80 0.62
3 6 9 0.52 0.83 0.79 0.62
3 6 10 0.54 0.82 0.85 0.57
6 6 7 0.62 0.78 0.95 0.47
6 6 8 0.62 0.78 0.88 0.58
6 6 9 0.63 0.77 0.89 0.55
6 6 10 0.63 0.77 0.90 0.57
9 6 7 0.73 0.66 0.97 0.35
9 6 8 0.72 0.68 1.18 —-0.10
9 6 9 0.72 0.68 1.05 0.18
9 6 10 0.72 0.67 1.02 0.29
12 6 7 0.73 0.68 0.87 0.13
12 6 8 0.72 0.69 0.86 0.10
12 6 9 0.70 0.71 0.83 0.26
12 6 10 0.72 0.69 0.88 —0.06
18 6 7 0.62 0.78 0.61 0.44
18 6 8 0.63 0.78 0.55 0.52
18 6 9 0.65 0.76 0.63 0.42
18 6 10 0.61 0.79 0.72 0.24
24 6 7 0.65 0.80 0.87 —-0.19
24 6 8 0.66 0.79 0.68 —0.08
24 6 9 0.67 0.80 0.72 0.04
24 6 10 0.67 0.79 0.73 -0.17
Validation part 1 RMSE=0.715 Validation part 2 RMSE=0.741
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Fig. 6 The results of validation process in 10 sections for three monthly SPI time series in Eqlid rain gauge station. The last figure showed forecasted values
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Fig. 7 The forecasted and observed maps for three monthly SPI time series in Fars Province from June 2008 to May 2009

First, in most cases, the regional patterns of drought sever-  classes of drought severities were detected as smaller areas
ities were preserved in the forecast process; therefore, a  such as a point surrounded by the wider class. However, it
particular class of drought severity spanned a part of the  should be noted that these classes did not have consider-
study area and sometimes the whole area. Then, some  able difference and they were in neighbor classes. For
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Fig. 8 The forecasted and observed maps for six monthly SPI time series in Fars Province from June 2008 to May 2009
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Fig. 9 The forecasted and observed maps for nine monthly SPI time series in Fars Province from June 2008 to May 2009

instance, the red color D classes have been surrounded by  revealed some associations between the previous and the next
the yellow ND class or V.S. in most cases the far classes  maps. For example, Fig. 7 which included the observed and
could not be detected on the maps. the forecasted maps of drought severities for three monthly

Considering the temporal relationships between the fore- SPI time series showed that the D class regions remained
casts and identifying particular classes of drought severities ~ unchanged in the sequenced maps from June to September
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Fig. 10 The forecasted and observed maps for 12 monthly SPI time series in Fars Province from June 2008 to May 2009
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Fig. 11 The forecasted and observed maps for 18 monthly SPI time series in Fars Province from June 2008 to May 2009

&

2008. As it can be seen, two small regions during June 2008  October and replaced by the ND class, in the next maps. On
have shown the D class. In the next map, during July 2008,  the other hand, in some regions of the northwestern and south-
some other small areas have appeared. In the north of the  em part of the study area, the NW class appeared and imme-
study area, D class has covered more areas. It was established ~ diately covered the whole area of Fars Province during
during August and September 2008 then disappeared in ~ November. As it can be seen, in the next forecasted maps,
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Fig. 12 The forecasted and observed maps for 24 monthly SPI time series in Fars Province from June 2008 to May 2009
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Table 2 The percentages of agreement of predicted and observed maps with and without ignoring one class of difference
Lead time  The percentages of accordance The percentages of accordance in maps with overlooking one class
month(s) of difference

SPI3 SPI6 SPI9 SPI12 SPI18 SPI24 SPI3 SPI 6 SPI1 9 SPI 12 SPI 18 SPI 24
1 9047 8199 7299 96.12 59.75 59.22 100.00 99.29 100.00 100.00 100.00 100.00
2 97.18 530 7555 97.00 9753 54.37 100.00 100.00 100.00 100.00 100.00 100.00
3 94.09 8226 7652 92.14  99.21 50.57 100.00 100.00 100.00 100.00 100.00 100.00
4 99.12 8553 97.00 7590  99.82 45.19 100.00 100.00 100.00 99.91 100.00 100.00
5 83.58 47.84 9894 5693 99.82 49.25 100.00 100.00 100.00 100.00 100.00 100.00
6 35.04 66.64 6496 44.13 99.12 8.03 99.82 99.82 100.00 99.91 100.00 98.68
7 38.75 0.97 124 1430  63.64 8.47 87.82 95.32 98.23 99.29 100.00 98.23
8 5.30 1.06 1.41 2.82 11.03 8.65 59.58 82.26 52.34 97.44 98.94 97.88
9 11.92 3.53 0.71 1.50 2.38 591 98.32 59.66 36.72 96.38 90.73 97.71
10 9497 4598 1359 4095 59.49 7.06 99.74 99.91 97.71 94.97 87.03 96.73
11 8341 89.85 1421 39.81 65.75 6.00 100.00 99.74 96.56 89.41 89.41 95.06
12 759 9047 1439 3698  43.60 5.38 100.00 99.91 98.76 86.23 98.76 92.50

the NW and W classes covered all parts of the study area until
May 2009 when the ND became the dominant class. Hence,
different classes were obviously in transition in forecasted
maps. This feature was found for other time series of
SPI and even different time series. For example, the red
D class regions in August and September 2008 for three
monthly SPI time series could be found in the forecasted
maps of six monthly SPI in similar dates. However, it was
more dominant in the six monthly SPI maps than the three
ones in the mentioned dates. As a result, it can be said
that the spatial and temporal relationships of the forecast-
ed drought severity maps has been preserved in the fore-
casting process.

4 Discussion

The most important feature of this study is the high correlation
and integrated performance of the selected models while their
training processes were completely independent. Each select-
ed model was trained, tested, and validated independently;
however, after mapping (in verification phase), the maps
showed the regional pattern of drought and they considerably
preserved their temporal and spatial relationships. There are
some points which show the capabilities of the current
methods presented in this study in forecasting the drought in
a regional scale.

First, immediate transitions of different classes of drought
severities should be accepted by caution. Since a particular
area rarely shows completely different pattern of drought se-
verity from surrounding regions, manifestation and appear-
ance of strange and non-homogenous class of drought severity
among other types of drought can be a type of error. It should

be mentioned that although the near classes such as W and
NW or NW and ND can be detected in a region, the neighbor-
ing of far classes such as D and W should be analyzed by
caution. As results of this study showed, there are not consid-
erable types of sudden transition or jumping in the presented
maps and such status and independent produced models verify
and justify that generally the acceptable type of drought fore-
casting have been done. In fact, the regional patterns of
drought illustrate the existing of same forecasts in the neigh-
bor stations.

Someone may ask that the intensities of drought in the
maps have changed gradually, while the immediate alteration
(for example, alteration from D to W conditions) also is pos-
sible and particularly by Markov chains they can be easily
detected. It should be said that even throughout a complete
SPI time series, transitions from neighbor classes especially
normal ones have more frequency than sudden alterations, and
in the case of 12 months of forecasting, their chance decreases
considerably. In the temporal scale, immediate transition
through different classes is possible; however, in the spatial
scale, sudden changes of non-neighbor classes may be a sign
of error.

Second, all the forecasted maps in different time series
contain some information which relies in accordance to other
ones and they do not disaffirm each other. For an example,
concentration on a map such as forecasted one in August 2008
in Fig. 7 can reveal important notes. For the three monthly
SPI, it shows a sub-region in the north with D status, while
other parts mainly have been covered by ND. ND and D are
the neighbor classes and therefore, a strange class of drought
is not seen in this map. Also, the previous and after maps, i.e.,
forecasted ones in July and September 2008, exhibit to some
extent similar patterns of D in the north and ND in remaining
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areas. The logical changes or alterations over the after fore-
casted maps also can be detected. Same results can be found
for other maps of other time series of SPI. It justifies that not
only the spatial patterns of forecasted maps has been
respected, the temporal relationships among the forecasted
maps also has been preserved during this regional drought
forecasting.

Moreover, deeper view over the forecasted maps shows
that there are detectable relationships between the maps of
different time series of SPI. For an example, three monthly
SPI are also associated with the same date maps of other time
series of SPI and particularly the map of SPI 6 in August 2008
also shows that the majority of study area have been covered
by D status and remaining ones have been covered by ND. Of
course, the three monthly SPI maps in August 2008 involve
the information of drought for the mentioned month and
2 months in previous; however, the SPI 6 maps in August
2008 contain the status of drought in this date and five previ-
ous months. Therefore, some differences in the format of
drought severities classes are expected as well as ones which
detected between these two maps. When the SPI is prolonged
and reach to 12, 18, and 24 monthly ones, it is clear that the
status of drought generates from the more previous months,
and therefore, a map such as one in August 2008 reflects the
drought circumstances from the long time in previous months.
Interestingly, the maps which show the W in the January and
February of 2009 in three monthly SPI maps have been
followed by similar classes in six monthly ones, the NW or
ND in the next prolonged time series of SPI. Once again, it
justifies that the presented model considers spatial and tempo-
ral relationships during the forecasting process.

Third, also, the results in Table 2 showed that the agree-
ments of forecasted and observed maps are considerable par-
ticularly in the first 6 months of predictions. Some of them
showed more than 90 % of agreement. For example, the first
four lead months of 3 monthly SPI as well as three ones in 12
monthly SPI maps showed these high ranks of accordance.
Interestingly, by considering the overlook of one class differ-
ent, this accordance reaches to 100 % for the first five lead
months in all types of SPI and it remains to considerable
percentages of accordance for remaining lead months.
Furthermore, the conformity between each observed and esti-
mated map for 12 and 24 monthly SPI maps as well as the
results of percentage of accordance without overlooking one
class of difference in Table 2 showed that these agreements
dramatically reduced after six or seven lead months toward the
end of lead months. The poor correlation between the weather
signals in different lags with 12 and 24 monthly SPI time
series was also detected in Fig. 4, and therefore, these weaker
performances of predictions can refer to these low
correlations.

Anyway, the results showed that the presented procedure in
the current study can successfully forecast the drought
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severities for different SPI time series in Fars Province of
Iran. The results shows that the average of percentage of ac-
cordance between the observed and forecasted maps in the
first 6 months for all SPI time series is equal to 73 %. This
value is 50 % for all 12 lead months and for all SPI time series.
While, by considering the overlook of one class of difference,
this value reaches to nearby 100 % for the first six lead
months, and for all 12 lead months, it is equal to 95 % of
accordance. Of course, it is clear that one class of error in
predictions also can be a valuable achievement for many pur-
poses such as water resource management as well as environ-
mental management. As an example, when the model for a
particular area predicts NW circumstances, by considering
one class of error, the NW, ND, or W conditions are expected.
It is obvious that in the practice, the programing and prepared-
ness for NW status is in more accordance to those for W or ND
conditions than D one. When a model predicts NW, it explains
that in the future, the occurrences of normal or wet statuses are
more probable than drought one. However, the prediction of
ND can be a warning of drought.

The strong points of these predictions refer to some reasons
which should be emphasized here. Preparedness of causal
input data, frequent trained, tested, and evaluated ANNs
models, and verification of final models were the strong points
of these study. In drought forecasting, the preparedness of
causal input data should be considered. As Fig. 4 showed,
some weather signals have more correlations with the SPI
time series and they indicated these correlations with several
lags. Therefore, it is clear that they should be participated in
modeling as more effective input parameters.

Also, the performance of different models should be tested,
evaluated, and finally verified. As in current study, many
models were trained and each model tested, and after that,
validated ten times. Some researches suffice to train and test
sections. However, in order to increase the reliability of the
models’ performances, they should be validated, and it in-
volves the implementation of some parts of input data which
absolutely have not contributed in training section. This is a
good opportunity for researchers to find how strong their mod-
el is and is their model aware from the main trues behind the
problem. However, instead of having one validation process,
this study considered the repetition of evaluation process ten
times to promote the accuracy of the results. It is obvious that a
model which shows better performance in ten times of evalu-
ation is more reliable than one which have been analyzed and
examined in a sole process. Also, the preprocessing of net-
works and previous tries and errors for the selection of BP
algorithms significantly has a positive effectiveness to pro-
duce more homogenous models, and therefore, such work
should be seriously done before further processing to select
more appropriate BP algorithms.

Furthermore, the total selected results wholly were investi-
gated in the verification part. Verifying of the results involves
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the seeking of logical relationships throughout the results.
Mapping the results and exploring the spatial and temporal
relationships over the maps and also comparison of the ob-
served and predicted maps can considerably increase the reli-
ability of the results which can be more acceptable for the
executive managers and decision makers. Therefore, the ver-
ification phase a is very important step of this modeling pro-
cess which cannot be underestimated. The strong and weak
points of drought forecasting process can be clarified by the
verification phase. Without this step, many possible errors and
also strong point of the drought forecasting may be hidden.

The continuous forecasted and observed values of SPI after
interpolation by IDW map were reclassified into four classes
of drought. The number of classes was selected based on the
models’ performances. Model performances to some extent
can cover the one unite of SPI. For example, Fig. 6 showed
the RMSEs are less than 1. Therefore, classifying the SPI
values to four classes can cover this model performance.
While, producing eight classes of drought may be successfully
obtained with the RMSE values less than 0.5. The ability of
presented method to reach this accuracy can be followed by
using other types of methods in artificial intelligences such as
ANFIS and SVR alongside the ANNs and also implementa-
tion of other technique for preprocessing of initial data such as
Principle Component Analysis (PCA), stepwise regression,
etc. which will be followed in our future works.

The lead time of this study was set to 12 months ahead.
Although the lead time can be set to optional value, as it was
mentioned in previous, the results of this study showed that
without ignoring one class difference, the forecasting accuracy
of the model for the first 6 months was more than 70 % and it
was equal to 50 % for the total lead months and total time
series of SPL It shows that by increasing the number of lead
times, the accuracy of the model is decreased. However, the
awareness of probable drought severities in the next 6 months
also is valuable for many purpose particularly agricultural
activities and water resource allocation and planning. This
results is very useful for locations where heavy reliance on
rain-fed agriculture and they are highly vulnerable to impacts
of droughts. Since the drought influences the wide range of
people and all parts of the ecosystems, such the forecasting
models are very applicable in integrated watershed manage-
ment approach. Many activities and objectives which are as-
sociated with integrated watershed management systems such
as food security, cropping patterns, increasing of productivity,
soil and water conservation, smart or precision agriculture,
water resources allocation, crisis management (mainly associ-
ated with the drought and flood), etc. are ones which need
such the forecasting model in order to achieve better perfor-
mances and more efficiency. Undoubtedly, without an effec-
tive drought mitigation strategies and comprehensive and in-
tegrated programing make any region highly vulnerable to
impacts of droughts.

Another important point with should be addressed is asso-
ciated with simplicity of this model. It is a simple model which
its input data can be easily found in any parts of the world and
its structure makes the models as potential candidate for the
operational purposes and drought preparedness. It can help
managers to prepare drought mitigation strategies and the pre-
sented method is a potential candidate for addressing the
drawbacks in drought forecasting.

5 Conclusion

Early drought warning systems are essential tools to mit-
igate the drought hazard. Drought forecast plays crucial
role in successfulness of such systems. Plenty methods
have been applied by many researchers in different parts
of the world particularly through the application of artifi-
cial intelligences. Frequent successful performance of
drought predictions through ANNs by many researchers
have been reported in different parts of world. However,
to the best of our knowledge, rarely of them have consid-
ered to a regional scale and contributing several stations
for drought mapping. While, verification of results
through different time series and mapping the results can
reveal important notes about successfulness of applied
model. Also, the models for drought prediction that is
one of the the most important natural hazards and disas-
ters should pass several steps to get an acceptable result
including training, testing, validation, and verification. Of
course, the initial tries and errors to find optimum method
and concentration on the more efficient procedures is an
important note that should not be underestimated. The
models especially advanced statistical ones such as
ANNs which mainly focus on auto-calibration and give
the weights and importance of the inputs by frequent iter-
ations, since they have different options in modeling pro-
cess (such as the number of inputs and wide varieties in
their selections, neurons in hidden layer, number of hid-
den layers, number of iterations or epochs, kinds of ob-
jective functions, types of BP algorithms or even other
kinds of ANNs model), their outputs will change with
any alteration. It makes them to remain as a subjective
matter and getting an explicit and certain output is impos-
sible. However, it is important to note that the model
should pass the different steps of training, testing, valida-
tion, and verification. Based on these steps, it can be
found whether the model is aware from the nature of
phenomenon or not. Also, initial try and error efforts help
the researchers to concentrate on more adaptive and ap-
propriate models instead of long time testing of other
possible ones. It is really a time-consuming process and
this approach of focus on more successful methods passed
from initial surveys can reduce this restriction.
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In order to obtain successful performance of drought fore-
casting, these steps should be followed:

1. A drought index in accordance to the circumstances
mainly available data should be selected.

2. Other effective time series of data such as weather
signals should be provided and most effective ones
on the drought time series should be selected.
Investigation in the time series and finding the cor-
relations and selecting the appropriate lags should be
considered.

3. The appropriate model in accordance to conditions
should be selected. It is clear that the most robust models
especially ones which are adaptive to nonlinear nature of
the drought phenomena can bring more accurate results
of the drought forecasting. Here, ANN model was
selected.

4. Initial input data should be divided in four sections in-
volving training, testing, and validating and verification
ones.

5. By trial and error and referring to previous experiences
of the researches and researchers, the appropriate BP
should be chosen. Number of hidden layer also is an
important choice which should be considered here.

6. Frequent models of ANNSs in regard to the number of
neurons in hidden layer for each time series of SPI in
each weather station should be trained.

7. From the trained models, most successful ones should be
allowed to pass to validation process through the testing
phase.

8. In validation phase, models should be validated. The
number of validation process should be more than one.
Here, 10 times were seemed.

9. Most successful models in validation phase should be
allowed to participate in mapping the results. Various
time series of drought should be mapped.

10. The forecasted maps should be compared with the ob-
served ones in verification process. Also, the relation-
ships between the maps of particular SPI time series
and also among different SPI time series should be
checked. Both spatial and temporal relationships should
be respected.

Last but not least, the drought has still remained as one
of the most dangerous hazards as well as complicated
phenomenon which need more and more efforts to be
known. Although drought forecasting in regional time
scale in this study has been seriously followed, and sev-
eral steps have been passed to reach an acceptable and
logical forecast, the sophisticated nature of this type of
hazard should not be underestimated and efficiency of
the presented model must be enhanced to reach better
performance of drought forecasting.

@ Springer
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