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Abstract In this study, a hybrid support vector machine–fire-
fly optimization algorithm (SVM-FFA) model is proposed to
estimate monthly mean horizontal global solar radiation
(HGSR). The merit of SVM-FFA is assessed statistically by
comparing its performance with three previously used ap-
proaches. Using each approach and long-term measured
HGSR, three models are calibrated by considering different
sets of meteorological parameters measured for Bandar
Abbass situated in Iran. It is found that the model (3) utilizing
the combination of relative sunshine duration, difference be-
tween maximum and minimum temperatures, relative humid-
ity, water vapor pressure, average temperature, and extrater-
restrial solar radiation shows superior performance based up-
on all approaches. Moreover, the extraterrestrial radiation is
introduced as a significant parameter to accurately estimate

the global solar radiation. The survey results reveal that the
developed SVM-FFA approach is greatly capable to provide
favorable predictions with significantly higher precision than
other examined techniques. For the SVM-FFA (3), the statis-
tical indicators of mean absolute percentage error (MAPE),
root mean square error (RMSE), relative root mean square
error (RRMSE), and coefficient of determination (R2) are
3.3252%, 0.1859 kWh/m2, 3.7350%, and 0.9737, respective-
ly which according to the RRMSE has an excellent perfor-
mance. As a more evaluation of SVM-FFA (3), the ratio of
estimated to measured values is computed and found that 47
out of 48 months considered as testing data fall between 0.90
and 1.10. Also, by performing a further verification, it is con-
cluded that SVM-FFA (3) offers absolute superiority over the
empirical models using relatively similar input parameters. In
a nutshell, the hybrid SVM-FFA approach would be consid-
ered highly efficient to estimate the HGSR.

1 Introduction

Currently, solar energy is being broadly harnessed in various
locations across the globe to enhance the sustainability and
abate the prevalent environmental problems such as global
warming and air pollution. On this account, various technol-
ogies have been invented in which solar energy can be utilized
either directly or indirectly. Nevertheless, the availability of
precise solar radiation data is a fundamental requirement for
solar system specialists to successfully simulate, operate, and
monitor the solar energy technologies for a variety of applica-
tions (Bannani et al. 2006; Mubiru et al. 2007; Mubiru and
Banda 2007; Benghanem andMellit 2014; Flores et al. 2015).
Unfortunately, the reliable measured solar radiation data, even
in the form of global solar radiation, are not accessible in
many sites due to a series of obstacles including the required
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costs for purchasing, maintaining, and calibrating the mea-
surement equipment (Wu et al. 2012; Shamim et al. 2015).
Thus, this has necessitated the development of proper models
for accurate prediction of global solar radiation using a con-
siderable number of input elements (Gueymard 2014; Yadav
and Chandel 2014). These parameters include meteorological
and geographical variables such as sunshine duration, ambient
temperatures, relative humidity, water vapor and sea level
pressures, cloud cover, altitude, latitude, longitude, and extra-
terrestrial radiation. Nonetheless, although numerous studies
have been conducted to estimate global solar radiation in
various regions, developing new techniques and models with
high level of reliability and adaptability to achieve further
accuracy would be still a main challenge.

Recently, the artificial intelligence and computational intel-
ligence techniques are extensively utilized to solve real prob-
lems where conventional methodologies are inadequate or
further accuracy is required. Application of such approaches
in the realm of solar radiation estimation has received specific
attention in recent years.

Tulcan-Paulescu and Paulescu (2008) employed the fuzzy
set theory to estimate the global solar radiation from air tem-
peratures. By testing the developed fuzzy-based model using
the data of many European stations, they found that the model
would provide favorable estimations which are comparable
with existing models. Moghaddamnia et al. (2009) provided
a comparison between different nonlinear models such as
adaptive neuro-fuzzy inference system (ANFIS) to estimate
the daily global solar radiation using extraterrestrial radiation,
precipitation, air temperature, and wind speed in Brue
catchment, UK. Chen et al. (2011) examined the possibility
of utilizing the support vector machines (SVMs) for estimat-
ing the monthly mean global solar radiation utilizing
maximum and minimum air temperatures at Chongqing
station, China. They applied three different equations such
as linear, polynomial, and radial basis function as kernel
functions. They found more preciseness for the SVM model
developed using polynomial kernel function. Ozgoren et al.
(2012) developed an artificial neural network (ANN) model
on the basis of multi-nonlinear regression (MNLR) method
for estimation of the monthly global solar radiation over
Turkey. They used various variables and then employed the
stepwise MNLR method to determine the most proper input
values. Their results showed that the ANN model can predict
the values with acceptable errors compared with the actual
data. Linares-Rodriguez et al. (2013) developed an optimized
ANN model to calculate the daily global solar radiation over
Andalusia, Spain. In the model, they utilized both clear-sky
estimates and satellite images as input elements and also
applied genetic algorithm to optimize the selection of inputs.
They found that the predicted values by themodel are relatively
precise. Chen and Li (2014) assessed the performance of SVM
for estimation of global solar radiation using measured data of

15 stations in China. They established 20 SVM models based
on different combinations of meteorological parameters. Their
results indicated that SVMmodels show remarkable superiority
over empirical models with an average of 14 %more precision.
Rizwan et al. (2014) applied fuzzy logic (FL) technique to
model monthly mean global solar radiation in four Indian sta-
tions by different input data. They found that the developed FL-
based model is accurate since the amounts of obtained errors
are limited. Ramedani et al. (2014) employed support vector
regression (SVR) technique to develop a model for prediction
of global solar radiation in Tehran, Iran. They used two SVR
models of radial basis function (SVR-rbf) and polynomial func-
tion (SVR-poly). They found more superiority for SVR-rbf
technique. Dahmani et al. (2014) evaluated the capability of
ANNmethod to estimate the 5min tilted horizontal global solar
radiation from horizontal ones in Bouzareah, Algeria. They
concluded that very favorable precision can be achieved by
ANN since the attained relative root mean square error is
around 8 %.

In the last few years, many authors have aimed at enhanc-
ing the accuracy of solar radiation estimation by combining
some approaches.

Mostafavi et al. (2013) developed a hybrid approach for
estimation of the solar global radiation by combining genetic
programming (GP) and simulated annealing (SA). They also
performed a sensitivity analysis to assess the influence of dif-
ferent meteorological parameters on solar radiation estima-
tion. Their results showed that the suggested model provide
precise predictions. Salcedo-Sanz et al. (2014) assessed the
capability of a novel coral reefs optimization–extreme learn-
ing machine (CRO–ELM) algorithm to predict the global so-
lar radiation at Murcia (southern Spain) using different mete-
orological data. They concluded that the CRO–ELM approach
can predict the daily global radiation accurately with further
preciseness than the classical ELM and the SVR algorithm.
Wu et al. (2014) developed a genetic algorithm combing
multi-model framework to predict solar radiation. By compar-
ing the prediction performance of the proposed technique with
some other algorithms, they found higher accuracy and
consistency for their approach. Bhardwaj et al. (2013) pro-
posed a hybrid approach which includes hidden Markov
models and generalized fuzzy models to estimate solar irradi-
ation in India. They assessed the influence of different mete-
orological parameters for estimation of solar radiation using
the developed model. Their results showed that the predicted
values by the proposed model are in favorable agreements
with the measured data. Huang et al. (2013) developed a hy-
brid autoregressive and dynamical system (CARDS) model to
forecast hourly global solar radiation in Mildura, Australia.
Their results indicated that the CARDS model can forecast
hourly solar radiation favorably. Wu and Chan (2011) com-
bined the autoregressive and moving average (ARMA) model
with the controversial time delay neural network (TDNN) to
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predict hourly solar radiation. The achieved results revealed
that the hybridmodel has a higher capability than both ARMA
and TDNN.

The utilization of hybrid models for solar radiation estima-
tion has gained immense popularity since it takes the advan-
tages of different approaches. As a consequence, in this re-
search work, a new model is proposed to estimate monthly
mean daily horizontal global solar radiation by hybridizing the
SVMs and firefly optimization algorithm (FFA). Basically,
SVMs are a type of soft computing technique that has lately
obtained importance in the variety of applications such as
solar radiation estimation. The exactness of a SVM model is
chiefly reliant upon the determination of its model parameters;
thus, the FFA is applied to boost the performance of SVMs. To
verify the capability of the developed hybrid SVM-FFA mod-
el, long-term measured databases including horizontal global
solar radiation and different meteorological parameters for
port of Bandar Abbass located in south part of Iran are uti-
lized. To ensure the accuracy and adaptability of the proposed
model, its prediction performance is appraised against ANN,
GP, and ARMA. Various combinations of meteorological pa-
rameters are used as inputs in order to establish three models
based upon each technique. The hybrid approach proposed in
this study is new and differs from the SVMs reported in liter-
ature in that it utilizes the firefly optimization algorithm to
select its parameters in a more appropriate manner.

The organization of the reminder of the paper is as follows:
Section 2 explains the data sets utilized for the analysis.
Section 3, which offers the utilized methodology, is divided
into two parts: While in section 3.1, the support vector ma-
chine is described, in section 3.2 the firefly optimization algo-
rithm is explained. The utilized statistical indicators for
models’ performance assessment are introduced and reviewed
in section 4. The results and discussion are brought forward in
section 5. Finally, the conclusions are presented in section 6.

2 Data description

To evaluate the adaptability and accuracy of the proposed hy-
brid SVM-FFA approach, the long-term measured global solar
radiation along with many meteorological parameters for port
of Bandar Abbass, located in Iran, have been utilized. Port of
Bandar Abbas, the capital city of the Hormozgan province, is
situated in the southern part of Iran at geographical location of
27° 13′ N and 56° 22′ E, and its elevation is 9.8 m above the
sea level. Long warm season and cool short season are the
climatic characteristics of the region. Basically, the region is
a desert zone with extremely low level of atmospheric precip-
itation (http://en.wikipedia.org/wiki/Bandar Abass>Accessed
August 20, 2014). Based upon Köppen classification, the
climate condition of Bandar Abbas is categorized as BWh,
which relates to arid desert hot (Kottek et al. 2006).

For this research work, long-term measured data consisting
the daily horizontal global solar radiation (RS); sunshine dura-
tion (n); minimum, maximum, and average air temperatures
(Tmin, Tmax, and Tavg); relative humidity (Rh); and water vapor
pressure (Vp) provided by Iranian Meteorological
Organization (IMO) for the period of 14 years from January
1992 to December 2005 were utilized.

Prior to performing any computational process, a prelimi-
nary test was conducted to improve the quality of raw data.
The data cleaning procedure generally aims at enhancing the
data quality by checking and filtering them from any uncer-
tainty or erroneous. In horizontal global solar radiation data
used in this study, there were somemissing and also unreliable
values possibly due to instruments’ malfunction. In this re-
search work, an approach same as the previous studies was
applied to achieve further accuracy and consistency in the
quality of data (Mohammadi et al. 2015a; Mohammadi et al.
2015b). After conducting the quality control test, the daily
data of each month were averaged to obtain the monthly mean
daily values.

To model the horizontal global solar radiation (RS) via the
proposed approach, different combinations of data consisting
relative sunshine duration defined as the ratio of sunshine
duration to the maximum possible sunshine duration (n/N),
difference between maximum and minimum ambient temper-
atures (Tmax−Tmin), relative humidity (Rh), water vapor pres-
sure (VP), average ambient temperature (Tavg), and extraterres-
trial solar radiation on a horizontal surface (Ra) are used as
inputs. It is worth mentioning that the values of Ra and Nwere
computed by the equations presented in the Appendix.

To achieve reliable evaluation and comparison, the devel-
oped hybrid model is tested with data set that has not been
used during the training process. For this aim, the obtained
monthly mean daily data were divided into two parts of train-
ing and testing data sets. The first set of 10 years from 1992–
2001 (10×12) were used for training phase while the second
set of 4 years from 2002–2005 (4×12) were utilized for testing
phase.

Figure 1a–f illustrates the variation of monthly mean daily
values of RS (MJ/m2), n/N (dimensionless), Tmax−Tmin (°C),
Rh (%), VP (mb), Tavg (°C), respectively. The periods consid-
ered as training and testing phases have been shown in each
figure.

3 Methodology

In this study, a hybrid approach named SVM-FFA is devel-
oped by coupling the SVM with FFA for prediction of hori-
zontal global solar radiation. The potential and precision of the
SVM-FFA approach is compared with ANN, GP, and ARMA.
This section aims at describing briefly the support vector ma-
chine and firefly optimization algorithm as well as the
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encoding and methodology carried out to estimate the month-
ly mean daily global solar radiation with the proposed hybrid
SVM-FFA approach. The description of ANN, GP, and
ARMA can be found in the literature (Mora-López and
Sidrach-de-Cardona 1998; Alam et al. 2009; Şenkal and
Kuleli 2009; Voyant et al. 2012; Russo et al. 2014).

3.1 SVM

SVM is one of the soft computing learning algorithms which
has recently applied in the variety of fields such as computing,
hydrology, and environmental researches (Lu andWang 2005;
Asefa et al. 2006; Ji and Sun 2013; Sun 2013). It has mainly
utilized in pattern recognition, forecasting, classification, and
regression analysis. It has been proved that its applications
show superior performance compared to prior developed
methodologies such as neural network and other conventional

statistical models (Vapnik et al. 1996; Joachims 1998;
Collobert and Bengio 2000; Mukkamala et al. 2002; Huang
et al. 2002; Sung andMukkamala 2003). The details of theory
and evolution of SVM developed by Vapnik can be found in
(Vapnik and Vapnik 1998; Vapnik 2000).

SVM was developed according to the statistical machine
learning development as well as structural risk minimization
to reduce the upper bound generalization error compared to
local training error, which is a common technique in the previ-
ously used machine learning methodologies. The mentioned
technique proved advantages over other soft computing learning
algorithms. Additional advantages provided in this methodolo-
gy include (1) applying high dimensional spaced set of kernel
equations, which discreetly include nonlinear transformation;
thus, there is no assumption in functional transformation which
makes data linearly separable indispensable and (2) unique so-
lution due to the convex nature of the optimal problem.

Fig. 1 Monthly mean daily values of a horizontal global solar radiation, b relative sunshine duration, c difference between maximum and minimum
ambient temperatures, d relative humidity, e water vapor pressure, and f average ambient temperature
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SVM functions according to Vapnik’s theory are represented
in Eqs. (1–4). R={xi,di}i

n is used to assume a set of data points.
xi indicates the input space vector of the data sample. Also, di
and n are the target value and data size, respectively. SVM
approximates the function as represented in Eqs. (1) and (2):

f xð Þ ¼ wφ xð Þ þ b ð1Þ

RSVMs Cð Þ ¼ 1

2
wk k2 þ C

1

n

Xn

i¼1

L xi; dið Þ ð2Þ

In Eq. (1), φ(x) indicates high dimensional space charac-
teristic that mapped the input space vector x. Also,w and b are

a normal vector and scalar, respectively. In addition, C 1
n ∑

n

i¼1

L xi; dið Þ stands error or risk. Factors b and w are measured by
minimization of regularized risk equation following by intro-
duction of positive slack variables ξi and ξi

* that indicate upper
and lower excess deviation (Vapnik and Vapnik 1998):

MinimizeRSVMs w; ξ *ð Þ
� �

¼ 1

2
wk k2 þ C

Xn

i¼1

ξi þ ξ*i
� �

Subject to
di−wφ xið Þ þ bi≤εþ ξi
wφ xið Þ þ bi−di≤εþ ξ*i

ξi; ξ
*
i ≥0; i ¼ 1;…; l

�
ð3Þ

where 1
2 wk k2 is the regularization term, C represents the error

penalty feature utilized to control the trade-off between the
empirical error (risk) and regularization term, ε represents
the loss function associated to approximation accuracy of the
trained data point and the number of factors in the training data
set which is defined as the l.

Optimality constraints and Lagrange multiplier which can
be used to solve Eq. (1) are consequently obtained using a
generic function as follows:

f x; aia
*
i

� � ¼ Xn

i¼1

ai−a*i
� �

K x; xið Þ þ b ð4Þ

In Eq. (4), K(x,xi)=φ(xi)φ(xj) and the term K is defined as
the kernel function, which is dependent on the two inner vec-
tor xi and xj in the feature space φ(xi) and φ(xj), respectively.

The main objective of SVMs is to determine data correla-
tion through nonlinear mapping methodology. The kernel
function, denoted by K, as a straight-forward computation
technique (hereafter) can be used to generate a nonlinear
learning machine. The method is employed to calculate the
inner product in a feature space that serve as a function to
original input points. The adaptability of SVM to use kernel
functions is important where it discreetly alters the informa-
tion into a higher dimensional feature space. The obtained
results in such a space typify the outcomes of the lower di-
mensional, original input space.

Sigmoid, lineal, polynomial, and radial basis functions are
the four basic kernel functions which are provided by SVM.
Over time, the radial basis function (RBF) has been repeatedly
proven to be the ideal function in its category due to its ability
for efficient, simple, reliable, and adaptable computation for
the purpose of optimization especially for adaptability in han-
dling the parameters which are complex (Rajasekaran et al.
2008; Yang et al. 2009; Wu and Wang 2009). Only the solu-
tion of a set of linear functions are required for the training of
RBF kernel equation rather than the lengthy and complicated
demanding quadratic programming problem (Shamshirband
et al. 2014; Mohammadi et al. 2015c). Accordingly, the radial
basis equation with parameter σ is adopted. The nonlinear
radial basis kernel function is defined as

K xi; x j
� � ¼ exp −γ xi−x j

�� ��2� �
ð5Þ

where xi and xj are vectors in the input space, i.e., vectors of
features computed from training or testing samples. In addi-
tion, the accuracy of predictions using RBF kernel function
depends on the selection of its three factors (γ, ε, and C). In
this study, the optimal values of these factors are established
using firefly optimization algorithm, which is described in the
following subsection.

3.2 SVM parameter selection using firefly optimization
algorithm

Over the years, biological inspired metaheuristic optimization
algorithms such as ant colony optimization (ACO), genetic
algorithm (GA), particle swarm optimization (PSO), cuckoo
search (CS), FFA, and many more have found wide applica-
tions in the fields of optimization (Kisi 2014; Kıran et al.
2012; Sudheer et al. 2014; Bojic et al. 2012). A more recent
approach in biological inspired metaheuristic optimization al-
gorithms is FFA developed by Yang (2010). This approach is
on the basis of the certain behavioral pattern, particularly the
flashing characteristic of fireflies. A firefly is a kind of insects
that utilize the principle of bioluminescence to attract mates or
prey. The luminance produced by a firefly enables other fire-
flies to trail its path in search of their prey. This concept of
luminance production is useful to develop algorithms for solv-
ing many optimization problems. FFA proves to be more
promising, robust, and efficient in finding both local and glob-
al optimal compared to other existing metaheuristic algo-
rithms (Mohammadi et al. 2013; Amiri et al. 2013).

The fundamental rules in FFA development are as follows:
(1) all fireflies are assumed unisex; thus, each has the oppor-
tunity to attract another one irrespective of their sex; (2) the
attractiveness of one firefly to another is proportional to the
amount of luminance produce (luminous intensity) which is
declined with increasing the distance between them; conse-
quently, the ones with less brightness will always move toward
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the ones with higher brightness; and (3) the brightness of the
individual firefly is affected by the nature of the encoded cost
function, simply say, the brightness is proportional to the value
of the fitness or objective function (Poursalehi et al. 2013;
Olatomiwa et al. 2015). The major issues in FFA development
are the formulation of the objective function (attractiveness)
and the variation of the light intensity. As an instance, in the
optimal design problem involving the maximization of objec-
tive function, the fitness function is proportional to the bright-
ness or the amount of light emitted by the firefly. Therefore,
decrement of the light intensity due to more distance between
the fireflies will lead to the variations of intensity and thereby
lessen the attractiveness among them. Equation (6) can be used
to represent the light intensity with varying distance.

I rð Þ ¼ Ioexp −γr2
� � ð6Þ

where I is the light intensity at distance r from a firefly, Io
represents initial light intensity, i.e., when r=0 and γ is the
light absorption coefficient which can be taken as a constant
value varying between 0.1 and 10 (Sudheer et al. 2014). As a
firefly’s attractiveness is proportional to the light intensity ob-
served by adjacent fireflies, we can represent the attractiveness
β at a distance r from the firefly as

β rð Þ ¼ βoexp −γr2
� � ð7Þ

where βo shows the attractiveness at distance r=0.
Equation (8) represents the Cartesian distance between any

two fireflies i and j:

ri j ¼ xi þ x j
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd

K¼1

xi;k−x j;k
� �

vuut ð8Þ

The movement of firefly i as attracted to another brighter
firefly j can be represented as

Δxi ¼ βoe
−γr2 x j−xi

� �þ αεi ð9Þ

The first term appeared in the Eq. (9) is due to the attrac-
tion, while the second term represents the randomization with
α as randomization coefficient whose value is between 0 and
1 (Sudheer et al. 2014) and εi is the random number vector
derived from a Gaussian distribution. The next movement of
firefly i is updated as

xiþ1
i ¼ xi þΔxi ð10Þ

4 Performance assessment criteria

The robustness of the proposed hybrid SVM-FFA approach to
estimate the monthly mean daily horizontal global solar

radiation is evaluated via different statistical indicators of
mean absolute percentage error (MAPE), root mean square
error (RMSE), relative root mean square error (RRMSE),
and coefficient of determination (R2).

The MAPE, as an accuracy level estimator, shows the
mean absolute percentage difference between the esti-
mated and the measured data. The MAPE is obtained
by

MAPE ¼ 1

x

Xx

i¼1

Hi;c−Hi;m

Hi;m

				
				� 100 ð11Þ

where Hi,c is the ith calculated solar radiation value by
predictive techniques and Hi,m is the ith measured solar
radiation value. Also, x is the total number of
observations.

The RMSE determines the precision of the model by com-
paring the deviation between the estimated and the measured
data. The RMSE has always a positive value and is calculated
by

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

x

Xx

i¼1

Hi;c−Hi;m

� �2
vuut ð12Þ

The RRMSE in percent is achieved by dividing the
RMSE to the average of measured values, which is
defined by

RRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

x

Xx

i¼1

Hi;c−Hi;m

� �2
vuut

1

x

Xx

i¼1

Hi;m

� 100 ð13Þ

According to Li et al. (2013), different ranges of RRMSE
can be defined to show the models’ capability such that a
model precision is

Table 1 Optimal values
of user-defined parame-
ters for the SVM model

Parameters

C=1.74 γ=0.47 ε=0.27

Table 2 The studied models with different input parameters

Model Input element

(1) n/N, Tmax−Tmin, Rh, Vp
(2) n/N, Tmax−Tmin, Rh, Vp, Tavg
(3) n/N, Tmax−Tmin, Rh, Vp, Tavg, Ho

58 S. Shamshirband et al.

RETRACTED ARTIC
LE



Excellent for RRMSE <10 %;
Good for 10 %<RRMSE <20 %;

Fair for 20 %<RRMSE <30 %;
Poor for RRMSE >30 %.

Table 3 Statistical indicators of SVM-FFA model as well as ANN, GP, and ARMA models

Model Training set Testing set

MAPE (%) RMSE (kWh/m2) RRMSE (%) R2 MAPE (%) RMSE (kWh/m2) RRMSE (%) R2

SVM-FFA (1) 9.3174 0.5203 10.7485 0.7817 10.0327 0.5547 10.9447 0.7649

SVM-FFA (2) 8.3000 0.4672 9.6513 0.8240 8.7319 0.5048 9.7416 0.8053

SVM-FFA (3) 3.2924 0.1903 3.9312 0.9709 3.3252 0.1859 3.7350 0.9737

ANN (1) 11.1827 0.6278 12.9680 0.6823 10.6356 0.5696 11.4436 0.7457

ANN (2) 10.7729 0.5772 11.9232 0.7314 10.6992 0.5501 11.0533 0.7687

ANN (3) 8.1721 0.4698 9.7052 0.8221 8.6763 0.5021 10.0880 0.8075

GP (1) 12.8714 0.7314 15.1094 0.5687 14.2439 0.8430 16.9376 0.5487

GP (2) 11.0612 0.6283 12.9792 0.6817 9.4422 0.5405 10.8595 0.7767

GP (3) 8.0227 0.4558 9.4161 0.8325 8.5527 0.4833 9.7103 0.8214

ARMA (1) 11.3165 0.6304 13.0225 0.6796 10.3400 0.5626 11.3038 0.7518

ARMA (2) 10.7710 0.5778 11.9359 0.7308 10.7911 0.5528 11.1067 0.7665

ARMA (3) 8.2399 0.4650 9.6060 0.8258 8.759 0.5086 10.2186 0.8023

Fig. 2 Scatterplots of the predicted global solar radiation using a SVM-FFA (3), b ANN (3), c GP (3), and d ARMA (3) against the measured ones for
the training data set (120 months)
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The R2 provides a measure of the linear relationship
between the estimated and the measured values. The R2

is obtained by

R2 ¼
Xx

i¼1

Hi;m−Hm; avg

� �2
−
Xx

i¼1

Hi;c−Hi;m

� �2

Xx

i¼1

Hi;m−Hm; avg

� �2 ð14Þ

where Hm,avg is the average of measured values.
It is worth mentioning that the smaller values of

MAPE, RMSE, and RRMSE represent further precise-
ness of the global solar radiation estimation and in an
ideal case they are zero. The R2 ranges between 0 and
+1. The R2 value around +1 indicates that there is a
perfect linear relationship between the estimated values
and measured ones whereas R2 around zero shows that
there is no linear relationship.

5 Results and discussion

In this study, as mentioned earlier, the RBF was applied as the
kernel function for the prediction of monthly mean global
solar radiation. The three parameters associated with RBF
kernels areC, γ, and ε. The optimal values of these parameters
were obtained using firefly algorithm. Table 1 provides the
achieved optimal values of user-defined parameters of C, γ,
and ε.

Generally, the capability of each model and technique to
offer accurate estimations is contingent upon proper input pa-
rameter selection. Various predictive variables described in
section 2 with eight different possible combinations have been
considered to find a more suitable set based upon a primary
analysis of input parameter selection. It was found that com-
bination of relative sunshine duration, difference between
maximum and minimum air temperatures, relative humidity,
and water vapor pressure is more effective to obtain accept-
able estimation. For this aim, according to the examination
conducted, three models with different combinations of input

Fig. 3 Scatterplots of the predicted global solar radiation using a SVM-FFA (3), b ANN (3), c GP (3), and d ARMA (3) against the measured ones for
the testing data set (48 months)
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elements as presented in Table 2 are established via four ap-
proaches of SVM-FFA, ANN, GP, and ARMA and later ex-
plored to determine the most precise one.

Through different widely utilized statistical parameters of
MAPE, RMSE, RRMSE, and R2, the potential of the proposed
hybrid model as well as ANN, GP, and ARMA models were
assessed. The results are offered in Table 3 for both training
and testing phases. According to the statistical indicators and

one by one comparison of models (1)–(3), it is apparently
found that SVM-FFA approach enjoys superior performance
compared to the ANN, GP, and ARMA techniques. Besides,
model (3) established based on each approach utilizing rela-
tive sunshine duration, difference between air temperatures,
relative humidity, water vapor pressure, average temperature,
and extraterrestrial solar radiation as inputs provides more
precision compared to models (1) and (2). Therefore, it can

Fig. 4 Histogram of the ratio of
predicted global solar radiation
using a SVM-FFA (3), b ANN
(3), c GP (3), and d ARMA (3) to
the measured ones for the testing
data set (48 months)

Fig. 5 Comparison between the
predicted monthly global solar
radiation values by SVM-FFA (3)
and the measured data for the
testing data set (48 months)
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be concluded that for favorable predictions of the horizontal
global solar radiation in the considered case study, the pres-
ence of extraterrestrial solar radiation plays a remarkable role
in attaining further accuracy as achieved by model (3).

Thus, to draw more appropriate conclusions, in the follow-
ing, the proficiency of the SVM-FFA (3) model is more
assessed compared to the ANN (3), GP (3), and ARMA (3)
models.

The capability of the SVM-FFA (3) for monthly mean
global solar radiation estimation in comparison with ANN
(3), GP (3), and ARMA (3) can be shown by depicting the
predicted values against the measured data. Figure 2a–d illus-
trates the scatterplots between the measured and the computed
global solar radiation values via SVM-FFA (3), ANN (3), GP
(3), and ARMA (3), respectively, for the training data set. It is
observed that for SVM-FFA (3) as the slope of the straight
line, according to Fig. 2(a), is nearly close to one, the number
of either overestimated or underestimated values produced are
really limited. Consequently, it is obvious that the predicted
values by SVM-FFA (3) enjoy the highest level of precision.
Whereas Fig. 2b–d shows that the amount of deviations of
predicted data points by ANN (3), GP (3), and ARMA (3)
are really higher which demonstrate the lower rate of correla-
tion between the measured and the estimated values.

Figure 3a–d, in the form of scatterplot, shows the pre-
dicted horizontal daily global solar radiation values, re-
spectively by SVM-FFA (3), ANN (3), GP (3), and
ARMA (3) against the measured ones for the testing data
set. It is clear that there are very favorable agreements
between the estimated values by SVM-FFA (3) and the
measured global solar radiation data. This proves the great
merit of the SVM-FFA approach for prediction of monthly
mean horizontal global solar radiation.

To provide more assessments on the accuracy of SVM-
FFA approach, the ratios of estimated global solar radiation
by SVM-FFA (3), ANN (3), GP (3), and ARMA (3) to the
measured data were computed for the testing data set and the
achieved results are presented as histogram plots in Fig. 4a–d,
respectively. Histogram is a useful diagram to represent the
probability occurrence of a given variable in any specific in-
terval. Figure 4a–d shows the histogram of the number of
months in different intervals of the computed ratios of data.
It is observed that for SVM-FFA (3), 47 out of 48 months
considered as the testing data set fall in the range of 0.9 to
1.1 which is a further validation to show the low errors and
high potential of SVM-FFA approach in estimating the
monthly mean horizontal global solar radiation.

In this part, to further verify the potential of the developed
SVM-FFA (3) model to predict monthly mean global solar
radiation, its capability is compared with the two well-
known and widely used empirical models using relatively
similar input parameters as inputs. For this aim, the Abdalla
(1994) and Ododo et al. (1995) models have been established

utilizing the traditional statistical regression technique and the
used data sets of this study, respectively as

RS

Ra
¼ 0:3160þ 0:3767

n

N

� �
−0:0004Tavg−0:0005Rh ð15Þ

RS

Ra
¼ 0:1989þ 0:5697

n

N

� �

þ 0:0044Tmax−0:0007Rh−0:0068Tmax
n

N

� �
ð16Þ

It is noticed that extraterrestrial solar radiation as a signif-
icant parameter plays a role in both models. For the Abdalla
(1994) model (i.e., Eq. (15)), the attained statistical indicators
are MAPE=6.8004 %, RMSE=0.4118 kWh/m2, RRMSE=
8.2738 %, and R2=0.8436. Also, for the Ododo et al. (1995)
model (i.e., Eq. (16)), the statistical parameters are achieved as
MAPE=6.7960 %, RMSE=0.4050 kWh/m2, RRMSE=
8.1371 %, and R2=0.8475.

Comparing these statistical indicators with those presented
in Table 3 reveals that the predicted global solar radiation
values by the SVM-FFA (3) are much closer to the measured
data than those obtained by these two empirical models. In
fact, based on the values of MAPE, RMSE, and RRMSE, it is
noticed that more than two times more accuracy can be
achieved by SVM-FFA (3) compared to these two empirical
models. These comparisons prove the merit of the SVM-FFA
(3) over the traditional empirical models using relatively sim-
ilar input parameters.

The month by month comparison between the measured
and the estimated global solar radiation on a horizontal surface
via SVM-FFA (3) for all 48 months used as the testing data set
is illustrated in Fig. 5.

6 Conclusions

The application of hybrid approaches to predict the global
solar radiation is being growing rapidly owing to the fact that
they take the advantages of different approaches, which even-
tuates in boosting the accuracy. In this study, using the com-
bination of the SVM and FFA, a newmodel named SVM-FFA
is proposed for prediction of monthly mean daily horizontal
global solar radiation. As a case study, long-term measured
horizontal global solar radiation and different meteorological
parameters for port of Bandar Abbass situated in south costal
region of Iran were used to evaluate the suitability of the new
hybrid approach. The performance of the proposed approach
was assessed by comparing its capability with ANN, GP, and
ARMA approaches via different statistical techniques. By an-
alyzing the possibility of utilizing various combinations of
meteorological parameters as inputs, three metrological-
based models were established using each approach. The re-
sults indicated that the model (3) using the combination of
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relative sunshine duration, difference between maximum and
minimum air temperatures, relative humidity, water vapor
pressure, average temperature as well as extraterrestrial solar
radiation as inputs performed best based upon all approaches.
This analysis proved the indispensible significance of extra-
terrestrial solar radiation to obtain higher accuracy in
estimation.

It was conclusively found that the proposed hybrid SVM-
FFA approach is highly efficient in estimating the monthly
mean daily horizontal global solar radiation. According to
the statistical indicators and one by one comparison of models
(1)–(3), it was apparently found that SVM-FFA approach
enjoys superior performance compared to the ANN, GP, and
ARMA techniques. The order of model’s accuracy based on
the model (3) as the best model of each approach was SVM-
FFA (3)>GP (3)>ANN (3)>ARMA (3). In fact, the hybrid
SVM-FFA represented very higher preciseness compared to
others while the performance’s difference between GP, ANN,
and ARMAwas insignificant. The achieved statistical indica-
tors for SVM-FFA (3) were MAPE=3.3252 %, RMSE=
0.1859 kWh/m2, RRMSE=3.7350 %, and R2=0.9737. On
the basis of RRMSE, the SVM-FFA (3) showed an excellent
performance. Furthermore, by computing the ratio of estimat-
ed to the measured solar radiation values, it was found that for
SVM-FFA (3), 47 out of 48 months considered as testing data
set fall in the range of 0.9 to 1.1 which is a further verification
for the merit of SVM-FFA approach. In the final analysis, two
widely used empirical models of Abdalla (1994) and Ododo
et al. (1995), using relatively similar input parameters, were
established based on used data series of this study. By provid-
ing statistical comparisons, it was concluded that SVM-FFA
(3) shows absolute superiority over empirical models.

To summarize, the study results strongly advocate the fea-
sibility of utilizing the new hybrid SVM-FFA model to obtain
further accuracy in estimating the monthly mean horizontal
global solar radiation.
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Appendix

The extraterrestrial solar radiation on a horizontal surface (Ra)
is expressed as (Duffie and Beckman 2006; Kalogirou 2009)

Ra ¼ 24

π
Gsc 1þ 0:033cos

360nday
365


 �

� cosφcosδ sinωs þ πωs

180
sinφsinδ

� �

where Gsc is the solar constant which based upon the new
assessments reported by Intergovernmental Panel on Climate
Change (IPCC) is assumed equal to 1361.5W/m2 (www.ipcc.
ch/report/ar5/wg1) and nday is the average day of each month
(Duffie and Beckman 2006). δ and ωs are the daily solar
declination and sunset hour angles, respectively, as (Duffie
and Beckman 2006)

δ ¼ 23:45sin
nday þ 284
� �

360

365


 �

ωs ¼ cos−1 −tanφ tanδð Þ

The maximum possible sunshine duration (N) is (Duffie
and Beckman 2006; Kalogirou 2009)

N ¼ 2

15
cos−1 −tanφ tanδð Þ
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