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Abstract This study compared two machine learning tech-
niques, support vector machines (SVM), and artificial neural
network (ANN) in modeling monthly precipitation fluctua-
tions. The SVM and ANN approaches were applied to the
monthly precipitation data of two synoptic stations in
Hamadan (Airport and Nojeh), the west of Iran. To avoid
overfitting, the data were divided into two parts of training
(70 %) and test sets (30 %). Then, monthly data from July
1976 to June 2001 and data from April 1961 to November
1996 were considered as training set for the Hamadan and
Nojeh stations, respectively, and the remaining were used as
test set. The results of the SVM model were compared with

those of the ANN based on the root mean square errors, mean
absolute errors, determination coefficient, and efficiency co-
efficient criteria. Based on the comparison, it was found that
the SVM model outperformed the ANN, and the estimated
precipitation values were in good agreement with the corre-
sponding observed values.

1 Introduction

Forecasting precipitation as a main ingredient of the hydro-
logical cycle is of primary importance in water resources
planning and management (Kaheil et al. 2008). Especially, it
is substantial to estimate and forecast rainfall accurately for
reservoir operation and flooding prevention since it can pro-
vide an extension of lead-time of the flow forecasting, larger
than the response time of the watershed (Wu et al. 2010). Also,
as part of the modernization of the National Weather Service
(NWS), more affirmation is being placed on the local gener-
ation of quantitative precipitation forecasts and their applica-
tion in hydrological models (Hall et al. 1999). Nevertheless,
precipitation forecasting issue is quite difficult due to the
tremendous variation of rainfall over the wide range of scales
both in space and time (Kaheil et al. 2008). Therefore, accu-
rate modeling and forecasting this phenomenon are two of the
greatest challenges in operational hydrology, despite many
advances in weather forecasting in recent decades (Hung
et al. 2009).

Several methods have been developed for modeling time
series data like precipitation, including autoregressive (AR),
moving-average (MA), AR moving-average (ARMA), and
AR integrated moving-average (ARIMA). In this model, the
correlated data will be used while limited to forecast tempo-
rary changes. However, these techniques do not seem to be
able to deal with nonstationary time series. Therefore, it would
be necessary to implement updated models with higher
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capacities. In recent years, several progressive techniques
have been introduced as new tools for modeling. Thus, the
best technique for prediction needs to be chosen among them.
In this regard, recently soft computing techniques including
support vector machines (SVMs) and artificial neural net-
works (ANNs) have been utilized in various areas of science
including time series forecasting.

Due to the significant progress in the fields of pattern
recognition methodology, the ANN has been applied to model
various nonlinear hydrological processes including time series
forecasting. Satisfactory performance of the ANN has been
verified by several studies such as predicting the flood (Kisi
2003), suspended sediment estimation (Wang et al. 2008; Gao
et al. 2002), reservoir inflow forecasting (Bae et al. 2007),
rainfall runoff (Solaimani 2009), as well as the precipitation
prediction (Hung et al. 2009; Valverde Ramírez et al. 2005).
Valverde Ramírez et al. (2005) applied the multi-layer feed-
forward perception neural network to predict daily precipita-
tions. Results indicated that the performance of the ANN
approach was better than that of the linear regression model.
Saplioglu et al. (2010) used three-layer feed-forward neural
networks to predict precipitations and indicated that ANN
model was well-linked as compared to general methods of
weighted and harmonic means. El-Shafie et al. (2011) (El-
Shafie et al. 2011) investigated the accuracy of an ANN
technique in precipitation forecasting and demonstrated that
the ANN works better than other linear methods.

Furthermore, support vector machines (SVMs) which are
based on the structural risk minimization, instead of the em-
pirical risk minimization of the ANN, have been successfully
used in different research areas. Utilizing the empirical risk
minimization can cause the overfitting problem of the network
due to capturing the solution in a local minimum. The empir-
ical error and model complexity are minimized simultaneous-
ly by the structural risk minimization. Then, the generalization
ability of the SVM for classification or regression problems
can be improved in many disciplines.

Recently, the SVMs have been widely utilized to predict
water resource variations especially on predicting the rainfalls,
floods, and water reservoirs. Several authors have investigated
the SVM performance for the prediction of the rainfall runoff
(Dibike et al. 2001), the lakewater levels (Khan and Coulibaly
2006; Asefa et al. 2005; Khalil et al. 2006), the flood and
stream flow (Yu et al. 2006), and the atmospheric temperature
(Radhika and Shashi 2009).

To our knowledge, a few studies have been conducted to
compare ANN and SVM for predicting precipitation.
Ingsrisawang et al. (2008) (Ingsrisawang et al. 2008) used
and compared the three methods of Decision-tree, artificial
neural network (ANN), and support vector machine (SVM) to
predict short rainy days. They found that the SVM method
showed less error in classifying precipitations of the rainy
days with no rain, low rain, and the average raining.

However, in predicting, ANN method showed less root mean
square error. Yoon et al. (2011) compared SVM and ANN for
modeling lake level fluctuations and concluded that SVM
worked better than ANN. In addition, Çimen and Kisi
(2009) compared SVM and ANN techniques for predicting
lake water levels and groundwater levels and concluded that
the SVM was superior to ANN.

The aim of this study was to compare two of the most
promising and frequently used soft computing techniques of
SVM and ANN for modeling the monthly precipitations.
Therefore, both techniques were applied to estimate the pre-
cipitations in the central area of Hamadan City, the west of
Iran, and the results were compared with each other.

2 Material and methods

2.1 Study area and data

The study site, Hamadan, is located at a mountainous area in
the West of Iran. In this study, monthly precipitation data of
35 years (July 1976 to September 2011) from the Hamadan
synoptic station (the airport station) and the data for 50 years
(April 1961 to September 2011) from Nojeh station, another
part of Hamadan Province, were used. Figure 1 shows the
locations of the stations. The characteristics of the stations
are listed in Table 1. To model precipitations, raw data for
each year were extracted and registered. Before any calcu-
lations were carried out, the run test was performed to
examine the accuracy and homogeneity of the data. The
data were homogeneous and there was no gap. In order to
avoid overfitting, the data was divided into two parts. Then,
about 70 % of the data were considered as the training set,
and the rest 30 % were utilized for the test set. Therefore,
monthly data from July 1976 to June 2001 for the Hamadan
station and data from April 1961 to November 1996 for the
Nojeh station were considered as training set, and the re-
maining were used as test set.

The monthly statistics of the data sets including mean,
maximum, minimum, skewness, and the coefficient of auto-
correlation (lag 1 to lag 2 which are shown as R1 and R12) are
given in Table 1 for both meteorological stations. For two
stations, the distribution of the training and testing data sets
are slightly different from each other, thereby taken approxi-
mately similar. The precipitation data have significantly high
autocorrelations for both stations (α<0.05).

2.2 Method of study

2.2.1 Artificial neural networks

The ANN is a flexible mathematical structure pattern which is
based on a model of emulating the processing of human
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neurological system to realize related spatial and temporal
characteristics from the historical data patterns (especially
for nonlinear and dynamic evolutions). In general, a common
ANN, called a multilayer perceptron network (MLPN) in-
cludes input, hidden, and output layers with their nodes taking
values in the range (0 to 1) and some activation functions.
Each layer is fed with the previous layers. The model inputs
functionally are mapped to the model outputs during optimi-
zation by using the hidden layers’ nodes (Yoon et al. 2011).

There are numerous ANN architectures and several
methods for network training. The back-propagation algo-
rithm (BPA) can effectively train the network for nonlinear
problems. This study used an MLPN with one hidden layer
trained by BPA to construct the ANN model. In the hidden
and output layers, a log-sigmoid function and a linear function
were utilized respectively as activation functions. It has been

reported that extrapolation ability of the ANNmodel has been
improved with this most commonly used configuration (Yoon
et al. 2011).

The MLPN is mathematically represented by:

y j ¼ f
X
i¼1

N

w jixi þ b j

 !
ð1Þ

where the xi shows the ith nodal value in the previous layer, yj
is the jth nodal value in the present layer, bj is the bias of the jth
nodes in the present layer,Wji is a weight connecting xi and yj,
N is the number of nodes in previous layer, and f is the
activation function in the present layer (Yoon et al. 2011).

2.2.2 Support vector machine

Similar to ANNs, SVMs can be used for classification and
regression problems. An SVM is a classifier derived from
statistical learning theory based on structural risk minimiza-
tion. Theoretically, it minimizes the expected error of a learn-
ing machine and reduces the problem of overfitting. That is, as
this method minimizes the experimental error and the

Fig. 1 Map of area showing the
Hamadan in Iran

Table 1 Characteristics of meteorological stations in the study area

Station Type Latitude Longitude

Hamadan Synoptic 35° 20′ 48° 68′

Nojeh Synoptic 34° 58′ 48° 53′
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complexity simultaneously, it can improve its generalization
for prediction (Yoon et al. 2011).

The basic idea is to map the input vector x into the high-
dimensional feature space ϕ(x) (kernel function) in a nonlinear
manner in which, theoretically, a simple linear regression can
cope with the complex nonlinear regression of the input space.

Let (x,y) be a set of N samples, where x∈ℝm is an input
vector of m components, and y is a corresponding
outputvalue. An SVM estimator (f) on regression is mathe-
matically represented by

f xð Þ ¼ w:ϕ xð Þ þ b

where w is a weight vector, and b is a bias. The optimization
issue can be written as a convex optimization problem with
an ε -insensitivity loss function to obtain the solution to the
above equation (Yoon et al. 2011). Then, the objective
function

1

2
wTwþ C

X
i¼1

N

ξi þ C
X
i¼1

N

ξ�i ð2Þ

should be minimized subject to the following restrictions:

wTϕ xið Þ þ b−yi≤εþ ξi
yi−w

Tϕ xið Þ−b≤ ε þ ξ�i
ξi; ξ

�
i ≥0; i ¼ 1;…N

8<
:

where C is a positive tradeoff parameter that determines the
degree of the empirical error in the optimization problem
and ξi and ξi

* are slack variables that penalize training errors
by the loss function over the error tolerance ε. This problem
is usually solved in a dual form using Lagrangian multi-
pliers. The data are usually assumed to have zero mean. The
operations are performed in the input space rather than the
potentially high-dimensional feature space by the kernel
function. Therefore, an inner product in the feature space
has an equivalent kernel in input space (Çimen and Kisi
2009). In general, the common kernel functions treated by
the SVM are the functions with the polynomial, Gaussian
radial basis (GRBF), exponential Radial basis, etc. This
study utilized the GRBF which can be written as k(xi,x)=
exp(−γ|xi−x|2)

2.3 Performance criteria

The root mean square error (RMSE), coefficient of efficien-
cy (E), determination coefficient (R2), and mean absolute
error (MAE) were used for evaluating the prediction accu-
racy of SVM and ANN models. R2 measures the degree of
linear relation between two variables. The RMSE measures
the goodness-of-fit relevant to high precipitation amounts

and MAE yields a more balanced perspective of the
goodness-of-fit at moderate precipitation amounts (Çimen
and Kisi 2009). The coefficient of efficiency measures dif-
ferences between the observations and predictions relative to
the variability in the observed data. A value of 90 % and
above indicates very satisfactory performance, but a value
below 80 % indicates unsatisfactory performance (Çimen
and Kisi 2009). The RMSE, E, and MAE are calculated as
follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

X
yobserved−ypredicted
� �2r

MAE ¼ 1

n

X
yobserved−ypredicted
�� ��

E %ð Þ ¼ 1−

X
yobserved−ypredicted
� �2

X
yobserved−ymeanð Þ2

ð3Þ

where n is the number of data, y is the under water level, and
ymean is the average precipitation.

3 Results

The SVM and ANN models were implemented using clem-
entine12. To choose appropriate inputs for these models,
correlation analysis was used. Regarding the autocorrelation
coefficients (Table 2), five inputs in Hamadan and four
inputs in Nojeh stations were considered based on monthly
precipitation amounts of previous periods. The autocorrela-
tion statistics and the corresponding 95 % confidence bands
from lag 0 to lag 12 were shown for the precipitation time
series of both stations (Fig. 2). The SVM and the ANN
inputs considered in the study were as follows: Lag1, Lag6,
Lag7, Lag8, and Lag12 in the Hamadan station and Lag1,
Lag6, Lag7, and Lag12 in the Nojeh station. To investigate
the effect of lags as inputs on the predictive power of these
models, the SVM and the ANN without inputs were also
fitted, and models performance based on four criteria were
evaluated.

During the learning by SVM, optimum values of three
parameters C, γ, and ε were determined using the trial and
error method (Table 3). In addition, since neural networks
with two and three hidden layers did not improve the predic-
tion criteria, the ANN was used with one hidden layer with
fewer parameters.

For two stations, the RMSE, MAE, E and R2 statistics in
training and test sets for all settings are given in Table 4.
Table 4 indicates that for both stations, the SVM model
comprising inputs performed much better than the SVMwith-
out inputs and the ANN with and without inputs.
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It can be seen that the RMSE and MAE values of the SVM
model with inputs are smaller than those of the other three
models in both the training and testing stages, for both stations
(RMSE=8.01 and RMSE=0.64 for the Hamadan and the
Nojeh stations, respectively, in the test sets; MAE=6.69 and
MAE=0.45 for Hamadan and Nojeh stations, respectively, in

the test sets). On the other hand, the efficiency and the R2

values of the SVMmodel with inputs are greater than those of
the other three models in both the training and test sets (E=
0.87 and E=0.97 for the Hamadan and the Nojeh stations,
respectively; R2=0.96 and R2=0.99 for Hamadan and Nojeh
stations, respectively, in the test sets). This implies that the
SVM comprising inputs was better than that of the other three
models for the given data.

The temporal variation of observed monthly precipitation
values and the estimates of the SVM and ANN models with
and without inputs for the test period are plotted in Fig. 3. In
this figure, the four graphs on the right panel are related to the
Nojeh station, and the left graphs are related to the Hamadan
station. It is obviously seen from the graphs that the SVM
estimates including inputs are closer to the corresponding
observed values than those of the other three models especial-
ly for the peak values.

In addition, the estimates of the SVM and ANNmodels are
illustrated in the form of scatter plot (Fig. 4). As seen from the
fit line equations (assume that the equation is y=a0x+a1) in

Table 2 The statistical parame-
ters of monthly precipitation data
set in two stations (in mm/month).
(Ri is the autocorrelation coeffi-
cient with lag i)

*Significant at 0.05 level

Hamadan station Nojeh station

Entire data Training set Test set Entire data Training set Test set

Mean 26.31 26.25 26.45 26.74 27.01 25.31

Minimum 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 152.10 152.10 123.60 151.00 151.00 135.60

Standard deviation 28.35 26.47 28.21 28.35 29.25 26.83

Skewness 1.19 1.26 1.04 1.18 1.07 1.39

R1 0.42* 0.40 0.46 0.38* 0.42 0.26

R2 0.27 0.30 0.21 0.18 0.20 0.12

R3 0.14 0.12 0.10 0.10 0.04 −0.07
R4 −0.05 −0.05 −0.10 −0.23 −0.24 −0.22
R5 −0.28 −0.21 −0.24 −0.27 −0.30 −0.19
R6 −0.30* −0.32 −0.24 −0.29* −0.31 −0.26
R7 −0.29* −0.31 −0.24 −0.30* −0.33 −0.24
R8 −0.30* −0.35 −0.23 −0.23 −0.23 −0.24
R9 −0.27 −0.25 −0.26 −0.03 −0.02 −0.06
R10 −0.04 −0.05 −0.01 0.14 0.14 0.12

R11 0.15 0.18 0.09 0.28 0.30 0.22

R12 0.32* 0.34 0.27 0.46* 0.47 0.43

Table 3 Optimum values of support vector machine (SVM) parameters

Station Method C ε γ

Hamadan SVM with lag 50 0.010 0.450

SVM without lag 75 0.015 0.050

Nojeh SVM with lag 85 0.005 0.008

SVM without lag 150 0.010 0.070
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Fig. 2 The autocorrelations of the precipitation values
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the scatter plots, the a0 and a1 coefficients for the SVMmodel
with inputs are respectively closer to the 1and 0 than those of
the other models at both stations.

Based on these results, the SVM methodology comprising
appropriate inputs was found to be better than the ANN ones
in order to model precipitation fluctuations in these two par-
ticular stations.

4 Discussion

The results of this study indicated that the SVM is a beneficial
method for the empirical forecasting of precipitation amount
in Hamadan. The SVM model results were also compared
with ANN model results. The performance measurements
obtained from SVM comprising appropriate inputs were sat-
isfactory. Also, with several performance criteria, the SVM

model outperformed the ANNmodels with and without inputs
and SVM without inputs.

Based on these results, the SVM methodology is found
to be better than the ANN ones in order to model monthly
precipitation fluctuations. There has been sufficient evi-
dence from other studies in various fields of hydrology that
indicates the superiority of SVM over the regular ANN
modeling approach. For example, in a study conducted by
Yoon et al. (2011), SVM and ANN performance was com-
pared in ground water level modeling. Their results showed
a better performance for SVM than for ANN. In addition,
Çimen and Kisi (2009) compared SVM and ANN tech-
niques for predicting lake water levels fluctuations and
concluded that SVM is superior to ANN. However, the
results of this study are inconsistent with the results of
Ingsrisawang et al’s study. In their study, three methods of
decision tree, artificial neural network (ANN), and support
vector machine (SVM) were utilized to predict short rainy
days. They reported that SVM method had less error in
classifying precipitations of any rainy days with no rain,
low rain, and the average raining categories, but in
predicting rainfall, ANN method showed less root mean
square error than the other methods.

Superior performance of SVM compared to ANN is due to
the fact that the SVMmodel has greater generalization ability,
relating the input to the desired output (Kalra and Ahmad
2012). Furthermore, the optimization algorithm utilized in
SVM is more robust than the one utilized in ANN model
(Kalra and Ahmad 2012).

The predicting techniques, utilized in this study, have a
number of advantages and disadvantages. Among the appeal-
ing characteristics of SVMs are better generalization capabil-
ities, low sensitivity to small training sets and noisy data and
avoidance of overfitting (Kaheil et al. 2008). SVM can be a
useful tool for nonlinear predicting problem especially with an
unknown distribution.

If appropriate kernel function and related parameters are
chosen, SVM can be robust even with some biases in training
sample. However, a common drawback of SVMs is the lack of
transparency of results. Because of very high dimension of
SVMs, they cannot represent the score of all samples as a
simple parametric function (Auria and Moro 2008). Another
drawback of this technique is low speed of computation. In
addition, the weakness of this study was lack of access to

�Fig. 3 Monthly estimations of precipitation based on neural network
(NN) and support vector machine (SVM) models: a SVM predictions
based on lags for Hamadan station. b SVM predictions without lags for
Hamadan station. c NN predictions based on lags for Hamadan station. d
NN predictions without lags for Hamadan station. a SVM predictions
based on lags for Nojeh station. b SVM predictions without lags for
Nojeh station. c NN predictions based on lags for Nojeh station. d NN
predictions without lags for Nojeh station

Table 4 The performance criteria of neural network (NN) and support
vector machine (SVM) models for precipitation data of two stations; root
mean square error (RMSE), mean absolute error (MAE), efficiency (E),
and coefficient of determination (R2)

Method Dataset RMSE MAE E R2

Hamadan station

SVM with lag Entire data 6.46 4.92 0.95 0.96

Training set 7.49 5.82 0.95 0.96

Test set 8.01 6.69 0.87 0.96

SVM without lag Entire data 21.96 15.19 0.35 0.42

Training set 22.64 15.03 0.39 0.40

Test set 23.72 15.27 0.24 0.38

Neural network with lag Entire data 19.81 14.03 0.52 0.43

Training set 22.75 15.58 0.41 0.39

Test set 21.85 15.77 0.34 0.38

Neural network without lag Entire data 19.78 13.27 0.56 0.48

Training set 21.31 14.01 0.49 0.45

Test set 21.50 14.68 0.41 0.42

Nojeh station

SVM with lag Entire data 0.35 0.17 0.99 0.99

Training set 0.45 0.23 0.99 0.99

Test set 0.64 0.45 0.97 0.99

SVM without lag Entire data 23.59 14.93 0.38 0.44

Training set 23.57 15.43 0.35 0.49

Test set 22.62 14.43 0.29 0.35

Neural network with lag Entire data 12.91 8.46 0.41 0.47

Training set 17.63 10.37 0.36 0.39

Test set 22.51 16.05 0.29 0.35

Neural network without lag Entire data 22.01 15.33 0.34 0.42

Training set 21.78 15.04 0.44 0.45

Test set 21.85 14.73 0.33 0.34
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another data set for implementation and comparison.
However, SVMs reduces forecasting errors theoretically as
well as empirically (Hastie et al. 2005).

5 Conclusion

This study investigated the potential of SVM and ANN tech-
niques to model the monthly precipitation amounts. The pre-
cipitation estimates of SVM were compared with the ANN
model. The results indicated that the SVM outperformed the
ANN model and confirmed the ability of this approach to
provide a useful tool to solve specific problems in hydrology,
such as precipitation modeling. The results suggested that the
SVMmodel is a promising technique for predicting variations
of precipitation. Also, the SVM can be used as an alternative
of ANN models in the precipitation forecasting at this partic-
ular region. However, further studies are required to assess the
strength and weakness of this method.
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