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Abstract In the framework of the IWAS/Água-DF project,
this study focuses on changes in mean surface air tempera-
ture and accumulated precipitation in Central Brazil over the
past 40 years. It has two main objectives: (1) comparison
between two climatological periods (2001–2010 and 1971–
2000) and (2) trend analysis of climate variables. Time series
of meteorological and rain gauge stations from Central
Brazil have been organized in a databank, which contains
tools for homogeneity tests. From that, 4 temperature and 55
precipitation time series were sufficient homogeneous, while
1 temperature and 5 precipitation time series were identified
as inhomogeneous. Reliable spatial distribution was pro-
duced using proper interpolation method. Trends and signif-
icance levels were calculated by Rapp’s estimator of slope
and Mann–Kendall test, respectively. The most important
results of the comparisons and trend analysis in the last four
decades are: (1) marked increase in annual and seasonal
mean surface air temperature, (2) evident decreases of accu-
mulated rainfall in winter and autumn, and (3) apparent
increase of precipitation amounts in the rainy season.

1 Introduction

As a consequence of accelerated nonplanned urbanization,
changes in land use, and predicted impacts of climate
change, the capital city of Brazil is suffering an increasing
stress on its water resources. Predictions of the local water
supplier (i.e., Environmental Sanitation Company of the
Federal District—CAESB) state that water demand will ex-
ceed the systems supply capability already at the beginning of
the second decade of the twenty-first century. Facing the
urgency to take action that will guarantee the water supply
of Brasilia, the project called IWAS/Água-DF (International
Water Research Alliance Saxony) aims to develop an integrat-
ed water resources management system, which considers nat-
ural boundary conditions (i.e., climate, hydrological cycle,
and land use), water supply systems (i.e., drinking and sewage
water treatment and distribution system), and management
issues. In order to achieve this goal, the project is organized
in a toolbox concept with climate data as an essential input
(Lorz et al. 2012). Up to now, global circulation models
(GCMs) are the most preferential tools to simulate the re-
sponse of a climate system to increasing global anthropogenic
activities, for instance land use and greenhouse gas concen-
trations (Lu 2006; Dobler et al. 2012). However, the climate
information required for water resources management is of a
spatial scale much finer than that provided by global models,
and, therefore, regional climate models are often required
(Bárdossy and Pegram 2011; Wilby and Dawson 2012).
Although many regionalization techniques such as dynamic
and statistical downscaling are available, all of them rely in the
principle that GCM output is used as initial and lateral bound-
ary conditions (Pavlik et al. 2012). Nevertheless, downscaling
methods demand a recent and spatially detailed climate
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diagnosis of the region, either for calibration and validation
purposes or as a benchmark for comparisons (IPCC-TGCIA
1999).Moreover, the study region is under the influence of the
South American monsoon system (SAMS) (Zhou and Lau
1998; Vera et al. 2006). A systematic analysis of observed
climatic variability can contribute to a better understanding of
the components of the SAMS and its influence over Central
Brazil during the period considered in this study. Likewise,
available historical and current climate studies in Central
Brazil do not provide the necessary spatial and temporal
resolution for detailed climate diagnosis, as they do not satisfy
the requirements for developing regional climate scenarios.

In this framework, this study focuses on changes in mean
surface air temperature and accumulated precipitation in
Central Brazil in the last four decades. It has three specific
objectives: (1) perform quality and homogeneity tests of all
available daily data in the study region, (2) develop spatial
distribution maps of mean surface air temperature and rainfall,
(3) investigate regional climate variability through compari-
sons between two periods (2001–2010 and 1971–2000), and
(4) perform long-term trend analysis and test the significance.

2 Database

The databank comprises daily values of two climate variables:
mean surface air temperature (in degrees Celsius) and accumu-
lated precipitation (in millimeter). Additional data in the data-
base, but not used in the study, include relative humidity, solar

radiation, and wind velocity. Most of the data were provided by
the Brazilian National Institute of Meteorology—INMET.
Precipitation datasets were generally obtained from hydrolog-
ical information system—HidroWeb. Additional datasets
were provided by Brazilian Enterprise for Agricultural
Research—Embrapa and by CAESB. The databank includes
time series of 37 meteorological stations and 120 rain gauge
stations from Central Brazil (14 to 18°S; 44 to 51°W, see
Fig. 1). However, most of the records start either in the second
half of 1970s and/or have extensive observation gaps, and,
therefore, only 5 meteorological stations and 55 rain gauges
were consider in the study proposed here.

3 Methods

3.1 Homogeneity tests

In climate research, it is important to have access to reliable
data, which are free from artificial trends or changes. Although,
there is still no international agreement about the ideal method,
or group of methods, a consistent way of checking the reliabil-
ity of a climate series is to use methods with a reference station
(Alexandersson 1986; Aguilar et al. 2003; Martínez et al.
2009). Therefore, a databank containing tools for homogeneity
tests and trend analysis of climatologic time series based on the
methods of Schönwiese and Malcher (1985), Rapp and
Schönwiese (1995), and Rapp (2000) was used. The databank
is analogous to the Statistische Untersuchungen regionaler

Fig. 1 Location map of the study area in Brazil (left) and spatial distribution of the observation network (right). The area Federal District and
surroundings (delimitated by watershed) was used for visualization of climatology results
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Klimatrends in Sachsen—CLISAX databank, which is a rela-
tional database system consisting of three sub-databanks,
where all procedures (i.e., data assimilation, data analysis,
and data readout) are performed by modules, as described by
Franke et al. (2004) and applied in Bernhofer et al. (2008a) and
Bernhofer et al. (2008b). At the first step, the tool assimilates
data of climate values, import related information of each
station, and calculates several statistical parameters of the time
series. The tool is able to check for suspicious values, errors,
and outliers by a one- or two-tailed test after Dixon (1950).
Next, the homogeneity of the data is represented by graphical
(i.e., Craddock test, double sum analysis, quotient criteria, and
difference in limits) and numerical tests (i.e., Abbe, Buishand,
and standard normal homogeneity test—SNHT) (Craddock
1956; Buishand 1982; Alexandersson 1986; Dahmen and
Hall 1990; Herzog and Müller-Westermeier 1998). The ap-
proach has a limit concerning to gaps, and therefore, a time
series is neglected if missing values excess 25 % of the data in
a regarding month. Considering the spatial distribution of the
climate stations, the homogeneity tests were performed starting
from a known homogeneous station, for instance the main
station of INMET in Brasília, in which metadata are well-
documented. This station was used as reference for near-
neighbor stations. Once the homogeneity was tested, the
near-neighbor stations were used as a reference for further
neighbor stations, and so on until all stations in the domain
area were tested. In case of inhomogeneity of a time series,
metadata is checked, homogenization procedure is performed,
and complete test cycle is repeated until homogeneity is
reached.

3.2 Climatological normals

Climatological normals are basic information to classify a
region’s climate and are recommended as a description of the
average climatic conditions of a certain region (Trewin
2007). Therefore, climatological periods (i.e., 30-year nor-
mals, as 1971–2000 and decades, as 2001–2010) were cal-
culated according to the suggestions of WMO (1989), which
establishes general procedures to be used for the calculation
of monthly and annual 30-year standard and provisional
normals for climate data. Before calculating monthly and
annual climatologies and trend analysis, an estimation of
missing monthly mean temperature and total precipitation,
using difference and ratio criterion respectively, was
performed according to Bernhofer (2004). Following the
“3/5 rule” for missing data in climatology calculation
(WMO 1989; Trewin 2007), some stations starting after
1971 may also be useful for the 1971–2000 climatology. In
order to increase the number of stations used, the monthly
fill-gaps method was also applied for observations starting
until 1974 that agree with the “3/5 rule”.

3.3 Spatial interpolation

Since observations are taken from single points, interpola-
tion is an important task in the development of spatial distri-
bution representations. A large variety of interpolation
methods are available. Before selecting the proper one, it is
necessary to consider the purpose of the interpolation, the
characteristics of the phenomena to be analyzed, and the
constraints and assumptions of the technique (Wackernagel
2003; Dyras et al. 2005; Renard and Comby 2006). Many
applications for establishing reliable spatial representations
of temperature and precipitation rely on the principle of
residual interpolation, or detrended interpolation, where the
influence of different terrain characteristics in addition to a
few other external parameters are used to describe the global
trend expression (Nalder and Wein 1998; Tveito and Førland
1999; Lhotellier 2005). Borges et al. (2013) compared with
several spatial interpolation methods for seasonal and annual
30-year precipitation in Central Brazil. Between most com-
monly used methods, such as universal Kriging and inverse
distance weighting (IDW), the multivariate regression model
using altitude, latitude, and longitude as explanatory
variables, with interpolation of residuals by IDW (i.e.,
MRegIDW), performed the most reliable and detailed
predictions according to visual analysis and statistical
criteria such as mean square error, correlation coeffi-
cient, and Nash–Sutcliffe criterion (Nash and Sutcliffe
1970). In order to reduce the interpolation uncertainties
in the boundaries of the study region, the data obtained
from Central Brazil region are illustrated only for the
domain area of Federal District and surroundings.

3.4 Trend analysis

Last but not least, the detection of trend is of a remark-
able interest in climate impact studies. This is essential
information to drive decisions in water resource man-
agement (Helsel and Hirsch 2002; Karpouzos et al.
2010). As demonstrated by many authors (Rapp 2000;
Franke et al. 2004; Bernhofer et al. 2008a, b), this
study investigates the variability of mean surface air
temperature, as well as precipitation, at seasonal and
annual time scale. Linear trends in the temporal struc-
ture of long-term time series were detected by applying
Rapp (2000), for calculation of the slope, and Mann–
Kendall (Mann 1945; Kendall 1970) method to assess
the significance of the trends. In order to identify linear
trends from the statistic variability of time series, the
regression form was obtained:

y tð Þ ¼ aþ β ⋅ t ð1Þ
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Where the slope β was calculated by:

β ¼
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With n=1,…,N and the concerning value yn at the time tn.
The absolute trend Tabs results from the difference of the first
and last ordinate of the regression line, and it is given as:

Tabs ¼ yn−y1 ¼ β ⋅ N−1ð Þ ð3Þ
The relative trend Trel is a normalization of Tabs with the

mean of the values yover the considered time interval and is
indicated as (percent).

Trel ¼ Tabs

y
ð4Þ

Trend liability cannot be interpreted without informa-
tion about the statistical trustworthiness. In statistics,
security is interpreted as significance level, and, in this
context, means that the trend should explicitly lay be-
yond the time series normal variability (Bernhofer et al.
2008a). The Mann–Kendall test is a robust nonparamet-
ric test for monotonic trends, which compares the rela-
tive amount of sample data rather than the data values
themselves (Helsel and Hirsch 2002; Birsan et al. 2005).
The major advantages are: (1) It can be applied in case
of data containing outliers, and (2) time series do not
need to conform to any particular distribution, such as
normally distributed data and linear trends (Salas 1993;
Helsel and Hirsch 2002; Birsan et al. 2005). To test the
significance of the trends, this study applied the signif-
icance level (SIG) as follows:
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Where N is the length of the analyzed time series, yi and yj
are the observation values to be compared, sgn is the direc-
tional information, and bI means the number of values of the
observation value yI. The summation in Eq. (5) over all
possible pairs (yi, yj) is possible when i< j. This form pro-
vides the Mann–Kendall test numbers Q, where the signifi-
cance can be specified as significance levels SIG (Table 1).

4 Results

4.1 Homogeneity tests

The homogeneity of the data used in this study was tested
using a complex algorithm set (Franke et al. 2004). The
approach has a limit concerning to gaps, and therefore, a time

series is neglected if missing values excess 25 % of the data in
a regarding month. Since the purpose here is to investigate
differences and trends of the period from beginning of 70s
until 2010, observations starting later than 1974 were exclud-
ed. In order to not distort the values for subsequent work, the
homogenization of time series was very conservative. In all
cases of homogenization, non-homogeneities were very ex-
plicit, especially by SNHT. Causes were confirmed in the
metadata of the stations, either by station relocation or mea-
surement device alteration. Table 2 shows an overview of the
homogeneity tests. From 37mean surface air temperature time
series, 4 were considered satisfactorily homogeneous, while 1
was inhomogeneous, and 32 could not be tested due to insuf-
ficient data. Moreover, precipitation time series were consid-
ered homogeneous in 55 cases, whereas 5 were recognized as
inhomogeneous and 97 are over the gap limit or observations
started later than 1974.

4.2 Mean surface air temperature

4.2.1 Spatial variability

The spatial distribution of mean surface air temperature de-
pends mainly on geographic position and topography, varying
from low regions, which register high temperatures, to elevat-
ed region—such as the Goiás highlands—where milder

Table 1 Significance level SIG of trends

Q SIG Q SIG From Schönwiese (2000)

>1 >68.3 % >1.28 >80 %

>1.5 >86.6 % >1.65 >90 % Significant

>2 >95.4 % >1.96 >95 % Very significant

>3 >99.7 % >2.58 >99 % Highly significant

>4 >99.99 % >3.29 >99.9 % Extremely significant
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temperatures are observed (Alves 2009). Results show a gra-
dient in annual mean temperature of about 0.7 °C/100m. Over
Federal District and surroundings, the annual mean tempera-
ture for the normal climatological period (i.e., 1971–2000) is
22.2 °C. Nevertheless, rates vary between approximately 19.4
and 24.5 °C (Fig. 2a). Generally, the warmest regions are the
lowlands in northwest, northeast, and southeast. While the
highlands in Federal District and Goiás plateaus (i.e., north)
have milder temperatures. The warmest season registered was
spring (SON), with average temperature of 23.2 °C, followed
by summer (DJF) 22.6 °C, and autumn (MAM) 22.0 °C
(Fig. 3d, a and b, respectively). This phenomenon is explained
due to maximum solar radiation incidence over Central Brazil
from the spring equinox (September) until the summer solstice
(December) associated with the influence of a monsoon re-
gime (Zhou and Lau 1998). Low-level jets (LLJ) bring in-
creasing temperature and humidity from the Amazon to
Central Brazil starting in September. From that until
February prevails trade winds from the North Tropical

Atlantic, which converges to Central Brazil due to Andes
Cordillera (Gan et al. 2004). Around April, LLJ flows over
Central Brazil changes the direction due to the decrease of
trade winds and intensification of the northwest flux associat-
ed with the South Atlantic subtropical anticyclone (Marengo
et al. 2009). In addition, due to less solar radiation and ingress
of cold air masses from south, average temperature in winter
(JJA) is milder 21.2 °C. At the same season, mean temperature
in high areas can reach 17.9 °C (Fig. 3c).

Comparisons between the climatological period 2001–2010
and the normal 1971–2000 describe considerable increase in
mean temperature. In average, the difference in annual mean
temperature rely on +0.7 °C (Fig. 2b). The highest divergences
(>+1.0 °C) were observed in southeast parts of the study area.
Concerning the seasons, spring recorded the highest increases
in mean temperature of about +1.0 °C (Fig. 4d) in average. The
second most relevant variation was observed in summer, +
0.7 °C (Fig. 4a). Differences in autumn and winter are 0.6 and
0.4 °C (Fig. 4b and c), respectively. However, due to the lack of

Table 2 Status of the databank concerning to the homogeneity of the time series (number of stations) for the period from 1971 to 2010

Climate variable Status

Homogeneous Inhomogeneous Insufficient dataa Total

Mean surface air temperature 4 1 32 37

Precipitation 55 5 97 157

Bold number stations used; Italic number of stations neglected
a Insufficient data due either to excess of missing data or records starting after 1974

Fig. 2 a Annual mean surface air temperature over the Federal District and surroundings for the normal period 1971–2000 and b the differences of
the period 2001–2010
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observations in the east and southeast, the uncertainty of the
spatial interpolation method is the highest in this region, and
therefore results must be careful interpreted (Borges et al.
2013).

4.2.2 Long-term trends

Analysis using the methods of Rapp (2000) and Mann–
Kendall revealed a positive temperature trend in the study
region. All five stations investigated (Table 3) showed a
positive and, at least, significant (>90 %) trends for all
seasons annual analysis. In conformity to the climatology
comparisons, the highest increase was observed in spring
(SON). At this period, temperature rose more than 1.5 °C in
40 years of measurements. Less severe, in winter, tempera-
ture increased at least 0.7 °C. Moreover, annual temperature
raise was highly significant, with the magnitude of more than
1.0 °C. The results here support the statement that the region
is already subject of a recent climate warming. However,

except one station (i.e., 01550003), all stations are located in
either highly urbanized areas or agriculture fields, and there-
fore causes of this regional phenomenon can be related to
urbanization and land use changes (Callejas et al. 2011).

4.3 Precipitation

4.3.1 Spatial variability

The rainfall amounts over Central Brazil plains are signifi-
cantly influenced by seasonality, geographical position, and,
partially, by the topography. The map, which shows the
Federal District and its influence zone, illustrates that the
spatial distribution of rainfall is fairly heterogenic with more
accentuated rainfall over the northwest and west parts
(Fig. 5a). The spatial and temporal distribution of precipitation
can be explained by the dependence of atmospheric circula-
tion of Central Brazil on the tropical and extratropical atmo-
spheric circulations (Alves 2009). Mostly, precipitation over

Fig. 3 Seasonal mean surface air temperature over the Federal District and surroundings for the normal period 1971–2000: a Summer, b Autumn, c
Winter, and d Spring

Fig. 4 Differences of seasonal mean surface air temperature between the period 2001–2010 and the normal 1971–2000; a Summer, b Autumn, c
Winter, and d Spring
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Central Brazil is a result of the convergent flow of humidity at
the low troposphere coming from the Amazon region (Kousky
1988). In the Equatorial Atlantic region, low-level east winds
are deviated from northwest toward southeast due to the
Andes barrier, bringing intensive rainfall over Central Brazil,
especially between December and February (Gan et al. 2004;
Vera et al. 2006). Rainfall events can be intensified due to the
South Atlantic convergence zone (SACZ), which is a band of
cloudiness and rainfall which extends over Amazon region to
the subtropical Atlantic ocean with orientation northeast–
southwest (Carvalho and Jones 2009). This circulation can
affect the regional climate in many manners, including ex-
treme events associated to mesoscale convective systems
(MCS) (Maddox 1980). Topography also assists rainfall
mechanisms by forcing the air lift in higher areas, as in west
of the Federal District, creating greater convective activity
compared to areas downwind of these natural highs. It is

expected that the high areas in northwest and west are under
more influence of the moisture coming from the Amazon than
southeast low part, where rainfall is less.

Considering the climatological normal period (i.e., 1971–
2000), the average in accumulated annual precipitation over
all the study area is about 1,418 mm. However, differences
due to geographic position can reach more than 500 mm.
Substantial differences were also observed in Distrito
Federal. The western part shows annual precipitations of
around 1,500 mm, while 50 km eastern, precipitations can
be less than 1,350 mm.

Similar spatial distribution is observed in summer and less
apparent in autumn and spring (Fig. 6a, b, and d) due to the
fact that the SACZ occurs from mid-October until end of
March (Carvalho et al. 2004). From December to February,
when the MCS are more common due to the LLJ insertion,
accentuated precipitation associated with extreme events is

Table 3 Trend analysis of seasonal and annual mean surface air temperature

Station ID DJF MAM JJA SON Annual

Abs (°C) SIG (%) Abs (°C) SIG (%) Abs (°C) SIG (%) Abs (°C) SIG (%) Abs (°C) SIG (%)

01547004 +0.7 >99 +0.8 >99 +0.7 >95.4 +1.5 >99.7 +1.1 >99.7

01547016 +1.6 >99.9 +0.8 >95.4 +0.7 >95.4 +2.1 >99.99 +1.3 >99.99

01548014 +1.1 >99.9 +1.3 >99.9 +1.0 >99 +1.9 >99.99 +1.3 >99.99

01550003 +1.0 >99 +0.9 >95.4 +0.8 >90 +1.7 >99.9 +1.1 >99.9

01649013 +1.0 >99.7 +1.2 >99.7 +1.5 >99.7 +1.9 >99.99 +1.6 >99.7

SIG level >86.6 % = significant, >95.4 % = very significant, >99.7 % = highly significant and NS not significant (after Schönwiese 2000)

Fig. 5 a Annual accumulated precipitation over the Federal District and surroundings for the normal period 1971–2000 and b the differences of the
period 2001–2010
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observed in Central Brazil. For this season, the average in
accumulated precipitation is about 675 mm but may vary
from 580 to 850 mm. During the winter (Fig. 6c), the LLJ
flows to west (Marengo et al. 2009), and the region is under
the influence of cold and dry air masses coming from the
south (Paegle 1998), and therefore almost no rain falls in this
period (in average 26 mm). While in spring and autumn,
averages are 325 and 390 mm, respectively.

When comparing the climatology of 2001–2010 with
the reference period 1971–2000, results are shown by
stations individually. Deviations in annual precipitation
amount are mainly negative, particularly in Distrito
Federal (Fig. 5b). Although the winter shows the highest
relative decrease in rainfall, the absolute amount is not
noteworthy (average of −11.4 mm). Spring registered the
most significant rainfall reduction, in average, 12 % less
than the reference period (Fig. 7d). In contrast, summer

had mainly an increase in precipitation (Fig. 7a) of about
9 % in average.

4.3.2 Long-term trends

Although less apparent than in temperature, significant
trends in accumulated rainfall were observed in the last four
decades (Table 4). Increasing precipitation was found out
mostly in summer (DJF), where 16 stations confirmed some
level of significance. Reductions of at least >68.3 % of
significance level were detected in 17 stations in spring
season (SON) and 12 in autumn (MAM). The dry season
(JJA) reveals a, no less than, significant (>86.6 %) decrease
in accumulated precipitation in 22 cases and some significant
level in 13 stations. Annual trends slightly indicate a de-
crease in rainfall, with 13 stations pointing out some level of
significance (>68.3 %).

Fig. 6 Seasonal accumulated precipitation in Federal District and surroundings for the normal period 1971–2000; a Summer, b Autumn, c Winter,
and d Spring

Fig. 7 Differences of seasonal precipitation between the normal 1971–2000 and the period 2001–2010; a Summer, b Autumn, cWinter, and d Spring
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5 Conclusion

As frequency of data absence and network density play an
important role in the trustworthiness of the tests performed, a
careful time series and spatial analysis of data quality is a
prerequisite of any regional climate study. The tool used here
shows to be reliable in testing the homogeneity of climate
time series in the concerning region and could provide a
satisfactory homogeneous database for performing climatol-
ogy and trend analysis.

Maps using appropriated spatial interpolation technique
were able to illustrate the spatial and temporal distribution of
temperature and rainfall over Federal District and surroundings,
as well as the association of annual variability with tropical and
extratropical atmospheric circulations. Comparisons between
two periods (i.e., 2001–2010 and 1971–2010) and analysis of
long-term trends of mean surface air temperature support the
statement that the region is already a subject of a recent climate
warming. Concerning the accumulated precipitation, the results
of temporal variability demonstrated alterations in the seasonal
rainfall rather than in the annual average. Decreases were
observed mostly in winter and spring, while the summer faced
an increase in precipitation amounts. Similarly, the long-term
trends analysis shows significant decrease in rainfall in winter,
spring, and autumn; whereas in summer, trends were positive.
Although beyond the topic addressed here, causes of this
regional phenomenon might be related to changes in land use,
urbanization, or even global and local increase of anthropogen-
ic emission of greenhouse gases.

In order to confirm significant precipitation variability
over Federal District, we conclude that more detailed analy-
sis is needed, for instance, statistical analysis of length and
frequency of dry/wet periods and extreme events. Moreover,
other climate variables like relative humidity, solar radiation,
and wind speed should be included.
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