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Abstract
The present study evaluates the impact of use of radar observations in data assimilation system by simulating the evolution, 
propagation and intensity of three western disturbances (WDs). Two numerical experiments were conducted viz. CTL and 
RAD (assimilation of radar radial velocity plus other observations utilized in the CTL) in this study. The initial conditions 
generated, after assimilation of radial velocity observations in RAD experiment can simulate evolution, characteristics, 
structure and associated precipitation with WDs properly compared to CTL. The south-westerly wind bias is seen in CTL 
analyses over the western Himalayan region due to the scarcity of surface and upper air observations in all cases. But the 
feature clearly improved in the RAD. The northward transport of moisture fluxes from Arabian Sea and spatial distribution 
of moisture convergence zone around the WDs are well manifested in RAD analyses which closely matched with ERA5 
reanalyses in all cases. But strong magnitude of moisture fluxes is noticed in CTL analyses on many occasions. The magni-
tude, time and spatial pattern of the high vorticity at the mid-troposphere are adequately simulated by the RAD and are well 
matched with the corresponding ERA5 reanalyses in all cases. The magnitude, evolution and propagation of various kinetic 
energy budget terms and precipitation are relatively well simulated in the RAD than the CTL in comparison with ERA5 in all 
cases. Overall, the assimilation of radial velocity into the high-resolution assimilation-forecast system beneficially impacted 
the rainfall forecasts, which is validated with various statistical skill scores.

1  Introduction

The winter precipitation during December to February 
months has great important for agriculture activity, power 
generation and socio-economic needs across the Northern 
States of India (NSI). Winter rain in North India is mainly 
associated with the passage of low-pressure system, known 
as western disturbance (WD). The WDs are upper level syn-
optic scale weather systems that embedded with the subtrop-
ical westerly jet stream (STWJ). The intensity and evolution 
of the WDs are mainly influenced by the position of STWJ 
(Hunt et al. 2018a). The frontal nature of the WD is con-
trolled by the thermodynamical interactions between middle 
latitude and tropical latitudes large-scale flow. The WDs are 

migratory systems formed over the Mediterranean Sea and 
occasionally far west of the Atlantic Ocean that travel east-
wards cross over many countries like Iraq, Iran, Afghanistan 
and Pakistan before entering north India. The position and 
intensity of WDs are also determined through the associ-
ated mechanisms of the moist-air incursions and interactions 
with the steep as well as intricate orography of the Himala-
yan ranges. Typically, seven to eight WDs passed over NSI 
during winter seasons (Pant and Rupa Kumar 1997). The 
amount of precipitation received due to WDs depends on 
the intensity and frequency of the WDs passes over NSI. 
The intense WDs produced heavy rainfall, chill wind condi-
tions and snowfall over the NSI regions during the eastwards 
passage of the systems (Lang and Barros 2004; Dimri and 
Mohanty 2009; Hunt et al. 2018b). Hence, it is vital to pre-
dict WDs’ intensity and eastward progress as they usually 
create extreme weather conditions over these regions.

In recent decades, the forecast skill of the numerical 
weather prediction (NWP) models, mainly high-resolution 
regional models, for prediction of extreme weather events 
over the Indian region has been significantly improved with 
the advancement of the representation of physical processes 
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in the model and model dynamics, increase in model reso-
lution, data assimilation techniques, increase of good qual-
ity observations, etc. (Vaidya et al. 2004; Mohanty et al. 
2011; Osuri et al. 2012; Routray et al. 2016, 2020; Dutta 
et al. 2018; etc.). In recent years, the simulation or predic-
tion of WDs and associated weather fields using regional 
models is getting substantial attention among the research-
ers/operational communities over India even though it is a 
challenging task due to the steep orography, valley effects, 
paucity of observations, etc. (Azadi et al. 2001; Hatwar 
et al. 2005; Dimri and Mohanty 2009; Dimri and Chevu-
turi 2014; etc.). The study by Dimri et al. (2004) investi-
gated the impact of topography and model resolution using 
a non-hydrostatic mesoscale model (MM5) to simulate an 
intense WD event and associated precipitation activities over 
northwest India and found that the WD evolution, in terms 
of its 500 hPa level position, intensity and related weather 
fields are well simulated, when the realistic topography pro-
vided to the model. Specific studies by Azadi et al. (2001), 
Dimri et al. (2004), Dimri and Mohanty (2009), Dimri and 
Niyogi (2013), Thomas et al. (2014) and Patil and Kumar 
(2016) extensively examined the role of model physics, spa-
tial horizontal model resolution, topography, and domain 
size sensitivity to the model simulation of weather features 
associated with WDs over north India. Thomas et al. (2018) 
evaluated the importance of proper representation of the 
land-use and land-cover data in the weather research and 
forecasting (WRF) model on the simulation of precipitation 
over NSI during the passage of WDs. However, the above 
cited studies have yielded mixed results. Further improving 
the forecast skill of regional models by providing accurate 
initial conditions to the model is an important aspect. Par-
ticularly for WDs, a major problem is the unavailability of 
surface and upper air observations to utilize it in the assimi-
lation system (Hatwar et al. 2005). Furthermore, the DWR 
extends its capacity with dual polarization, giving micro-
physical characteristics of precipitation associated with 
extreme weather events (Dutta et al. 2016). The remotely 
sensed observational data can play a major role to enhance 
the model initial conditions through its assimilation. Rakesh 
et al. (2009) suggest that the assimilation of moisture and 
temperature profiles from satellite through 3DVAR assimila-
tion considerably improved the precipitation intensity and 
other meteorological variables associated with the WDs.

The Indian Meteorological Department (IMD) has 
recently expanded its Doppler Weather Radar (DWR) net-
work over north India. The DWR provides high-resolution 
spatio-temporal information of radial wind and reflectivity 
(precipitation) associated with different weather conditions 
(Dutta et al. 2011, 2017). Furthermore, the DWR extends its 
capability with dual polarization, which gives microphysi-
cal characteristics of precipitation associated with extreme 
weather events (Dutta et al. 2016). Thus, the knowledge on 

the characteristics of the precipitable system and its move-
ment enhanced the now-casting and short-range forecasting 
capabilities. Many previous studies suggested that the utili-
zation of DWR observations into a data assimilation system 
improves the representation of the meso-convective systems 
in the model initial conditions. This can help to improve the 
forecast skill substantially with regard to the evolution of the 
convective systems and even intensity and location of asso-
ciated rainfall (Gao et al. 1999; Xiao et al. 2007; Abhilash 
et al. 2007; Routray et al. 2010, 2013; Prasad et al. 2014; 
Osuri et al. 2015; Dutta et al. 2019; etc.). However, no such 
study evaluated the impact of the assimilation of the Indian 
DWR radial velocity data on the simulation of the WDs.

The prime objective of the present study is to assess the 
importance of Indian radar observations in correcting the 
WD environment and in turn improving the forecasts of pre-
cipitation and other meteorological fields associated with 
it. For this purpose, we considered three WDs experienced 
during 21–23rd January 2019; 7–10th February 2019 and 
27–29th January 2020, which affected the NSI region during 
their eastward passage. The paper is divided into the follow-
ing sections, the synoptic situation associated with the WDs 
is presented in Sect. 2. Section 3 provides a brief descrip-
tion of the forecast model and the data assimilation systems, 
while numerical experiments carried out in this study are 
summarized in Sect. 4. The methodology applied to evaluate 
the study results obtained from the numerical experiments is 
provided in Sect. 5. Section 6 details the results and discus-
sion obtained from the current study and Sect. 6 presents the 
summary and conclusions of the study.

2 � Synoptic conditions associated with WDs

2.1 � Case1 (21–23rd January 2019)

An intense WD along with an induced low-pressure system 
affected the western Himalayan region on 21st January 2019 
and the plains of northwest India. Under its influence, heavy 
snowfall occurred over Jammu and Kashmir (J&K) and 
adjoining areas on 21st January 2019. The WD was further 
intensified by the incursion of moisture from the Arabian 
Sea as it moved eastward. During 22nd and 23rd January 
2019, the WD caused widespread heavy precipitation over 
Punjab, Haryana, west Utter Pradesh and isolated to scat-
tered rainfall over north Rajasthan and east Utter Pradesh. 
Hailstorm/thundershower activity was also observed few 
places over central-eastern parts of India due to interac-
tion between easterlies and westerlies. Dense to very dense 
fog was experienced along with cold wave conditions over 
Punjab, West Rajasthan, Haryana, Chandigarh and Delhi 
regions during the period. The satellite imagery (Fig. 1a) 
shows strong convective cloud band over Northern States 
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Fig. 1   a Satellite imagery and b Reflectivity (dBz) from Patiala DWR for Case 1 valid at 00 UTC 21 January 2019. c–d and e–f are same as (a, 
b) but for Case 2 and Case 3 valid at 00 UTC 7th February 2019 and 28 January 2020, respectively. g Model domain
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of India and adjoining areas. The high reflectivity (Fig. 1b) 
from Patiala DWR is also noticed over Pakistan and north-
west parts of India.

2.2 � Case 2 (7–10th February 2019)

A WD persisted on 7th February 2019 over north Pakistan 
and the adjoining area extending up to 7.6 km above mean 
sea level with a trough at 3.1 km. This induced cyclonic 
circulation ran southwestwards to the north Arabian Sea and 
further, it ran up to the east central Arabian Sea to the north 
of latitude 15° N on 8th February 2019. The WD was gradu-
ally intensified due to the pumping of high moisture from 
the Arabian Sea, strong wind confluence at lower levels and 
divergence at the upper troposphere during 8th and 9th Feb-
ruary 2019. Under its influence, heavy to very heavy rain-
fall/snowfall at isolated places over the western Himalayan 
region. The widespread rain/thundershowers along with hail-
storm activities also observed over J&K, Ladakh, Himachal 
Pradesh, Uttarakhand, Punjab, Haryana, Rajasthan, West UP 
and Delhi NCR regions during the period. During its east-
ward movement, the fairly widespread to widespread rain-
fall occurred over other parts of the country. Many stations 
observed 3–14 cm rainfall over the Northern States of India 
during the period as reported by IMD. After the passage of 
WD, the north parts of India observed dense to very dense 
fog during the period. The INSAT-3D image shows strong 
convective cloud cover over north India (Fig. 1c). It is also 
seen that strong reflectivity of more than 45 dBZ has been 
observed by the Patiala DWR station (Fig. 1d) during 7th 
February 2019. Both the satellite and DWR images sug-
gested that the intense WD persisted over the NSI regions.

2.3 � Case 3 (27–29th January 2020)

A WD as a cyclonic circulation at 3.1 km above mean seal 
level was observed over Afghanistan and the neighborhood 
on 27 January 2020. Under its influence, an induced low-
pressure system extended up to 1.5 km above mean sea level 
was developed over west Rajasthan and adjoining areas in 
lower tropospheric levels on this day. The WD moved east-
ward and caused light to heavy precipitation over the west-
ern Himalayan region from 27th January. The WD became 
more intensified due to the incursion of fresh moisture from 
the Arabian Sea at lower and upper tropospheric levels, 
increasing the divergence at upper tropospheric levels. The 
intensity and spread of WD was increased and it reached 
the peak stage on 28th January 2020. Therefore, light to 
moderate rainfall occurred over J&K, Himachal Pradesh, 
Uttarakhand, Punjab, Haryana, Delhi and NCR, Uttar 
Pradesh, North Rajasthan on 28th and 29th January. As per 
IMD report, many stations over the region received 2–6 cm 
rainfall within 24 h during the period. As the system moved 

eastward, the other parts of the country also received iso-
lated or scattered rainfall/thundershower during the period. 
After the passage of the WD, the dense fog was also expe-
rienced over many places over NSI region due to favorable 
atmospheric conditions. The INSAT-3D imagery shows 
convective clouds over NSI regions (Fig. 1e). The Patiala 
(30.35° N/76.44° E) DWR station (Fig. 1f) is showing high 
amount of reflectivity (~ 35 dBz) surrounding the region dur-
ing 28th January 2020.

3 � Forecast modeling and data assimilation 
systems

The regional version of the National Centre for Medium 
Range Weather and Forecasting (NCMRWF) Unified 
Model (NCUM-R) is operationally running at NCMRWF 
with horizontal grid spacing ~ 4 km (1200 × 1200 pts in the 
domain) and 80 vertical hybrid-height levels extending up 
to ~ 38.5 km. The non-hydrostatic, terrain-following hybrid-
height vertical coordinate NCUM-R model is configured 
over the Indian domain (62°–106° E, 6°–42° N; Fig. 1g), 
which generates three days numerical weather forecasts 
daily twice at 00 and 12 UTC. The model is embedded with 
various types of physical parameterization schemes and also 
with advance dynamic core (Cullen et al. 1997; Wilson and 
Ballard 1999; Lock et al. 2000; Davies et al. 2005; Clark 
et al. 2011; etc.). The high-resolution NCUM-R forecast-
ing system has fully explicit treatment of convection. The 
primary model variables are Exner pressure, horizontal (u), 
meridional (v) and vertical (w) components of wind, poten-
tial temperature, density and three components of moisture 
(cloud ice, cloud water and water vapor). The incremental-
based four-dimensional variational (4DVAR) data assimi-
lation (DA) algorithm (Rawlins et al. 2007; Ballard et al. 
2016) has been adapted to produce high-resolution analysis, 
which is used as initial conditions for the NCUM-R fore-
cast. Details of the high-resolution NCUM-R modeling sys-
tem and 4DVAR data assimilation scheme can be found in 
Routray et al. (2020) and Dutta et al. (2019).

4 � Numerical experiments

The high-resolution (4 km) NCUM-R model (UM version 
10.8) along with 4DVAR DA system is used to full fill the 
prime objective of the present study by simulating two WDs. 
Figure 1g depicts the experimental domain considered for 
this study. Two numerical experiments are conducted viz. 
first experiment named as CTL (assimilated various con-
ventional and non-conventional observations accessible 
at NCMRWF, https://​www.​ncmrwf.​gov.​in/​t574-​model/​
obs_​monit​or/​Daily_​MR_​hh.​pdf. where ‘hh’ represents the 

https://www.ncmrwf.gov.in/t574-model/obs_monitor/Daily_MR_hh.pdf
https://www.ncmrwf.gov.in/t574-model/obs_monitor/Daily_MR_hh.pdf
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synoptic hours) and second experiment i.e. RAD (assimi-
lated DWR radial velocity along with all observations 
utilized in CTL experiment). The 4DVAR DA technique 
is used in both experiments to produce high-resolution 
analysis, used as the initial condition for NCUM-R fore-
cast. The global NCUM model (12 km) forecast fields are 
used as lateral boundary conditions for the NCUM-R model, 
updated every three hours. In the present study, the DWR 
reflectivity data are not assimilated because of erroneous 
in the reflectivity observations (clutters, beam broadening, 
Anomalous Propagation, refraction, etc.) due to the steep 
and complex orography of the Himalayan ranges. The details 
of the NCUM-R model configuration and physical parame-
terization schemes used are presented in Table 1. The model 
integration starts from the initial times 00 UTC of 21st Janu-
ary 2019, 7th February 2019 and 28th January 2020 and up 
to 72 h forecast are produced for Case 1, Case 2 and Case 
3, respectively. Figure 2a–c shows the amount of observa-
tions obtained from various platforms through Global Tel-
ecommunication System (GTS) as well as cumulative radial 
velocity observations from various DWR stations, which are 
assimilated in the 4DVAR system for Case 1 to Case 3 to 
produce analysis valid for 00 UTC of 21st January 2019, 
7th February 2019 and 28th January 2020, respectively. The 
radial velocity observations from individual DWR stations 
over the experimental domain are depicted in Fig. 2d–f for 
Case 1–Case 3, respectively. It is noticed that the good num-
ber of DWR radial wind observations from DWR stations 
located over north India are assimilated in all the cases.

The quality control (QC) of DWR observations is an 
essential before assimilating them into a high-resolution 
regional model. We have applied various basic QC checks, 

which are described in Kasimahanthi et al. (2017). In the 
next step also, various QC checks, mainly compared against 
the background (short forecast), are performed within the 
observation processing system (OPS) before the assimila-
tion. We have not considered observation with large inno-
vation, observation minus background (O–B), beyond 
10 m/s, because it may increase the gross error and slower 
the convergence during the assimilation process (Stewart 
et al. 2008). When the DWR observations very close, far 
away from the radar as well as outside of time ranges are 
also discarded. The detailed procedure for pre-processing, 
QC checks, super-obbing processes of DWR observations as 
well as the details of the observation operator can be found 
in Dutta et al. (2019).

5 � Methodology

The model simulated rainfall obtained from both the numeri-
cal experiments are evaluated using various statistical verifi-
cation metrics such as Structure-Amplitude-Location (SAL), 
Fractions Skill Score (FSS) and Equitable threat score 
(ETS). These statistical skill scores are calculated against 
“NCMRWF-IMD rainfall analysis (0.25° resolution),” which 
is a merged analysis product of global precipitation measure-
ment (GPM) satellite rain estimate and rain gauge measure-
ment data (Mitra et al. 2009).

The Structure-Amplitude-Location (SAL; Wernli et al. 
2008, 2009) is a spatial verification method that evaluates 
the rainfall fields over a fix gridded verification domain 
through identifying and comparing the objects from the 
model forecast and observed fields at a particular time and 

Table 1   Brief descriptions of model configuration and physical parameterization schemes used in the study (Routray et al. 2021)

Parameters NCUM-R model configuration

Governing equations Non-hydrostatic compressible equations and a terrain-following hybrid-
height vertical coordinate (model top upto ~ 38.5 km)

Horiz. resolution (N–S × E–W)  ~ 4.4 km (0.04*0.04) with grid points: 1200 × 1200
Vertical layers 80 terrain following hybrid-height
Model time step 60 s
Analysis system 4DVAR provides initial conditions to NCUM-R forecast model
Boundary condition From global NCUM that interpolated to regional domain and updated 03 hrly
Spatial discretization Finite difference method
Time integration Semi-implicit, semi-Lagrangian, predictor corrector numerical scheme
Radiation process Spectral band radiation
Surface process Joint UK Land Environment Simulator (JULES) land surface Scheme
PBL process First order non-local boundary layer scheme
Convection process Explicit convection
Microphysics Improved mixed-phase scheme
Gravity wave drag A new orographic drag scheme which contains better physical basis
Surface boundary condition Surface Analysis + Climatology
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provides error for three components. The “S” (Structural 
component) matches the volume of simulated precipitation 
objects with observed fields and in order to provide their 
size and shape. The range of “S” value varies between − 2 
and + 2. The positive (negative) value of the “S” suggests the 
model predicted precipitation objects widespread or too flat 
(too sharp or small) as compared to the observed precipi-
tation fields. The amplitude component (A) calculates the 
domain averaged rainfall difference between the model fore-
casts and observations. The value of “A” varies between the 
ranges − 2 to + 2. The positive (negative) value of “A” signi-
fies overestimation (underestimation) of total rainfall. The 
values of “A” close to − 2 indicate the precipitation events 
almost missed in the model forecast. In contrast, the val-
ues of “A” close to 2 indicate the false alarms in the model 
forecast. Finally, the location component (L) combines two 

parts, one part is the distance between the mass centers of 
the model forecasted and observed rainfall fields over the 
domain and the 2nd part measures the weighted average dis-
placement of the individual rainfall objects from the mass 
centers of total precipitations field. The value of “L” varies 
between 0 and 2. Here, the zero value of “L” can be obtained 
for a model forecast when the center of mass as well as the 
mean displacement between individual rainfall objects and 
the center of mass of total fields fully agreed with the obser-
vations. The perfect forecast can be obtained when all the 
three components of SAL having zero value. The details of 
the mathematical expression and physical significance of 
individual terms of SAL can be found in the studies of Wer-
nli et al. (2008, 2009) and Lawson and Gallus Jr (2016); etc.

The Fractions Skill Score (FSS) is a neighborhood-
based verification method used to verify the precipitation 

Fig. 2   Number of observations from various platforms used in the assimilation cycle a Case 1, b Case 2 and c Case 3 valid at 00 UTC 21st Janu-
ary 2019, 7th February 2019 and 28th January 2020, respectively. d–f are same as (a–c) but radial velocity from individual DWR stations
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forecast against observations (Roberts and Lean 2008; 
Ebert 2008, 2009). The FSS primarily depends on the scale 
of the user specified area and also rainfall threshold. This 
approach is different from the other object-based meth-
ods, where the exact match between the rainfall objects 
is obtained from forecast and observation. Conceptually, 
the FSS method directly compares the fractional coverage 
of rainfall events in the given areas surrounding the fore-
casts and observations, regardless of the exact location of 
rainfall objects within the prescribed window (area). The 
FSS is calculated as a ratio of the fractions Brier Score 
and the sum of the mean squared observation as well as 
forecast fractions. The mathematical expression of FSS is 
given as below:

where N is the number of grid points within the verification 
domain, Pfcst and Pobs is the fractional coverage of forecast 
and observation, respectively. The FSS varies between 0, 
means a complete mismatch, to 1, for a perfect match.

Initially, the reflectivity data converted into Cartesian 
coordinates at 1-km height above the ground level before 
calculating rainrate (mm/h) using Marchall-Palmer global 
Z–R equation (Z = 200R1.6, Marshall and Palmer 1948). 
The rainrate data are then applied an advection correction 
scheme to minimize the temporal sampling effect. These 
data are then aggregated into hourly rainrate maps (Anag-
nostou and Krajewski 1999). The model simulated rainrate 
is compared with the DWR-derived rainrate.

The equitable threat score (ETS) or Gilbert skill score 
varies between 0 and 1. The ETS value equal to 1indicates 
a perfect forecast and 0 indicates no skill for the forecast. 
One can say, the model overestimated or underestimated 
the rainfall when the ETS value higher or lower than 1, 
respectively. The details about the ETS can be found in 
Routray et al. (2021).

The kinetic energy (KE) budget terms over the domain 
(24°–38° N; 68°–82° E) has been computed for the WDs. 
The KE is produced by conversion of the available atmos-
pheric potential energy and it is also dissipated by friction. 
The generation of the KE due to the conversion of the 
available potential energy is usually described through a 
process where the warmer in ascending motion and colder 
air in descending motion. The KE is exclusively deter-
mined through the horizontal flow of the atmosphere. The 
KE budget equation in Eulerian frame of reference (Kung 
and Baker 1975; Raju et al. 2011) can be written as

(1)FSS = 1 −

1

N

N
∑

i=1

�

Pfcst − Pobs

� 2

1

N

�

N
∑

i=1

P2

fcst
+

N
∑

i=1

P2

obs

� ,

where K is kinetic energy per unit mass, V⃗(u, v) is two-
dimensional horizontal wind vector, p is the pressure, � is 
the vertical velocity in p-coordinate, � is the geopotential, 
D is the dissipation frictional force, t is the time and ∇⃗ is 
the horizontal gradient operator. The first term (Eq. 2a) 
denotes the local rate of change of KE. The second term 
(2b) describes the horizontal flux divergence or horizontal 
transport of the KE out of the domain and the third term (2c) 
indicates the vertical flux divergence of the KE. The term-
2d on the right-hand side represents KE generation through 
cross-isobaric flow. The process may be adiabatic or thermo-
dynamically reversible for the generation/destruction of the 
KE. The positive value of the term-2d implies the produc-
tion of KE through conversion of available potential energy, 
while the –ve value means the destruction of KE that backs 
to the available potential energy of the atmosphere. Thus, it 
measures the cross-isobaric or ageostrophic acceleration of 
the flow (if geostrophic flow, the term became zero). The last 
term (2e) denotes the dissipation of KE through turbulent 
frictional processes i.e., generally calculated as a residue.

In this current study, we analyzed few terms of KE budget 
equation. The term 2a, is calculated as the time change in 
the kinetic energy level during 1-h time period centered at 
the observation and forecast period for which the energy bal-
ance is computed. The gridpoint values of terms 2b and 2d 
are calculated as the line integral with the horizontal wind 
components at grid points on the defined boundary.

6 � Results and discussion

6.1 � Impact on model analyses

It is necessary to understand how the model initial condi-
tions (analyses) differ after the assimilation of DWR radial 
velocity from the CTL analyses before assessing its impact 
on the model simulations. Therefore, this section describes 
the changes in the model analyses after assimilation of DWR 
radial velocity (RAD) with respect to the CTL analyses 
through a comparative study.

To evaluate the efficacy of assimilation system, a com-
parison is made between the mean of background innovation 
(observation minus first guess i.e. O–B) and the mean of 
analysis innovations (observation minus analysis i.e. O–A). 
The root mean square errors (RMSEs) of O–A from CTL 
and RAD experiments of all the WD cases are shown in 
Table 2. From Table 2, it can be noticed that the RMSE of 
O–A of various meteorological variables from RAD experi-
ment is relatively less than the RMSE of O–A from CTL. 

(2)
𝜕K

dt
+ ∇⃗ ⋅ KV⃗ +

𝜕(K𝜔)

𝜕p
= −V⃗ ⋅ ∇⃗𝜑 + D ,

(a) (b) (c) (d) (e)
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Similarly, the RMSE of O–A for radial velocity is reduced 
with respect to the RMSE of O–B. This clearly suggests 
that the assimilation of the DWR radial wind has a positive 
(beneficial) impact on the analysis.

The wind and geopotential height at 500 hPa from ERA5 
reanalyses and the systematic bias between the model analy-
ses from CTL and RAD experiments and ERA5 reanalyses 
are presented in Fig. 3a–c; d–f and g–i for Case 1–Case 3, 
respectively. ERA5 reanalysis (Fig. 3a) shown a cyclonic 
circulation lay along the longitude around 67° E mainly 
over the Afghanistan region and the band of strong mag-
nitude winds about 20–30 m/s noticed along the south and 
southeastern sector of the system. Both the model analyses 
(Fig. 3b and c) are shown eastward shift of cyclonic cir-
culation. The CTL analysis (Fig. 3b) shows more intense 
wind flow along the cyclonic circulation corresponding to 
the ERA5 reanalysis. This indicates more intense cyclonic 
circulation in the CTL analysis as compared to the ERA5 
reanalysis. However, the positive bias of the wind magni-
tude seen in the cyclonic circulation of CTL analysis is con-
siderably reduced in the RAD analysis (Fig. 3c) after the 
assimilation of radar radial velocity observations. It is also 
noticed that intense positive bias of wind has been produced 
by the CTL analysis over the western Himalayan region due 
to the presence of stronger storm in the analysis. The proper 
representation of cyclonic circulation in the RAD analysis 
(Fig. 3c) after assimilation of radial wind is reduced magni-
tude of wind speed bias substantially over the western Him-
alayan region. The RAD analysis also underestimated the 
wind magnitude over certain pocket of the northwest region 
compared to the ERA5 reanalysis (Fig. 3a). The geopotential 
height in the CTL analysis is stronger than the ERA5 reanal-
ysis. But, the geopotential height in RAD analysis and ERA5 
are shown good agreement when the wind speed biases are 
compared. In Case 2, the ERA5 (Fig. 3d) is depicting more 
intense WD over the Indo-Pakistan region associated with 
the strong wind of 25–40 m/s in the area of the cyclonic 
circulation. The WD gradually intensified and formed a mid-
tropospheric trough during the eastward movement over the 
region. The CTL analysis (Fig. 3e) shows a strong positive 
wind speed bias over the western Himalayan region like in 
Case 1. At the same time, the positive bias over the region 
is appreciably reduced in the RAD analysis (Fig. 3f) after 

the assimilation of radar radial velocity observations. The 
positive bias of geopotential fields is also seen in the CTL 
analysis (Fig. 3e), which is missing in the RAD analysis. The 
spatial extent of the cyclonic circulation associated with the 
WD is reproduced well in the RAD analysis (with respect 
to ERA5) compared to the CTL analysis. In Case 3, similar 
distribution i.e., positive biases over northwest India as well 
as in some areas of Pakistan and Afghanistan, like in Case-1 
and 2, is also noticed in the CTL analysis (Fig. 3h). The 
CTL analysis shows intense cyclonic circulation associated 
with the WD compared to the ERA5 reanalysis (Fig. 3g). 
However, the magnitude and pattern of wind associated with 
the WD are reasonably well characterized in RAD analysis 
(Fig. 3i) and very closely agree with the ERA5 reanalysis. 
CTL analyses generally show south-westerly bias over the 
western Himalayan region during all the WD cases. It can be 
inferred that, from all the cases, the large positive bias seen 
in CTL analysis may be the unavailability of sufficient sur-
face and upper air observations over the Himalayan regions. 
The DWRs provide good spatial/temporal resolution radial 
velocity observations over the regions help to reduce the 
scarcity of wind observations over the Himalayan regions. 
Hence, the assimilation of radar radial velocity observation 
positively impacted the analysis, which helps to improve 
the representation of the wind flow associated with the WD 
more accurately. Table 3 shows RMSE of u- and v-compo-
nents of wind analysis calculated with respect to the upper 
air observations obtained from Patiala, Delhi and Lucknow 
RS/RW stations for all the WD cases. It is clear that the 
RMSE of zonal and meridional wind components is less in 
the RAD analyses for all the cases than the CTL analysis. 
The spatial distribution of vertically integrated moisture flux 
(VIMT; kg/m/s) and moisture convergence (kg/m2/s; shaded) 
from CTL and RAD analyses along with the corresponding 
ERA5 reanalyses values are depicted in Fig. 4a–c; d–f and 
g–i for Case 1–3, respectively. In Case 1, the CTL analysis 
(Fig. 4b) is showing strong moisture convergence over the 
northwest of India as well as western Himalayan regions 
(Fig. 4a). However, the moisture convergence is reduced 
appreciably over the regions in the RAD analysis (Fig. 4c) 
during the period, which is in corroboration with the ERA5 
reanalyses. It is also noticed that strong south-westerly mois-
ture transport in the CTL analysis caused the enhancement 

Table 2   Mean RMSE of O-A 
for all the WD cases

WD cases (at model initial time) Different model variables

u-wind 
(m/s)

v-wind 
(m/s)

T (oK) Q (g/kg) Radial wind 
(m/s) (O–B)

CTL RAD CTL RAD CTL RAD CTL RAD CTL RAD

Case 1 (00 UTC 21st Jan. 2019) 2.37 2.28 2.35 2.13 1.44 1.25 2.19 2.05 – 1.92 (3.12)
Case 2 (00 UTC 07th Feb. 2019) 3.29 3.14 3.46 3.08 1.42 1.30 1.89 1.65 – 1.83 (2.05)
Case 3 (28th Jan. 2020) 2.97 2.78 2.76 2.42 1.56 1.35 2.35 2.12 – 2.96 (3.6)
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Fig. 3   Wind (m/s, magnitude shaded) and geopotential (m, contour) 
at 500 hPa for a ERA5; b difference between CTL-ERA5 and c dif-
ference between RAD-ERA5 of Case 1 at model initial time valid 

at 00 UTC 21st January 2019. d–f and g–i are same as (a–c) but for 
Case 2 and Case 3 valid at 00 UTC 7th February 2019 and 28th Janu-
ary 2020, respectively
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of the moisture flux over the regions. The feature is well 
produced in the RAD analysis after the radar radial veloc-
ity observations are assimilated, closely matching with the 
ERA5 reanalyses. It is also observed that the distribution of 
intense patches of flux along the western border of Rajasthan 
and Punjab in RAD analysis is well correlated with the loca-
tion of the observed radar reflectivity observation (Fig. 1b). 
In Case 2, the ERA5 reanalyses (Fig. 4d) is showing strong 
moisture convergence over plains of Punjab and Haryana 
regions which is spatially extended even up to Delhi. The 
zone of moisture convergence over these plains in the RAD 
analysis (Fig. 4f) is well matched with the corresponding 
verification reanalyses (ERA5). However, the CTL analysis 
(Fig. 4e) is showing intense moisture convergence over the 
domain. The orientation of moisture transport from the Ara-
bian Sea is well characterized in the RAD analysis compared 
to the CTL analysis. The feature is reasonably well corre-
lated with corresponding ERA5 reanalyses. The elongated 
feature of intense moisture flux from RAD analysis (Fig. 4f) 
over the northern plains matches even well with the radar 
observed reflectivity (Fig. 1d). The high amount of mois-
ture convergence has built up along the windward side of 
the western Himalayan region, suggesting the effect of the 
orography (Dimri 2012). In Case 3, the ERA5 reanalyses 
(Fig. 4g) is showing cyclonic circulation associated with 
WD along the northwestern edge of Rajasthan and Punjab 
during the period. The cyclonic circulation over the region 
is well characterized in the RAD analysis (Fig. 4i) and is 
very closely matched with the verification reanalyses. This 
feature is missing in the CTL analysis (Fig. 4h) during the 
period. The northward transport of moisture fluxes from the 
Arabian Sea and spatial distribution of moisture convergence 
zone around the cyclonic circulation are well pronounced in 
the RAD analysis, matching well with the ERA5 reanalyses. 
However, the intense transport of moisture fluxes resulted 
due to the high moisture convergence zones over the whole 
domain is noticed in the CTL analysis. These patterns of 
moisture convergence zones are not seen in the ERA5 rea-
nalyses. The study by Dimri (2007) suggested that a high 
amount of transport of potential energy and moisture from 
the Arabian Sea toward the northern Indian plains interacts 

with the westerlies flow associated with the WD and gradu-
ally enhances the storm's intensity. The orientation of mois-
ture transport and moisture convergence zones over the 
northwest of India is well represented in RAD in comparison 
with the previous studies of Dimri (2007, 2012) and Dimri 
and Chevuturi (2014).

6.2 � Impact on model forecast

6.2.1 � Wind fields

The day-1 forecast of wind at 500 hPa from CTL and 
RAD simulations along with verified reanalysis (ERA5) 
is depicted in Fig. 6a–c; d–f and g–i for Case 1–3, respec-
tively. The subjectively analyzed upper-air wind field at 
500 hPa from IMD is presented in Fig. 5a and b for Case 
1 and Case 2, respectively. In Case 1, the ERA5 (Fig. 6a) 
shows a well-defined and close cyclonic circulation over 
the northwest of Afghanistan. The subjectively analyzed 
wind field of IMD (Fig. 5a) at 500 hPa is clearly show-
ing a well-marked trough over the region extended up to 
lower latitudes around 25° N. The trough is simulated by 
the RAD experiment (Fig. 6c) over the region. The posi-
tion and orientation of the trough are closely resembled 
with the IMD analyzed wind field (Fig. 5a). However, the 
CTL simulation (Fig. 6b) shows a close cyclonic circula-
tion over the region like in ERA5 reanalysis, which is 
anomalous as per IMD analyzed wind field. The magni-
tude of wind at 500 hPa (Fig. 5a) over Srinagar (34.05° N; 
74.5° E) and Delhi (28.41°N; 77.01° E) upper air stations 
was observed about 15 m/s and 28 m/s during the period. 
The magnitude of wind at 500 hPa in the RAD (CTL) 
simulation is about 14 m/s (23 m/s) and 30 m/s (25 m/s) 
over these stations. The magnitude of wind from RAD 
simulation is closer to the IMD observations than the 
CTL simulation. From Fig. 6a, a, strong elongated spatial 
distribution of wind with magnitude of ≤ 40 m/s is noticed 
over 24°–28° N and 65°–80° E region. The intensity and 
spatial distribution of wind over the region are considera-
bly well simulated by the RAD experiment in comparison 
with ERA5 reanalysis. The magnitude of wind is closely 
corroborated with the RS/RW observations over the 
region. On the other hand, the CTL simulation is shown 
the diminution of wind magnitude over the region during 
the period while compared to the RAD and ERA5. In 
Case 2, the subjectively analyzed wind fields from IMD 
(Fig. 5b) show a strong closed cyclonic circulation associ-
ated with the WD over the north Pakistan region during 
00 UTC 08th February 2019. The cyclonic circulation 
associated with the storm as well as the strong magni-
tude of wind about 25–40 m/s over extreme northwest and 
southwest sectors of the WD is well captured by the RAD 
simulation (Fig. 6f) as indicated in the corresponding 

Table 3   RMSE of wind from both the experiments calculated based 
on RS/RW observations from Patiala, Delhi and Lucknow

WD cases (00 UTC of) Model initial time

u-wind (m/s) v-wind (m/s)

CTL RAD CTL RAD

Case 1 (21st Jan. 2019) 1.89 1.74 4.53 3.23
Case 2 (07th Feb. 2019) 1.92 1.59 4.13 3.13
Case 3 (28th Jan. 2020) 1.83 1.67 2.15 1.08
Mean 1.88 1.66 3.60 2.48
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verification analysis (ERA5; Fig. 6d). The position of the 
cyclonic circulation is closely matched with the IMD ana-
lyzed wind fields (Fig. 5b). The CTL experiment (Fig. 6e) 
can neither simulate the closed cyclonic circulation over 
the region nor show the wind magnitude at various sectors 
of WD affected regions similar to ERA5 and RAD. The 

observed wind over Srinagar and Patiala (30.2° N; 76.28° 
E) upper air stations from Fig. 5b was about 10 m/s and 
17 m/s during the period. The simulated magnitude of 
wind over the stations (~ 8.5 m/s and ~ 13 m/s) is sub-
stantially increased with radar radial velocity observa-
tion assimilated analysis compared to the CTL (~ 7 m/s 

Fig. 4   Vertical integrated moisture flux (VIMT; kg/m/s; vector) and 
moisture convergence (kg/m2/s; shaded) integrated up to 400 hPa for 
a ERA5; b CTL and c RAD analyses of Case 1 at model initial time 

valid at 00 UTC 21st January 2019. d–f and g–i are same as (a–c) but 
for Case 2 and Case 3 valid at 00 UTC 7th February 2019 and 28th 
January 2020, respectively
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and ~ 9 m/s). Similarly in Case 3, the cyclonic circula-
tion over Afghanistan and Pakistan region is simulated by 
the RAD experiment (Fig. 6i) is closer to the reanalysis 
(Fig. 6g). The simulated cyclonic circulation associated 
with the WD is missing or farther away from its reanalysis 
location in CTL experiment (Fig. 6h). The magnitude of 
wind over the latitudinal belt between 24° and 28° N is 
well simulated in the RAD, which is similar to the ERA5 
reanalysis. The model simulated wind fields could not be 
able to compare with the IMD analyzed wind fields due to 
the unavailability of upper-air analysis charts. The RMSE 
for wind speed (m/s) are computed at different pressure 
levels for both the simulations against the IMD upper-
air observations (10 RS/RW stations) available over the 
specific domain (23°–36° N and 72°–85° E). The model 
simulated wind speed is interpolated to the observation 
points through bi-linear interpolation before the calcula-
tion of RMSE. The RMSE of day-1 forecast of wind speed 
at different pressure levels is presented in Table 4. It is 
clearly noticed that the RMSEs of wind speed at vari-
ous pressure levels are noticeably reduced in the RAD 
simulations compared to the CTL simulations in all the 
cases. Many previous studies inferred that assimilation of 
DWR radial velocity observation into the high-resolution 
mesoscale models improved the simulation of convec-
tive weather systems (Gao et al. 1999; Xiao et al. 2005; 
Abhilash et al. 2007; Routray et al. 2013; Prasad et al. 
2014; Dutta et al. 2019; etc.). It is noted that the mean 
RMSE for Case 1–3 is reduced by 25%; 14% and 15% in 
the RAD compared to CTL simulation (Table 4), respec-
tively. Overall the structure and wind speed associated 
with the WDs are reasonably well simulated by the RAD 
compared to the CTL simulation, which are comparable 
with the verification reanalyses (ERA5) as well as IMD 
subjectively analyzed wind fields.

6.2.2 � Vorticity

The spatial averaged (24°–40° N and 65°–82° E) time-pres-
sure cross-section of vorticity (× 10–5 s−1), from the model 
simulation (up to 72 h) of CTL and RAD along with the 
verification reanalyses (ERA5) for Case 1–3 is depicted in 
Fig. 7a–c; d–f and g–i, respectively. The vertical structure of 
the vorticity in ERA5 reanalysis (Fig. 7a) shows that the pos-
itive vorticity field extended all the way from the surface to 
the upper atmosphere. As per the IMD report, the WD was 
intensified due to the incursion of moisture from the Arabian 
Sea as it moved eastward from 22nd to 23rd January 2019. 
The high value of positive vorticity is gradually increased 
at upper troposphere (300–200 hPa) during the period and 
maximum vorticity (more than 5 × 10–5 s−1) has been noticed 
at 00 UTC 22nd January. The intensity of the vorticity is 
slowly decreased as the system moved further eastward. The 
feature is plausibly well simulated in both the CTL (Fig. 7b) 
and RAD (Fig. 7c) experiments during the period. It is noted 
that the magnitude, time and spatial pattern of the high vorti-
city at the upper troposphere have been adequately simulated 
by the RAD (Fig. 7c), which is closely resembled with the 
ERA5 reanalyses. Conversely, these features are present in 
the CTL (Fig. 7b) simulation. Both the simulations consider-
ably well predict the gradual decrease of vorticity. In Case 
2, the high value of positive vorticity is observed around 
300–200 hPa at 00 UTC 08th February 2019 in the ERA5 
reanalyses (Fig. 7d) during the intensification of cyclonic 
circulation associated with the WD. It is noticed that the 
intensification of cyclonic circulation associated with the 
WD leads to the generation of high magnitude of vorticity 
in the RAD experiments (Fig. 7f) as compared to the CTL 
experiment (Fig. 7e). The intensity and spatial/temporal 
distribution of the vorticity from RAD simulation closely 
match with ERA5 (Fig. 7d). The magnitude of the vorticity 

Fig. 5   Upper-air chart of streamline analyses along with observed wind (kts) at 500 hPa for a Case 1 and b Case 2 valid at 00 UTC 22nd January 
2019 and 8th February 2019, respectively (Courtesy: CRS, IMD, Pune)
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Fig. 6   Wind magnitude (m/s; shaded) and co-moving stream lines at 
500 hPa for a ERA5; b CTL and c RAD of Case 1 valid at 00 UTC 
22nd January 2019 (day-1 forecast). d–f and g–i are same as (a–c) but 

for Case 2 and Case 3 valid at 00 UTC 8th February 2019 and 29th 
January 2020, respectively

Table 4   RMSE of wind (m/s) 
at different pressure levels from 
model simulations calculated 
based on upper air observations 
(RS/RW)

Pressure 
levels (hPa)

Case 1 Case 2 Case 3

CTL RAD Skill (%) CTL RAD Skill (%) CTL RAD Skill (%)

850 4.49 3.89 13.36 6.43 5.52 14.15 7.93 6.75 14.88
700 5.87 3.64 37.98 6.98 5.97 14.46 5.39 4.57 15.21
500 7.16 5.38 24.86 7.73 6.73 12.93 8.08 7.31 9.52
400 7.03 4.26 39.04 5.74 4.43 22.82 7.48 5.33 28.74
300 8.22 7.43 9.61 6.58 6.07 7.75 9.35 8.73 6.63
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Fig. 7   Area averaged time-pressure cross-section of vorticity (× 10–5 s−1) for a ERA5; b CTL and c RAD of Case 1. d–f and g–i are same as 
(a–c) but for Case 2 and Case 3, respectively. Y-axis: pressure levels (hPa)
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is lower in the CTL simulation (Fig. 7e) during the study 
period. Similarly, for Case 3, the distribution of cyclonic 
vorticity is appropriately represented in the RAD (Fig. 7i), 
which is well correlated with the ERA5 reanalyses (Fig. 7g). 
It is necessary to mention here that one of the typical fea-
tures associated with WD is the presence of a maximum of 
relative vorticity at 400–300 hPa or higher level similar to 
nascent extratropical cyclones or cases related to baroclinic 
instabilities (Robinson 1989; Davis 1992; Hunt et al. 2018c). 
Overall, the discrete pattern of vorticity associated with WD 
is well predicted by both the simulations. When a discreet 
comparison is made between CTL and RAD, it is deduced 
that the vorticity is well characterized after assimilation of 
radial velocity observations, which is closely matched with 
the reanalyses (ERA5) in all WD cases.

6.2.3 � Rainfall

The 24 h accumulated precipitation from CTL and RAD 
simulations along with merged GPM satellite-rain gauge 
data for Case 1, Case 2 and Case 3 of day-1 are shown in 
Fig. 8a–c; d–f and g–i, respectively. In Case 1, the maximum 
quantity of precipitation was observed (Fig. 8a) over J&K, 
Himachal Pradesh, Punjab, Uttaranchal, Delhi and Utter 
Pradesh regions. The intensity and spatial distribution of 
precipitation over all the regions are clearly discernible in 
the RAD simulation (Fig. 8c) as seen in the observation 
(Fig. 8a). However, the areal distribution of precipitation 
is shifted more towards the north in the CTL simulation 
(Fig. 8b). It is also noticed that both the model simulations 
show wet bias over the region affected by WD compared 
to the rainfall observations. During the period, moderate 
rainfall of about 1–3 cm was observed over some parts 
of the south-southwest of the Rajasthan regions (Fig. 8a). 
The rainfall pattern over the region is better simulated by 
the RAD, whereas the simulated precipitation is slightly 
lower than the actual observation. Here, the CTL simula-
tion could not be able to produce the belt of moderate pre-
cipitation over the same region as noticed in the observa-
tion. In Case 2, moderate to heavy rainfall with few areas of 
very heavy rainfall was observed over western Himalayan 
region during the period of study (Fig. 8d). It is noticed 
that both the model simulations (CTL and RAD) are able 
to produce the precipitation belt confined over the western 
Himalayan region. However, the precipitation belt simu-
lated in the CTL (Fig. 8e) is closer to the foothill of the 
Himalayas than the observed pattern (Fig. 8d). Hence, the 
simulated locations of heavy to very heavy rainfall are con-
siderably shifted northeastward in CTL. At the same time, 
the orientation of predicted rainfall over the region in RAD 
(Fig. 8f) is much closer to the observed pattern. The areal 
pattern of maximum rainfall (8–16 cm) is better simulated 
by the RAD, close to the observed distribution. Case 3 was a 

weaker WD system, hence, light as well as scattered rainfall 
was observed (Fig. 8g) over western Himalayan regions. But 
both the model simulations (Fig. 8h and i) over-predicted 
the spatial distribution and amount of rainfall over the area 
during the WD period. From the 24 h accumulated rainfall, it 
is noticed that the model is able to estimate the heavier pre-
cipitation associated with the intense WD, whereas it over-
estimates during the lower rainfall event. This may be due 
to the high gradient of topography over the regions affected 
by WD, which plays a significant role in modulating the 
weather system, which may not be appropriately represented 
in the model. The study by Dimri (2004) indicates the proper 
representation of topography along with the finer resolu-
tion of the model, which further improved the forecast skill, 
particularly of the precipitation associated with the WDs 
over the northwest region. Topography plays a vital role in 
simulating the mesoscale features associated with the WD, 
which lead to heavy to very heavy precipitation over west-
ern Himalayan regions. It is necessary to point out that the 
model simulations shown the northeastward inclination and 
intense precipitation associated with the storm in all three 
cases, when compared with the observations. However, the 
northeastward shifting of the precipitation band related to 
the WDs and region of maximum precipitation is consider-
ably improved with the use of radial velocity observations in 
the preparation of analysis. Overall, the model simulates the 
evolution and propagation of the WDs are reasonably well 
captured in the RAD.

The time series of radially averaged (250 km radius; con-
sidered Delhi DWR station Lat: 28.58° N and Long: 77.22° 
E as a centre point) 1-h accumulated model simulated rain-
rate (mm/hr) from CTL and RAD simulations (24 h) along 
with derived rainrate from Delhi DWR reflectivity for all the 
WD cases are depicted in Fig. 9a–c, respectively. It is clear 
from the figures that the rainfall pattern is well simulated in 
both experiments (CTL and RAD). But the intensity and var-
iation pattern of the rainfall from RAD is closer to the DWR-
derived hourly rainrate throughout the 24 h forecast period. 
In Case 1 (Fig. 9a), the DWR-derived rainrate shows maxima 
at 9–10 h and the rainfall spell continuously enhanced after 
16 h. The RAD considerably well simulates the intensity of 
maxima and rapid increase of rainfall compared with the 
CTL. Hence, the RMSE and correlation (CC) are improved 
in the RAD simulation than that of CTL. In Case 2 (Fig. 9b), 
the observation shows a rapid increase of the rainrate during 
11–18 h and maximum rainfall spell occurred at 18 h. The 
feature is well simulated by both the simulation, whereas 
the simulated maximum rainfall is early by 3 h and 1 h in 
the CTL and RAD experiments, respectively. The intensity 
and quick decrease of rainrate as seen in the observation are 
well featured in the RAD compared with the CTL. Similarly, 
the amount and pattern of the simulated rainfall in RAD is 
improved compared to the CTL in Case 3 (Fig. 9c). It is also 
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seen that the presence of maxima (minima) rainfall in the 
observation are considerably improved in RAD than that of 
CTL throughout forecast time. The RMSE (CC) from RAD 
experiment is also decreased (increased) with respect to the 
CTL. It is evident from the past studies that the forecast skill 
of rainfall associated with the extreme weather systems has 

been appreciably improved by assimilating the DWR radial 
wind along with other observations into the high-resolution 
regional models (Xiao et al. 2005; Routray et al. 2010, 2013; 
Prasad et al. 2014; Dutta et al. 2019; etc.).

The various statistical skill scores such as ETS, SAL 
and FSS from CTL and RAD simulations are calculated 

Fig. 8   24 h accumulated rainfall (cm) for a OBS; b CTL and c RAD of Case 1 valid at 00 UTC 22nd January 2019 (day-1). d–f and g–i are same 
as (a–c) but for Case 2 and Case 3 valid at 8th February 2019 and 29th January 2020, respectively
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for the day-1 forecast with respect to the NCMRWF-IMD 
rainfall analysis over the region of 24°–38° N; 68°–82° E. 
Figure 10a, b describes the ETS along with % improvement 
at different rainfall thresholds (mm) for Case 1 and Case 2, 
respectively. It is seen from the figures that the values of 
ETS at different rainfall thresholds are more after the assimi-
lation of the DWR radial winds than the CTL simulation 
in both cases. The values of ETS are gradually decreased 
with the increase of rainfall thresholds in all the cases. But 
it is noted that the RAD simulations give higher ETS values 
than the CTL simulation. The % of improvement of RAD 
is relatively higher with respect to the CTL simulation at 
various thresholds in both cases. It is observed that the gain 
skill is found higher at lower thresholds (up to 15 mm) and 
the skill steadily reduced as the thresholds increase during 
the period in all the cases. The average gain skill of about 

34% and 28% is seen in the RAD simulation for Case 1 and 
Case 2, respectively.

The performance of the model precipitation forecasts 
is evaluated over a pre-specified domain through a novel 
object-based quality measure called Structure-Amplitude-
Location (SAL; Wernli et al. 2008). Figure 10c, d depicts 
the three components of SAL along with gain skill for Case 
1 and Case 2, respectively. All components of the SAL from 
both cases indicate that the model overestimated the precipi-
tation during the study period. However, the values of the 
SAL from all the three components are reduced considerably 
in RAD compared to the CTL 24 h simulations. The struc-
ture component of SAL is fairly small in both simulations. 
This is mainly due to proper simulation of the spatial distri-
bution of the rainfall by the model over the specified domain 
(Fig. 8a–f). But the S-component is improved by 22% and 

Fig. 9   Hourly variation of radial 
averaged (250 km) of rainfall 
up to 24 h from DWR (Delhi); 
CTL and RAD simulations for a 
Case 1; b Case 2 and c Case 3
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15% in the RAD simulation compared to the CTL for Case 
1 and Case 2, respectively. A large amount of error occurred 
in terms of A-component of SAL in both cases mainly due 
to the overestimation of the rainfall along the foothill of the 
Himalayan region as compared to the observations during 
the period (Fig. 8). The values of A-component are relatively 
less in the RAD with the gain skill of 18% and 21% over 
the CTL simulations for Case 1 and Case 2, respectively. 
The location error is reasonably small compared with the 
amplitude component's error in all cases. The positive value 
of the L-component indicates that the model simulation can-
not capture the spatial distribution of the objects relative to 
the center of mass or shift of rainfall areas in the forecast. 

Typically, the CTL simulations (Fig. 8b and e) show the 
northeastward shift of the precipitation areas compared to 
the observations. It is clearly seen that the northeastward 
shift of rainfall belts is considerably reduced in RAD simula-
tions. Hence, the positive value of the L-component is sig-
nificantly reduced in RAD simulation. The % of improve-
ment is noticed by 22% and 33% in the RAD compared to 
CTL in Case 1 and Case 2, respectively. In Case 3, it is 
seen that the precipitation is not perfectly brought out in 
the model simulations as indicated by the largest errors in 
S, A and L components, the figure is not given here due to 
brevity. The model simulates precipitation over a large area, 
with intense rainfall over northwest Indian regions (Fig. 8h, 

Fig. 10   Equitable threat score (ETS) at different rainfall thresholds 
(mm) along with % of improvement of RAD over CTL (line in right-
hand Y-axis) of day 1 (24 h) for a Case 1 and b Case 2. Structure-

Amplitude-Location (SAL) of day 1 (24 h) for c Case 1 and d Case 
2. e, f are same as (c, d) but for Fractions Skill Score (FSS) at 10-mm 
rainfall threshold, respectively
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i), while the observation has scatter rainfall over the region. 
Therefore, all three components of SAL are largest positive 
values, suggesting an overestimation of the total rainfall and 
northeastward shift of the precipitation area, mainly in the 
CTL, over the domain. But the positive values of all com-
ponents of SAL are slightly reduced in the RAD simulation 
than the CTL simulation.

Figure 10e, f represents the FSS at the 10 mm threshold 
of rainfall for Case 1 and Case 2, respectively. The figures 
clearly show that the model does not precisely predict the 
observed rainfall intensity. However, the FSS values are rela-
tively improved in the RAD simulation for all the cases as 
compared to the CTL. Unlike Case 1 (Fig. 10e), the value 
of FSS is increased with the increase of radius of influence 
in Case 2 (Fig. 10f). But the values of FSS are less in Case 
2 as compared to Case 1 during the period of study. It is dif-
ficult to find out any meaningful information on the spatial 
accuracy of the model from these figures. Hence, we fur-
ther evaluated the impact of assimilation of the DWR radial 
velocity on simulation of precipitation associated with the 
WDs by comparing the 24 h accumulated model simulated 
rainfall with the observed station values reported by IMD 
over northwest regions (Table 5). In Case 1, the maximum 
rainfall (9 cm) over few stations (Table 5) during day-1 is not 
exactly captured by both model simulations. However, the 
RAD simulated precipitation over these stations is notice-
ably improved and closer to the observations as compared 
to the CTL simulation. From Table 5, it is clearly noticed 
that the simulated amount of precipitation from the RAD is 
closely matched with the observed amount of precipitation 
at many stations than that of CTL in all the cases.

6.2.4 � Kinetic energy (KE) budget

The time-pressure cross-section of the horizontal flux of KE 
from the verification reanalyses (ERA5) along with the 72 h 
model simulations (CTL and RAD) for Case 1 is depicted in 
Fig. 11a during the period 00 UTC of 21st to 24th January 
2019. In the ERA5, it is observed that convergence of hori-
zontal flux of KE is extended from the surface to 500 hPa. 
The maximum convergence of flux (~ -5 × 10–4 W kg−1) is 
located at 700–500 hPa level during the period 00 UTC of 21 
to 18 UTC of 22 January, where the WD was intensified as 
per the IMD report. The high convergent magnitudes in the 
vicinity of the low-pressure centre decreased later as the sys-
tem moved eastward and WD weakened. There is an increase 
of divergent flux of KE above the 500 hPa level due to the 
rise of pressure and decreasing of the pressure gradient. But 
at 300 hPa, the divergence flux of KE is sharply increased, 
it may vary between 20 and 25 (× 10–4 W kg−1) units. One 
can say, the significant changes in the horizontal flux of KE 
that occur in the upper troposphere are probably due to the 
presence of the subtropical jet stream. Both the experiments 

reasonably well simulate the vertical and temporal distribu-
tions of the flux. The magnitude and spatial variation of flux 
convergence at the mid-troposphere are considerably well 
simulated in the RAD than in the CTL simulation. Simi-
larly, the spatial pattern and magnitude of divergent flux are 
also well simulated in the RAD. The vertical distribution 
and magnitude of the flux from RAD simulation are closely 

Table 5   Comparison between model simulated and station-wise 
observed precipitation (cm) for day-1

Station names Lat. (°) Lon. (°) OBS CTL RAD

Case 1 valid at 03 UTC 22 January 2019
Pathankot 32.27 75.65 9 5.2 7.1
Batote 33.12 75.32 9 6.3 7.4
Bharwain 31.79 76.12 9 6.1 7.5
Nagina 29.44 78.43 7 3.1 6.6
Mukerian 31.95 75.61 7 4.8 5.5
Ghamroor 31.95 75.95 6 3.7 5.9
Adampur 31.43 75.71 6 4.5 5.7
Dharamshala 32.21 76.32 5 7.4 4.9
Ludhiana 30.90 75.85 5 2.73 3.4
Ranikhet 29.64 79.43 4 2.6 3.6
Dharchula 29.84 80.53 4 2.4 3.7
Srinagar 34.08 74.79 3 2.0 2.7
Case 2 valid at 03 UTC 08 February 2019
Hoshiarpur 31.51 75.91 8 3.9 5.8
Gulmarg 34.04 74.38 7 4.9 5.6
Srinagar 34.08 74.79 5 2.6 3.3
Baderwah 32.98 75.71 5 7.3 5.6
Naina Davi 31.30 76.53 5 1.7 3.8
Phagwara 31.22 75.76 4 1.9 3.9
Udhampur 32.91 75.14 4 7.0 3.3
Katra 32.99 74.93 4 5.9 3.2
Nangal 31.38 76.37 4 3.2 3.5
Jammu City 32.72 74.85 3 4.2 2.1
Pathankot 32.27 75.65 3 4.2 3.5
Baldwara 31.55 76.76 3 5.5 4.4
Kaiserganj 27.25 81.54 3 1.8 4.2
Samana 30.15 76.19 3 0.78 2.6
Case 3 valid at 03 UTC 29 January 2020
Solan 30.90 77.09 6 3.1 3.4
Palampur 32.11 76.53 5 4.3 4.6
Khadrala 31.20 77.75 5 6.4 7.2
Kufri 31.09 77.26 5 5.4 4.8
Dharmasala 32.21 76.32 5 4.1 5.5
Pachhad 32.08 77.57 4 4.3 4.1
Jatton Barrage 30.56 77.47 4 3.7 4.1
Shimla 31.10 77.17 4 4.7 4.3
Gairsain 30.05 79.28 4 2.8 4.9
Dharchula 29.84 80.53 3 2.3 3.1
Manali 32.24 77.18 3 6.2 5
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matching with the ERA5 reanalysis. Figure 11b illustrates 
time-pressure cross-section of the adiabatic generation of 
KE from ERA5 reanalysis, CTL and RAD simulations 

during the period 00 UTC of 21st to 24 January 2019 for 
the WD (Case 1). In the ERA5, it is observed that weak 
magnitudes of dissipation of KE take place up to 500 hPa 

Fig. 11   Time-pressure cross-section of a Horizontal flux of KE 
( ⃗∇.KV⃗ ; W  kg–1); b Adiabatic generation of KE ( −V⃗ .∇𝜑 ; W   kg−1) 
and c Change of KE ( �K

dt
 ; J  m−2) from ERA5 reanalysis, CTL and 

RAD experiments for the period 00 UTC 21st to 24th January 2019 
of Case 1. Y-axis: pressure levels (hPa)
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height from the surface in WD. The positive magnitude of 
adiabatic generation of KE is noticed in the upper levels. The 
generation of KE slowly increased during the initial phase of 
the WD and achieved the maximum magnitude during the 
intense phase of the WD (00 UTC 22 to 23 January 2019). 
Subsequently, the positive magnitude of adiabatic genera-
tion of KE gradually decreased as well as the appearance of 
dissipation of KE is noticed when the system moved further 
eastward. The magnitude, evolution and propagation of gen-
eration of KE are well simulated by the RAD as compared 
to the CTL. The features are well correlated with the cor-
responding ERA5 reanalyses. However, the dissipation of 
KE is slightly higher predicted by both the simulations at 
lower atmosphere during the period when compared with the 
verification analysis. The time-pressure cross-section of the 
tendency of KE term from ERA5 reanalyses, CTL and RAD 
simulations during the period 00 UTC of 21st to 24 January 
2019 (for the Case 1 WD) is demonstrated in Fig. 11c. The 
negative and subsequent positive values of the tendency of 
KE are observed in ERA5, it represents like ridge and trough 
pattern in KE tendency. The positive tendency of KE is 
noticed during the intense phase of the WD, extended from 
mid to upper atmospheric levels and found to be maximum 
at 400–200 hPa. The positive tendency gradually deterio-
rated when the system advanced further eastward. The RAD 
forecast shows similar magnitude and distribution of KE 
tendency similar to ERA5. The magnitude of KE’s tendency 
is underestimated in the CTL forecast compared to ERA5 
reanalyses. It is observed that horizontal flux and adiabatic 
generation of KE are the two equally important sources of 
generation of KE during the WD.

The various terms of the KE budget are depicted in 
Fig. 12a–c, for Case 1 and Case 2, respectively. In ERA5 
(Fig.  12a), the convergent magnitude is about −  2 to 
− 5 × 10–4 W kg−1 around the vicinity of the low-pressure 
system and increased within the centre of the WD during the 
period 00 UTC 7 to 8 February 2019. There is an increase of 
divergent flux of KE at upper levels during the same period. 
It may be possible that the high divergent flux of KE is asso-
ciated with the steepest pressure gradient between the mid- 
and upper atmosphere during the WD. It is seen that the 
convergent flux at upper level starts appearing after 06 UTC 
of 7th February 2019, probably due to the dominance of the 
tropical easterly jet stream. Both experiments well simulated 
the features, but the magnitude and distribution pattern of 
flux slightly improved in RAD simulation. Figure 12b illus-
trates the adiabatic generation of KE obtained from ERA5 
and two experiments for Case 2. It is seen from ERA5, the 
magnitudes of dissipation of KE are obtained during the 
initial phase of the WD. The generation of KE is gradually 
increased from 500 hPa and extended up to the upper atmos-
pheric levels after 00 UTC of 8th February 2019, in which 
the system was progressively intensified due to pumping of 

high moisture from the Arabian Sea, strong wind confluence 
at lower levels and divergence at upper troposphere during 
8th and 9th February 2019 (as per the IMD weather report). 
The dissipation and generation of the KE are relatively well 
simulated in the RAD than that of the CTL. The features are 
well comparable with the corresponding ERA5 reanalyses. 
The tendency of KE (Fig. 12c) of Case 2 has a similar distri-
bution pattern to Case 1. The structure and evolution of the 
KE tendency in the RAD simulation throughout the forecast 
period are in comparison with CTL and is closely matching 
with the ERA5 reanalyses.

7 � Summary and conclusions

The present study evaluated the impact of assimilation of 
DWR radial velocity in the high-resolution regional NCUM 
analysis-forecast system by simulating three WDs that pro-
duced an enormous amount of precipitation over northwest 
regions. To fulfill the objective of the present study, we con-
ducted two numerical experiments named as CTL (assimi-
lation of a variety of conventional and non-conventional 
observations obtain at NCMRWF) and RAD (assimilated 
DWR radial velocity plus other observations used in CTL). 
The initial conditions for NCUM-R forecast model is pre-
pared through 4DVAR data assimilation system. Some of the 
significant findings from the current study are summarized 
below:

•	 The model analyses captured the spatial distribution of 
500 hPa wind and geopotential height fields associated 
with the WDs reasonably well as compared to the ERA5 
reanalysis used for the verification. It is noticed that 
the CTL analyses produced intense magnitude of wind, 
mainly over western Himalayan regions in all the cases 
compared to ERA5 reanalyses.

•	 The intense wind patterns over the regions are corrected 
in the RAD analyses significantly with the assimilation 
of the DWR radial wind in all the cases. However, some 
underestimation is also observed in the wind magnitude 
over the certain pocket of northwest regions in the RAD 
analyses. The RMSE of wind components are noticeably 
reduced in the RAD analyses than CTL analyses for all 
cases.

•	 The south-westerly bias over the western Himalayan 
region observed in CTL analyses in all the WD cases. 
This intense positive bias in the analysis may be due to 
the scarcity of surface and upper-air observations over 
and along the steep Himalayan regions. Assimilation of 
radial velocity improved the analyses that properly char-
acterized the intensity and wind pattern associated with 
WD cases, which compensated the dearth of wind obser-
vations over the mountainous regions on certain extent.
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•	 The RAD analyses are well manifested in the north-
ward transport of moisture fluxes from the Arabian 
Sea and spatial distribution of moisture convergence 
zone around the cyclonic circulation, which is closely 

matched with the ERA5 reanalyses in all the cases. But 
the strong magnitude of moisture fluxes is noticed in 
the CTL analyses on many occasions over the domain.

Fig. 12   Same as Fig. 11 but for Case 2 during the period 00 UTC 7th to 10th February 2019. Y-axis: pressure levels (hPa)
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•	 The day 1 (24 h) wind simulations clearly suggested that 
the spatial distribution of wind associated with the WDs 
is reasonably well characterized in the RAD after the 
assimilation of the radar radial velocity compared to the 
CTL simulation. The features are comparable with ERA5 
as well as IMD analyzed wind fields.

•	 The RMSEs of wind speed at various pressure levels are 
noticeably reduced in the RAD simulations than that of 
CTL simulations in all the cases. The mean RMSE for 
Case 1–3 is reduced by 25%, 14% and 15% in the RAD 
simulation with respect to CTL simulation, respectively. 
The findings i.e., the wind RMSE considerably reduced 
after assimilation of the radial wind is well supported by 
other earlier studies (Abhilash et al. 2007; Routray et al. 
2013; Prasad et al. 2014; Dutta et al. 2019; etc.).

•	 The central maximum of relative vorticity is observed at 
400–300 hPa or higher level is one of the major charac-
teristics associated with the WDs (Robinson 1989; Davis, 
1992; Hunt et al. 2018c). The increase of positive vor-
ticity throughout the atmosphere and maximum at the 
upper troposphere (300–200 hPa) is predicted by both the 
simulations during the intense phase of the WDs and the 
intensity of the positive vorticity slowly decreased when 
the system moves further eastward. It is noted that the 
magnitude, time and spatial pattern of the high vorticity 
at the upper troposphere are adequately well simulated by 
the RAD and is matching well with the ERA5 reanalyses 
in all cases.

•	 It is noticed that the CTL simulated precipitation belt is 
positioned more northeastward, close to the foothill of 
Himalaya, compared to observations in all cases. How-
ever, the distribution pattern of rain band associated with 
the WDs and region of maximum precipitation is consid-
erably improved in the RAD simulations.

•	 Overall the various statistical skill scores revealed that 
the assimilation of radar radial velocity observation 
into the high-resolution assimilation-forecast system 
improved the rainfall simulation reasonably well over 
northwest regions during the passage of WDs.

•	 The magnitude, evolution and propagation of various KE 
budget terms are relatively well simulated in the RAD 
than the CTL and the features are closely matched with 
the ERA5 reanalyses in all the WD cases.

•	 The results obtained from the present study firmly indi-
cate that the assimilation of the high spatial/temporal 
quality of DWR radial winds in the analysis system has 
a positive impact on the simulation of the evolution and 
propagation of WD and associated precipitation. The 
DWR radial wind observation reduced the scarcity of 
wind observations over the regions we considered for the 
study.

•	 However, it is noticed that model could not simulated 
the precipitation associated with the WDs very well 

everywhere and many instant the results are not encour-
aging after assimilation of the DWR radial velocity. 
The issue in this study is that only Patiala DWR station 
(VICH) observations are assimilated (Fig. 2d and e) 
in the assimilation cyclic. The Srinagar (VISR) DWR 
observations were missing in the Case 1 and Case 2 
and only minimal observations available for Case 3 
(Fig. 2f). Hence, very less amount of observations is 
available for assimilation cyclic.

•	 The maximum DWR observations are also discarded 
(attenuation) through quality control check due to the 
steep and intricate orography of the Himalayan ranges. 
Therefore, the forecast skill of model is not encourag-
ing over the region as compared to the impact studies 
of assimilation of DWR data by simulating different 
weather systems affected over other regions (Osuri 
et al. 2015; Routray et al. 2010, 2013; Dutta et al. 2019; 
etc.).

•	 The model results vary over the region due to non-
uniformity of the terrain as well as diverse in the land-
use/land-cover patterns (Dimri and Chevuturi 2014; 
Thomas et al. 2014, 2018; etc.). Much more research 
effort is required for the further improvement of the 
model forecast skill.
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