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Abstract
Increase in the extreme weather events around the world has necessitated application of numerical weather prediction (NWP) 
models to forecast these events and minimize consequences. Application of NWP models requires appropriate selection of 
physics parameterization options for close representation of atmospheric processes. In this study, the WRF model perfor-
mance was evaluated for varying physical parameterization of surface processes in simulating meteorology with respect 
to varying (i) shortwave and longwave radiation schemes, (ii) planetary boundary layer (PBL) and corresponding surface 
layer (SL) schemes over Delhi NCR. A total of 11 simulation sets were curated with 7 PBL schemes (ACM2, GBM, UW, 
MYJ, SH, TEMF and BouLac), 4 surface layer schemes (Pleim-Xiu, Revised MM5, Eta and TEMF), 3 shortwave radiation 
schemes (Dudhia, New Goddard and RRTMG), 3 longwave radiation schemes (RRTM, New Goddard and RRTMG) and 2 
land surface models (LSM) (Pleim-Xiu and Noah). Sensitivity experiments are performed at a fine resolution (1 km) with 
updated LULC input. Based on the sensitivity analysis, it is inferred that the simulation set which works best for the region 
is TEMF PBL, TEMF SL, Dudhia shortwave radiation, RRTM longwave radiation and Noah LSM schemes. The TEMF PBL 
scheme is designed as hybrid (local–nonlocal) scheme and thereby, with consideration of both local and nonlocal viewpoints 
it is noted that the near-surface meteorological parameters are depicted with greater accuracy. To further address the model 
biases it is important to refine the physical parameterizations schemes in the WRF model or using different bias correction 
and data assimilation techniques.

1  Introduction

Delhi, the capital of India, has witnessed detrimental health 
impacts due to extreme weather events over the past few 
years. A study over India from year 2001 to 2014 identified 
that 25% of accidental deaths was due to extreme weather 
events such as heat wave, cold wave, lightning, extreme pre-
cipitation and tropical cyclone (Mahapatra et al. 2018). The 
application of numerical weather prediction (NWP) models 
to study and forecast such events requires careful considera-
tion of model selection for particular study region. Various 
parameterizations for radiation, cumulus convection, sur-
face layer fluxes, turbulence and clouds are included in a 
weather model to accurately forecast weather phenomenon 

(Shrivastava et al. 2014). The Weather Research and Fore-
casting (WRF) is a NWP model that is widely employed 
across the world for better understanding of atmospheric 
processes and resulting extreme weather events in an attempt 
to curtail the damage to environment and human life. The 
WRF model offers a range of physical parameterization 
schemes for selection for a particular region. It is essen-
tial to choose the most appropriate combination of phys-
ics parameterization options for any simulation for selected 
study region and time period (Mohan and Bhati 2011; Patil 
and Kumar 2016).

Studies in different parts of the world performed varying 
sensitivity simulations of physical parameterization schemes 
of WRF model. The sensitivity of WRF Planetary Bound-
ary Layer (PBL) schemes has been evaluated by a number 
of studies over different regions such as over the Northwest 
Pacific Ocean to study typhoon (Di et al. 2019), Greater 
Athens area (Banks et al. 2016), Southern Italy (Tyagi et al. 
2018; Avolio et al. 2017), Hong Kong (Xie et al. 2012), 
Texas region (Hu et al. 2010) and Iberian Peninsula (Borge 
et al. 2008) to analyse its impact on near-surface variables 
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and PBL height. There are other studies which have also 
incorporated sensitivity of PBL schemes along with other 
physical parameterization schemes for better assessment of 
WRF model performance. Jankov et al. (2005) investigated 
the general impact of physical schemes by varying the PBL 
scheme, convective parameterization scheme and micro-
physical scheme for the central United States. Zeyaeyan 
et al. (2017) tested 26 different configurations with varying 
cumulus, microphysical and PBL schemes to evaluate the 
effect on summer rainfall in North West Iran.

A number of WRF physical sensitivity studies have been 
conducted over different regions of India for improved 
model performance of meteorological variables (Mohan and 
Gupta 2018; Gunwani and Mohan 2017; Sathyanadh et al. 
2017; Hariprasad et al. 2014; Madala et al. 2014; Panda and 
Sharan 2012). Tian and Miao (2019) studied characteris-
tics and evolution of the mountain-plain breeze circulation 
using WRF in the Longquan Mountain, eastern Chengdu, 
China. BouLac PBL, MM5 surface layer and Noah + UCM 
land surface parameterization schemes are used in the 
study. BouLac scheme is a 1.5-order local closure scheme 
(Bougeault and Lacarrère 1989) and uses local mixing with 
local diffusivity for both the convective boundary layer and 
the stable boundary layer. Sathyanadh et al. (2017) evaluated 
six local and nonlocal PBL—MYJ, BouLac, UW, YSU and 
ACM2 schemes from WRF at 1-km resolution over rural 
area Barkachha (25.06°N, 82.59°E) (80 km southwest of 
Varanasi) and reported that MYNN produce more realis-
tic simulation of spatio-temporal variations in the bound-
ary layer height. Hariprasad et al. 2014 tested seven PBL 
parameterizations—MYJ, MYNN, QNSE, YSU, ACM2, BL 
and UW over a tropical site Kalpakkam and found MYNN 
and YSU simulating the various PBL quantities in better 
agreement with observations. Madala et al. (2014) evaluated 
5 PBL—YSU, MYJ, MYNN2, MRF, ACM2 and 3 cumulus 
parameterization schemes—KF, BMJ, GD for severe thun-
derstorm case over Gadanki. Overall, authors suggested 
MYJ–GD combination to be suitable for the simulation of 
thunderstorm events over the study region. Panda and Sharan 
(2012) examined PBL (MYJ, YSU and MRF) and land sur-
face parameterizations (Noah, RUC and THD) over North-
ern India and found Noah LSM and MYJ PBL performing 
better in predicting the surface and boundary layer variables. 
Patil and Kumar (2016) examined the model sensitivity to 
different microphysics schemes for North West India during 
Western Disturbances and found better model performance 
with the combination of National Severe Storms Labora-
tory one moment microphysics, Kain–Fritsch cumulus, YSU 
PBL, RRTM longwave and Dudhia shortwave radiation 
parameterization schemes. Mohan and Bhati (2011) carried 
out sensitivity of WRF over Delhi, India for microphysics, 
cumulus parameterization, surface layer, land surface model, 
PBL parameterization and found MM5-YSU combination 

gives better estimates for wind speed and Pleim–ACM com-
bination gives better results for temperature and moisture. 
Gunwani and Mohan (2017) tested five PBL schemes—
YSU, MYJ, ACM2, QNSE, MYNN and found ACM2 PBL 
to be well suited for all the meteorological parameters. The 
above past studies over National capital region Delhi and 
other parts of India have attempted to perform WRF model 
sensitivity to different physical parameterizations, but their 
inferences may not necessarily be applicable due to differ-
ent study domain, simulation period, weather conditions 
and physical parameterizations options. In this study, new 
improved physics options in WRF have been used over Delhi 
National Capital Region (NCR) which have not been tested 
for this region before. There are several other new options 
provided in the model to parameterize cloud microphysics, 
surface layer, land surface model, cumulus parameterization 
and PBL. Based on this, the objective of the study was to 
identify the best combination of physical parameterization 
schemes with the current version of WRF model (version 
3.9) in simulating meteorology. The objective was achieved 
by performing sensitivity of (i) shortwave and longwave 
radiation schemes and (ii) PBL parameterizations and cor-
responding surface layer parameterizations.

2 � Study area

The study area of the present study extends between 
26.71°N-29.56°N and longitude 75.56°E–78.36°E covering 
86,991 square km, which includes the National Capital Region 
(NCR) of India (Fig. 1). As per Census 2011, total population 
of NCR is 58 million and the region now has 20 major cit-
ies/towns (NCRPB 2019). The NCR in India was constituted 
under the NCR Planning Board Act, 1985 that features inter-
state regional development planning for the region, spanning 
over 19 districts in the states of Uttar Pradesh, Haryana, and 
Rajasthan and National Capital Territory (NCT) of Delhi. 
The region was formed to encourage balanced development 
of the region and to restrict unplanned urban growth around 
the Megacity Delhi. Figure 1b adapted from Sati and Mohan 
(2018) shows the land use for current decade based on year 
2014 for central NCR comprising of Delhi and its satellite cit-
ies. There are certain eco-sensitive areas present in the NCR 
like the extension of Aravalli ridge, Reserve Forests, wild-life 
and bird sanctuaries, rivers Ganga, Yamuna and Hindon, fertile 
cultivated land and a dynamic rural–urban region. NCR has 
a variety of land use and land cover that comprises dense to 
sparse settlement, dense to sparse tree canopies, shrublands, 
barren land/sparsely vegetated land, croplands, water bodies, 
and sandy areas (Mohan et al. 2011; Sati and Mohan 2018). 
The weather of the region swings between different seasons: 
from hot and humid in summer (March–June), rains and high 
humidity levels in monsoon (July–September), followed by 
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an intermediate post-monsoon (October–November), to cold 
and dry weather in winter (December–February). During 
the summer months the daily maximum temperatures of the 
region can rise to 40-45 °C while in winters daily minimum 
temperatures can drop to 2–3 °C. The annual rainfall of the 
region is between 600 mm and 900 mm annually out of which 
almost 75% falls during the Monsoon season. The present 
study focuses on this city due to its extreme weather patterns, 
high pollution levels, significant vehicular traffic and highest 
population growth amongst all mega cities.

3 � Methodology

3.1 � Brief model description

The WRF model is widely used mesoscale model by both 
operational and research communities. The description 

of model is given in detail in WRF users guide and viv-
idly describes the various initial, lateral and top boundary 
options available in the model solver (Michalakes et al. 
2005; NCAR 2014).The WRF dynamical core has fully 
compressible, Eulerian and non-hydrostatic equations with 
a run-time hydrostatic option which are conservative for sca-
lar variables. The model uses terrain-following, hydrostatic-
pressure vertical coordinate with constant pressure surface 
as top of the model boundary. The model also supports 
interactive one-way, two-way and moving nesting options 
(Michalakes et al. 2005).

3.2 � Data used

In this study, Weather Research Forecasting (WRF) model 
version 3.9 has been used with nonhydrostatic option. The 
initial and physical boundary conditions are used from 
National Centers for Environmental Prediction—Final 

Fig. 1   a Triple nested domain 
used in WRF simulation. The 
numerals 1, 2 and 3 in red col-
our denote the three domains; b 
Landsat based LULC of central 
NCR of India for 2014 at 1-km 
resolution (Adapted from Sati 
and Mohan 2018). Black stars 
in b denote the locations of 
observation stations used in 
present study viz., D-Dwarka, 
F-Faridabad, G-Dilshad Garden, 
I-IGI Airport and S-Shadipur
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(NCEP—FNL) analysis. In accordance with Sati and Mohan 
(2018), the model is configured using a triple nested domain 
(Fig. 1a) wherein the outer two domains (Domain 1 and 
Domain 2) have default United States Geographical Sur-
vey (USGS) Land Use Land Cover (LULC) scheme and the 
innermost (3rd) domain is classified as per a new Landsat-
based classification for the decadal LULC of 2014. The use 
of Landsat imagery in developing the LULC schemes has 
been widely utilized in the scientific studies (Lv and Zhou 
2011; Gallo et al. 1996; Güler et al. 2007; El-Kawy et al. 
2011). Sati and Mohan (2018) gives detailed methodology 
of updating land use classification using Landsat imageries 
over Delhi NCR.

The meteorological data used for validation of surface 
variables has been obtained from website of Central Pol-
lution Control Board (CPCB) for Dilshad Garden, Shad-
ipur, IGI Airport and Dwarka and Faridabad stations (http://
www.cpcb.gov.in/CAAQM​/MapPa​ge/frmin​diama​p.aspx) 
(Table 1).

The upper air sounding data have been accessed from 
website of Wyoming Weather Web for Safdarjung Airport 
station (http://weath​er.uwyo.edu/upper​air/sound​ing.html) 
(Table 1).

Daily Land Surface Temperature (LST) data at 1-km 
resolution have been acquired from the observations of the 
Moderate Resolution Imaging Spectroradiometer (MODIS) 
on board the Aqua satellite available from LAADS DAAC 
archive (https​://ladsw​eb.modap​s.eosdi​s.nasa.gov/).

3.3 � Model configuration and experiment design

Mohan and Sati (2016) proposed a minimum 12 days as opti-
mum time period for simulations to have confidence in sta-
tistical model evaluation and exhibited that the smaller time 
split simulations (2 and 4 days) show significant improve-
ment in performance in comparison to longer continuous 
runs (8 or 16 days). Following this, the model is run for a 
longer period (15 days) as a series of smaller simulations of 
96 h’ (4 days) duration each with 12 h overlap between two 
consecutive runs. The first 12 h are used as model spin up 
and rest 84 h are used for analysis from each of the 4-day 
simulations. Sati and Mohan (2018) updated the LULC over 

the National Capital Region of India for 2014 using Land-
sat imageries. The authors further examined the impact of 
LULC changes on spatial and temporal variations of meteor-
ological parameters using WRF model for 15 days from May 
1, 2014 to May 15, 2014 (representative of summer season 
over the study region). Mohan and Sati (2016) reported that 
Cumulative Mean Absolute Gross Error (CMAGE) varia-
tion becomes insignificant after 12–15 days. So, 15 days are 
considered optimum number of days for which the model 
performance can be tested for confident and consistent 
results. The nesting grid ratio of 1:5 and the horizontal grid 
spacing of the inner, middle and outer domain is 1 km, 5 km 
and 25 km, respectively, with 2-way nesting. WRF model 
domain configuration: D1 contains 122 × 138 grid points 
(25-km resolution), D02 contains 366 × 266 grid points 
(5-km resolution) and D03 contains 271 × 321 grid points 
(1-km resolution). The vertical resolution of the model is 30 
levels with pressure ranging from 974 mbar to 54 mbar. Up 
to a height of 2.6 km, there are 10 levels spaced at approxi-
mately 0.25, 0.33, 0.43, 0.55, 0.71, 0.92, 1.17, 1.53, 2.01, 
and 2.51 km. Model timestep is 30 s and model outputs are 
saved at an interval of 1 h.

The simulation configuration selected for different sen-
sitivity analysis of PBL, surface layer (SL) and land sur-
face model (LSM) combined with shortwave and longwave 
parameterizations is presented in Table 2. The latest PBL 
and SL schemes included are Grenier-Bretherton-McCaa 
(GBM) + Revised MM5, Shin Hong + Revised MM5, Asym-
metrical Convective Model version 2 (ACM2) + Pleim-
Xiu, MYJ + Eta, UW + Revised MM5, TEMF + TEMF and 
Bougeault-Lacarrere (BouLac) + Revised MM5. The short-
wave and longwave combinations used are Dudhia + Rapid 
Radiative Transfer Model (RRTM), RRTM for Global 
Models (RRTMG) and New Goddard Scheme along with 
two LSMs Noah and Pleim-Xiu. In all the simulations, Lin 
Scheme and Kain Fritsch were the common microphysics 
and convective parameterization schemes, respectively. 
In the present study, all the PBL schemes are paired with 
Revised MM5 surface layer scheme except in some cases 
where a boundary layer option is tied to a similar or par-
ticular surface layer option—ACM2 PBL scheme (tied with 
Pleim-Xiu surface layer and Pleim-Xiu land surface), MYJ 
PBL scheme (tied with Eta surface layer) and TEMF PBL 
scheme (tied with TEMF surface layer). Mohan and Bhati 
(2011) and Gunwani and Mohan (2017) reported that combi-
nation of Pleim-Xiu land surface model, Pleim surface layer 
scheme and ACM2 PBL produce better estimates of surface 
variables for Delhi region. Banks et al. (2016); Gevorgyan 
(2018) also paired TEMF PBL scheme with TEMF surface 
layer scheme. A brief description of all parameterization 
schemes is presented in Appendix 1.

There are a wide variety of quantitative statistical tools 
available to the modeler that allow comparison of model 

Table 1   Stations used for model validation

Station Latitude (°N) Longitude (°E)

Dilshad Garden 28.68 77.30
Shadipur 28.65 77.15
IGI Airport 28.56 77.12
Dwarka 28.57 77.07
Faridabad 28.41 77.31
Safdarjung Airport 28.58 77.20

http://www.cpcb.gov.in/CAAQM/MapPage/frmindiamap.aspx
http://www.cpcb.gov.in/CAAQM/MapPage/frmindiamap.aspx
http://weather.uwyo.edu/upperair/sounding.html
https://ladsweb.modaps.eosdis.nasa.gov/
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performance and provide knowledge in establishing the cred-
ibility and limitations of a model (Bennett et al. 2013). The 
WRF model performance is evaluated with the aid of diurnal 
plots, Quantile–Quantile (Q–Q) plots and statistical parameters 
(Appendix 2) such as Index Of Agreement (IOA), Mean Bias 
(MB), Root Mean Square Error (RMSE) and Mean Absolute 
Gross Error (MAGE) as earlier used in the studies (Willmott 
et al. 2012; Sati and Mohan 2016; Gunwani and Mohan 2017).

3.4 � Synoptic conditions during simulation period

The month of May represents the summer season in the study 
region characterized by very high temperatures reaching 40 °C 
and above. In the present study, the WRF model was run for 
15 days from 1st May 2014 to 15th May 2014. The daily 
maximum and minimum temperatures as recorded by Indian 
Meteorological Department (IMD) at various stations ranged 
between 40–44 °C and 24–28 °C, respectively, during the 
simulation period (IMD Bulletin 2014). The relative humid-
ity was between 40 to 60% during the same period. Rain/scat-
tered thundershowers occurred between 9th and 14th May 
2014 over some parts of Delhi NCR. The synoptic weather 
conditions were studied over the domain using ERA5 Reanaly-
sis dataset for the simulation period in Fig. 2. Figure 2 shows 
isopleths of wind speed and wind direction at (a) 850 hPa (at 
approximately 1.5 km above mean sea level) and (b) 500 hPa 
(at around 5.5 km above mean sea level) over India. Westerly 
winds ranging from 1 to 8 m/s and 1 to 16 m/s at 850 hPa 
(Fig. 2a) and 500 hPa (Fig. 2b), respectively, were observed 
over the domain. Westerly winds were stronger at 500 hpa as 
compared to 850 hPa level.

4 � Results and discussion

For sensitivity analysis of the physical parameterization 
schemes the simulated results are discussed in Sects. (4.1) 
for the effect of radiation scheme and (4.2) for the effect 
of PBL and surface layer. The model vs observed com-
parison is done between hourly simulated meteorological 
variables (Temperature at 2 m, Relative Humidity at 2 m 
and Wind Speed at 10 m) with observations for the entire 
study period (15 days) at five representative stations and 
the average value of these parameters is shown. Model 
output is obtained in the gridded form at 1-km resolu-
tion whereas station data is basically in situ observations. 
Model results are compared with observations, by select-
ing the model data corresponding to the grid closest to the 
five stations and interpolating the model data to the point 
observations.

4.1 � Effect of shortwave and longwave radiation 
scheme (S1 to S6)

The first six simulations S1 to S6 (Table 2) were ana-
lysed in this section to understand the effect of different 
radiation schemes (Shortwave—Dudhia, New Goddard 
and RRTMG; Longwave—RRTM, New Goddard and 
RRTMG) on meteorological parameters—Temperature at 
2 m (T2), Land Surface Temperature (LST), Wind Speed 
at 10 m (WS10), Relative Humidity at 2 m (RH) and Plan-
etary Boundary Layer Height (PBLH). S1-S3 simulations 

Table 2   Simulation 
configuration and notation

Simulation nota-
tion

PBL and SL Shortwave and longwave LSM

S1 ACM2 + Pleim-Xiu Dudhia + RRTM Pleim-Xiu
S2 ACM2 + Pleim-Xiu New Goddard + New Goddard Pleim-Xiu
S3 ACM2 + Pleim-Xiu RRTMG + RRTMG Pleim-Xiu
S4 GBM + Revised MM5 Dudhia + RRTM Noah
S5 GBM + Revised MM5 New Goddard + New Goddard Noah
S6 GBM + Revised MM5 RRTMG + RRTMG Noah
S7 MYJ + Eta Dudhia + RRTM Noah
S8 Shin Hong + Revised MM5 Dudhia + RRTM Noah
S9 TEMF + TEMF Dudhia + RRTM Noah
S10 UW + Revised MM5 Dudhia + RRTM Noah
S11 BouLac + Revised MM5 Dudhia + RRTM Noah



404	 P. Gunwani et al.

1 3

Fig. 2   Wind Speed (m/s) and Direction at 850 hPa (Left) and 500 hPa (Right) from ERA5 Reanalysis data during the simulation period

Fig. 3   Diurnal variation of temperature, relative humidity and wind speed over Delhi
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use fixed ACM2 PBL and Pleim-Xiu SL schemes and 
S4–S6 simulations use fixed GBM PBL and revised MM5 
surface layer scheme. The sensitivity for the simulations 
S1-S6 is enumerated as follows:

(a)	 Temperature The diurnal variation of meteorological 
parameters over Delhi is shown in Fig. 3a for Tempera-
ture at 2 m. It is noted that with ACM2 PBL and Pleim-
Xiu SL combination (S1–S3) the nocturnal temperature 
trend shows underestimation while overestimation is 
noticed during the daytime, whereas with GBM PBL 
and Revised MM5 SL combination (S4-S6) there is 
overestimation throughout the day for all the schemes. 
The Q–Q plots (Fig. 4) provide a visual comparison of 

the quantiles from the model simulations to the cor-
responding quantiles from the observed data and helps 
to determine the deviations in the distribution. It can 
be seen that for temperature (Fig. 4a) similar observa-
tion was noted in the diurnal pattern for temperature 
as in Fig. 3a where S4–S6 show warm bias while S1–
S3 which show underestimation in the lower quantiles 
(which are representative of lower nighttime tempera-
tures). Table 3 gives the statistics for temperature for 
daytime (06:30 to 17:30), nighttime (20:30 to 04:30) 
and overall for the entire simulation period separately. 
The statistical analysis shows that for S1 to S3 with 
other parameterizations (ACM2 PBL and Pleim-Xiu 
SL) kept constant; the Dudhia shortwave and RRTM 

Fig. 4   Q–Q plots for temperature, wind speed and relative humidity
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longwave radiation combination (S1) works best com-
pared to New Goddard (S2) and RRTMG radiation (S3) 
schemes. Similarly, for simulation S4 to S6 with GBM 
PBL and Revised MM5 SL kept fixed for varying radia-
tion schemes, the best case for temperature is observed 
with Dudhia shortwave and RRTM longwave radiation 
(S4) combination. Thus, overall from S1–S6, simula-
tion sets using Dudhia shortwave and RRTM longwave 
radiation (S1 and S4) combination show the highest 
agreement and least errors.

(b)	 Relative humidity The diurnal trend of RH (Fig. 3b) 
shows general underestimation by all the schemes 
throughout the day. The diurnal trend of RH for S1–S3 
shows lower biases at night as compared to daytime, 
whereas RH trend for S4-S6 have underestimation of 
almost consistent magnitude throughout the day. Again, 
the simulation sets S1 and S4 with Dudhia shortwave 
and RRTM longwave radiation combination perform 
relatively better than other sets as also noted in Table 4 
which gives the statistical analysis of the same. The 

Table 3   Statistical analysis of 
temperature over Delhi

The best scheme for each statistical parameter is depicted by values in bold

Statistical 
parameters

Schemes

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

DAY
 IOA 0.48 0.48 0.44 0.63 0.61 0.57 0.56 0.63 0.66 0.43 0.65
 MB 1.80 2.44 2.61 2.08 2.39 2.43 2.44 2.02 0.88 1.64 0.91
 MAGE 3.47 3.44 3.70 2.46 2.61 2.86 2.89 2.44 2.23 3.75 2.35
 RMSE 4.07 3.92 4.28 2.92 3.08 3.31 3.37 2.87 2.75 4.46 2.89

NIGHT
 IOA 0.41 0.44 0.43 0.41 0.33 0.36 0.51 0.41 0.48 0.50 0.43
 MB − 2.23 − 1.98 − 1.93 2.06 2.67 2.19 1.63 2.17 1.48 − 1.47 1.58
 MAGE 2.75 2.62 2.66 2.77 3.14 3.02 2.30 2.75 2.42 2.35 2.65
 RMSE 3.39 3.25 3.35 3.25 3.60 3.55 2.80 3.27 2.87 3.16 3.12

OVERALL
 IOA 0.53 0.54 0.52 0.60 0.57 0.56 0.60 0.60 0.64 0.53 0.62
 MB 0.00 0.57 0.63 2.15 2.59 2.39 2.12 2.17 1.25 0.23 1.29
 MAGE 3.14 3.05 3.22 2.64 2.88 2.95 2.66 2.64 2.41 3.12 2.5
 RMSE 3.78 3.60 3.87 3.13 3.36 3.46 3.17 3.12 2.90 3.91 3.02

Table 4   Statistical analysis of relative humidity over Delhi

The best scheme for each statistical parameter is depicted by values in bold

Statistical parameter Schemes

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

DAY
 IOA 0.34 0.33 0.32 0.19 0.19 0.16 0.21 0.21 0.47 0.32 0.46
 MB − 12.37 − 12.94 − 13.75 − 18.91 − 18.80 − 19.58 − 17.92 − 18.48 − 10.14 − 7.60 − 9.69
 MAGE 15.63 15.80 16.08 18.99 18.97 19.89 18.54 18.68 12.43 16.13 12.48
 RMSE 17.84 17.93 18.08 20.97 20.81 21.63 20.44 20.56 14.95 19.00 14.79

NIGHT
 IOA 0.21 0.14 0.22 − 0.2 − 0.25 − 0.24 − 0.19 − 0.21 0.04 0.15 − 0.01
 MB − 8.07 − 7.37 − 7.58 − 23.08 − 23.87 − 24.18 − 22.85 − 23.51 − 17.53 − 6.91 − 18.57
 MAGE 14.67 15.93 14.43 23.35 24.71 24.35 22.95 23.59 17.94 15.78 18.80
 RMSE 17.34 18.22 16.77 25.30 26.50 26.11 24.56 25.29 20.70 19.40 21.22

OVERALL
 IOA 0.35 0.32 0.34 0.11 0.08 0.07 0.13 0.11 0.36 0.31 0.34
 MB − 10.54 − 10.71 − 11.16 − 20.86 − 21.16 − 21.74 − 20.24 − 20.89 − 13.62 − 7.74 − 13.76
 MAGE 15.31 16.02 15.58 21.03 21.59 22.01 20.64 21.05 15.18 16.32 15.52
 RMSE 17.93 18.38 17.92 23.20 23.66 23.93 22.60 23.09 18.32 19.68 18.37
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nocturnal trend represented by S1–S3 with ACM2 PBL 
and Pleim-Xiu SL combination kept constant for vary-
ing radiation schemes shows simulated RH closer to 
the observation in comparison to the GBM PBL and 
Revised MM5 SL schemes’ combination. In Fig. 3a, 
b, and Table 4, both temperature and RH show similar 
inference with Dudhia shortwave and RRTM longwave 
radiation combination schemes working best. For RH, 
in Fig. 4b there is underestimation noted except for 
S4–S6 simulation set which show overestimation in the 
higher quantiles above 50% RH. Similar observation 
was noted in the diurnal pattern for temperature and RH 
in Fig. 3. Therefore, it is noted that high RH of ≥ 50% 
observed is nocturnal.

c.	 Wind speed Fig. 3c shows the diurnal pattern of wind 
speed which is mostly overestimated by the model from 
1230 to 2330 h and underestimated by the model from 
0030 to 1130 h. Due to the random pattern noted by 
each simulation set which simulation is best suited for 
wind speed was not very clear from the diurnal pattern. 
QQ plot for wind speed (Fig. 4c) show smaller devia-
tions from the reference in the lower quantile all simula-
tion sets. Further, to analyse the model performance for 
wind speed statistical measures have been evaluated in 
Table 5. It can be seen that model performance varies 
during day and night. Overall, with GBM PBL constant 
(from S4 to S6), S4 scheme using RRTM longwave radi-
ation and Dudhia shortwave radiation shows the best 
statistics estimates.

It is inferred that Dudhia shortwave and RRTM long-
wave radiation combination schemes work best for the study 
region explicitly for both temperature and relative humidity 
even with different sets of PBL (ACM2 and GBM) and SL 
(Pleim-Xiu and Revised MM5) parameterization schemes. 
However, as seen the ACM2 PBL and Pleim-Xiu SL combi-
nation vary in nocturnal temperature trend with underestima-
tion as compared to the opposite trend noticed for GBM PBL 
and Revised MM5 SL combination schemes. Even for RH 
with varying radiation schemes, if the PBL and SL schemes 
are kept constant the simulation set shows similar trends. To 
be able to understand this bias and further to further dissect 
which scheme works better for wind speed, the results are 
further scrutinized with respect to the PBL and SL schemes 
in the next section with additional statistical measures.

4.2 � Effect of PBL and surface layer

To have a better understanding of the different parameteri-
zation schemes on the meteorological parameters, the sen-
sitivity is scrutinized with respect to varying PBL and SL 
combination schemes with fixed radiation scheme (RRTM 
longwave radiation and Dudhia shortwave radiation) based 
on the inference from previous simulations for simulation 
sets S1 to S6. The PBL simulation sets analysed in this sec-
tion are S1 (ACM2), S4 (GBM), S7 (MYJ), S8 (SH), S9 
(TEMF), S10 (UW) and S11 (BouLac).

a.	 Temperature It is seen that all the PBL schemes show 
overestimation during the daytime. Amongst the seven 

Table 5   Statistical analysis of wind speed over Delhi

The best scheme for each statistical parameter is depicted by values in bold

Statistical parameter Schemes

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

DAY
 IOA 0.32 0.35 0.27 0.30 0.20 0.22 0.14 0.24 0.22 0.13 0.13
 MB 0.08 0.20 0.18 − 0.20 − 0.36 0.05 0.20 − 0.06 − 0.26 0.71 − 0.45
 MAGE 1.43 1.37 1.53 1.47 1.69 1.65 1.81 1.59 1.65 1.83 1.82
 RMSE 1.88 1.68 1.99 1.85 2.12 2.09 2.22 2.03 2.05 2.31 2.09

NIGHT
 IOA 0.49 0.49 0.54 0.43 0.40 0.45 0.45 0.49 0.44 0.38 0.43
 MB − 0.19 − 0.04 − 0.03 − 0.23 − 0.18 − 0.52 − 0.08 0.02 − 0.02 0.47 0.06
 MAGE 1.48 1.47 1.33 1.64 1.71 1.58 1.57 1.47 1.60 1.78 1.63
 RMSE 1.90 1.91 1.81 1.95 2.13 2.01 1.95 1.90 2.13 2.10 2.14

OVERALL
 IOA 0.41 0.41 0.39 0.37 0.31 0.34 0.31 0.38 0.34 0.25 0.30
 MB − 0.09 0.07 0.05 − 0.26 − 0.33 − 0.17 0.05 − 0.10 − 0.19 0.66 − 0.18
 MAGE 1.46 1.44 1.48 1.53 1.69 1.62 1.69 1.51 1.63 1.83 1.72
 RMSE 1.97 1.85 2.02 1.95 2.17 2.08 2.14 1.96 2.12 2.29 2.15
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PBL schemes analysed, S9 (TEMF PBL) scheme simu-
lates temperatures close to the observations (Figs. 3a and 
4a). To compare the model performance during differ-
ent times of the day, the model was validated with aid 
of standard statistical measures for daytime (06:30 to 
17:30), nighttime (20:30 to 04:30) separately and overall 
(i.e. the entire simulation period) as shown in Table 4. It 
was noted that for temperature (Table 4) during daytime, 
again S9 scheme shows relatively best performance as 
indicated by the best value for all four statistical param-
eters, and for the nocturnal temperature S7 gives better 
model performance compared to others showing best 
value for three out of four statistic parameters. In all 
the statistical parameters, the BouLac scheme appears 
to be the second best scheme in simulating daytime tem-
peratures as well as in overall performance (second best 
IOA, MAGE and RMSE).

b.	 Relative humidity All the PBL schemes show under-
estimation compared to observed (Figs. 3b and 4b). In 
Table 5, the statistical analysis of RH during the daytime 
marks S9 (with three best value and 1 s best value of 
statistical parameter out of four instances) as the best 
simulation set and during nighttime S10 as best (with 2 
best value and 2 s best value of statistical parameters). 
It is noted that for temperature and relative humidity, 
the simulation sets that show good agreement with the 
observations have the same shortwave radiation scheme 
(Dudhia), longwave radiation scheme (RRTM) and LSM 
scheme (Noah); the difference in the day and night time 
performance of the model for the two meteorological 
variables is due to change in PBL and SL schemes. For 
both temperature and relative humidity S9 set works 
best during day hours which is a combination of TEMF 

PBL scheme and revised MM5 SL scheme. For noc-
turnal, simulation set S7 (MYJ PBL scheme and Eta 
SL scheme) and S10 (UW PBL scheme and Revised 
MM5 SL scheme) show improvement in temperature 
and relative humidity, respectively. However, it can be 
inferred that overall S9 simulation set performs best for 
temperature and relative humidity over the study region. 
Similar to the temperature, the BouLac scheme appears 
to be the second best scheme in simulating daytime rela-
tive humidity.

c.	 Wind speed For wind speed, the simulation set S2 dem-
onstrates to work best over the entire simulation period 
specifically during the day time as shown in Table 5 with 
best values for three out of four instances, whereas the 
nocturnal wind speed is best estimated by the simulation 
set S3. For wind speed, it is noted that the PBL (ACM2), 
SL and LSM (Pleim-Xiu) schemes are the same in both 
the simulation sets S2 and S3. Thereby, the combination 
of ACM2 PBL and Pleim-Xiu SL and LSM schemes are 
best suited to estimate wind speed for the region and 
the difference in model performance noted during the 
day and night hours is attributed to change in the radia-
tion schemes employed. For daytime wind speed, the 
New Goddard shortwave and longwave radiation works 
best and for nocturnal wind speed RRTMG radiation 
schemes work best. Based on statistical measures, it is 
also observed that the model performance of wind speed 
with simulation set S8 (Shin Hong PBL) shows second 
best model performance (during daytime and overall).

d.	 Planetary boundary layer height Fig. 5 gives Plan-
etary Boundary Layer height (model vs observed) 
over Safdarjung airport station twice daily at 0530 and 
1730 h. Observed PBL height was calculated based on 

Fig. 5   Planetary boundary layer 
height (model simulations vs 
observed) where the black cir-
cles represent the observations 
at 0530 and 1730 h
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surface inversion using upper air radiosonde data. It 
is seen that there is a great variation in the simulated 
PBL height from different PBL schemes. Amongst all 
the schemes UW simulates the highest PBLH, whereas 
TEMF simulates lowest PBLH. It is important to note 
that the methods used to diagnose the PBL depth vary 
among the schemes. PBL schemes in WRF model esti-
mate PBL height based on either Richardson number 
or TKE, whose threshold values vary amongst the indi-
vidual scheme. Table 6 gives the statistical analysis of 
PBLH from different simulations over Delhi. It is seen 
that GBM scheme reproduces the closest PBLH with 
lower bias and higher IOA when compared with other 
schemes.

e.	 Land surface temperature Figs. 6 and 7 show average 
LST from WRF model simulations (S1 to S11) and 
TERRA-MODIS (OBS) during daytime (1:30PM) and 
nighttime (1:30AM), respectively. It can be seen that 
all the WRF model schemes overestimate LST when 
compared to the satellite data, both during daytime and 
nighttime.

	   Large differences are seen between LST from different 
model simulations. During daytime S4, S5, S6, S8 S10 
and S11 Schemes show highest LST (between 320 and 
330 K) compared to other schemes. It should be noted 
that these schemes use GBM, Shin-Hong, BouLac and 
UW PBL and revised MM5 surface layer scheme. S1, 
S2 and S3 schemes using ACM2 PBL scheme and Pleim 
surface layer show comparatively lower LST values with 
maximum LST value of 322 K. S7 and S9 both simulate 
lower LST values compared to the rest of the schemes. 
S7 scheme is driven by MYJ PBL and Eta surface layer 
and S9 using TEMF PBL and surface layer scheme. It is 
seen that during daytime S7 scheme shows higher LST 
and S9 scheme shows lowest LST over urban areas com-
pared to other LULC classes (LULC classes shown in 
Fig. 1b).

	   During the night, all the schemes (except S1, S2 
and S3) show higher LST values over urban areas fol-

lowing the urban signature compared to other LULC 
classes. Out of all the schemes, S7 simulates highest 
(304–312 K) LST over Delhi-NCR. Overall, it is seen 
that S9 (TEMF) well captures daytime and nighttime 
LST with lower bias compared to other PBL schemes.

f.	 Solar radiation and surface fluxes Fig. 8 shows the 
diurnal variation of incoming shortwave radiation 
(SWDOWN), sensible heat flux (HFX) and latent heat 
flux (LH) over Delhi. It is observed that during day-
time S9 (TEMF PBL) scheme simulates lowest incom-
ing shortwave radiation and heat flux values compared 
to rest of the simulations. The reduced incoming solar 
radiation with TEMF PBL scheme (S9) could be attrib-
uted to the greater amount of boundary-layer clouds; this 
inference is depicted in Fig. 9 which gives the average 
cloud fraction for model simulations S1 to S11. It is 
noted that S9 simulation (TEMF scheme), shows greater 
amount of clouds in comparison to other simulation sets. 
We have seen in above sections that S9 shows lower val-
ues (and best estimates) of near-surface and land surface 
temperature during daytime. Thus, it can be inferred that 
difference between simulated near surface/land surface 
temperature is closely related with difference in simu-
lated incoming solar radiation/heat fluxes. S1, S2 and S3 
schemes (using Pleim-Xiu LSM) exhibit higher latent 
heat flux compared to other schemes (using Noah LSM). 
Sun et al. (2017) also reported higher latent heat flux 
values with Pleim-Xiu LSM compared to Noah LSM.

	   During nighttime, there are small differences in the 
sensible and latent heat flux simulated by different 
schemes, but some differences are seen between the 
simulated LST with S7 (MYJ + Eta) showing highest 
surface temperatures. This may be attributed to the 
accumulation of large heat flux stored in the soil during 
daytime which gets transported to the surface and causes 
warmer land surface temperature during nighttime.

It is observed that with the radiation schemes fixed to 
Dudhia short wave and RRTM long wave (which works best 

Table 6   Statistical analysis of planetary boundary layer height over Delhi

The best scheme for each statistical parameter is depicted by values in bold

Statistical 
parameter

Schemes

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

IOA − 0.04 − 0.19 − 0.18 0.11 0.15 0.09 − 0.32 − 0.23 − 0.10 − 0.41 − 0.16
MB − 660.69 − 216.78 − 361.23 − 444.21 − 565.05 − 371.68 − 186.96 − 372.60 − 707.90 902.17 − 334.03
MAGE 660.69 781.96 841.83 566.97 584.34 838.36 929.01 821.74 707.90 1073.90 755.21
RMSE 730.11 940.55 1015.70 619.17 625.22 892.18 1249.83 1067.04 778.60 1304.64 979.83
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Fig. 6   Average land surface temperature from model simulations (S1 to S11) and MODIS aqua (OBS)—daytime (1:30 PM)
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Fig. 7   Average land surface temperature from model simulations (S1 to S11) and MODIS Aqua (OBS)—nighttime (1:30 AM)
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for the study region); irrespective of the PBL and SL com-
binations, the Noah LSM which has been used in simula-
tion sets S4–S11 performs better than Pleim-Xiu LSM. The 
simulation set best for T2 (overall S9, nocturnal S7), RH 
(overall S9), PBLH (S6) and LST (S10) inherently has Noah 
LSM scheme and is deemed suitable for the study region. 
A brief description of Noah LSM is given in Appendix 1.

Based on the various statistical evaluation performed for 
different meteorological parameters it can be inferred that 
TEMF PBL simulation set works best for the surface temper-
ature, land surface temperature and relative humidity, ACM2 
shows good agreement for surface wind speed. GBM PBL 
scheme gives better agreement for planetary boundary layer 
height compared to other schemes over the study region. 
This may be because in GBM vertical fluxes of TKE are 
enhanced for better comparison to large eddy simulations. 
In TEMF, vertical mixing is estimated by eddy diffusivity 
and mass flux. The eddy diffusivity is calculated from total 

turbulent energy (TE) which is the sum of TKE and tur-
bulent potential energy. ACM2 PBL uses nonlocal upward 
mixing and local downward mixing. It should be noted 
that both TEMF and ACM2 PBL schemes are designed as 
hybrid (local-nonlocal) schemes. Thus, it can be seen that 
the near-surface meteorological parameters are depicted with 
greater accuracy when both local and nonlocal viewpoints 
are considered. It is seen that the wind speed and relative 
humidity were within the benchmark for the best perform-
ing scheme, in terms of MB, MAGE and RMSE; whereas 
for Temperature errors were found to be on higher side of 
the acceptable benchmark. The evaluation results indicate 
that by selecting the scheme showing the best representa-
tion of the surface and atmospheric processes for the current 
application, errors owing to the physical parameterizations 
in the model can be reduced. To further address the model 
biases it is important to refine the physical parameterizations 
schemes in the WRF model or using different bias correction 

Fig. 8   Diurnal variation of shortwave radiation, sensible heat flux and latent heat flux over Delhi
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Fig. 9   Average cloud fraction from model simulations (S1 to S11)
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and data assimilation techniques. The model performance 
evaluation based on analysis of diurnal trends and various 
statistical parameters for the present study region gives the 
confidence to employ the model for further application to 
forecast meteorological variables.

5 � Conclusions

The present study assessed the WRF model performance 
over National Capital Region of India during the summer 
period in simulating various meteorological variables for 
various physical parameterizations relating to shortwave and 
longwave radiation, surface layer, planetary boundary layer 
and land surface model parameterization schemes. The anal-
ysis of diurnal trends and various statistical schemes reveal:

•	 The Dudhia shortwave and RRTM longwave radiation 
combination schemes work best with higher agreement 
indices and lower errors compared to New Goddard and 
RRTMG radiation scheme for Temperature and Relative 
Humidity for the study region.

•	 Simulations with all the PBL schemes show overestima-
tion for near surface Temperature during daytime and 
nighttime except ACM2 PBL and Pleim-Xiu SL combi-
nation which differ in nocturnal temperature trend show-
ing underestimation.

•	 For Relative Humidity, all the Radiation and PBL 
schemes show underestimation both during daytime and 
nighttime.

•	 It is seen that with the best performing scheme, simu-
lated Wind Speed and Relative Humidity are found to be 
within the standard statistical benchmark whereas simu-
lated temperature lies on the higher side of the accept-
able range. Model shows overestimation for Land Surface 
Temperature compared to the satellite data, both dur-
ing daytime and nighttime with all the parameterization 
schemes.

•	 Overall based on statistical analysis, TEMP PBL scheme 
(S9) performs best for near surface Temperature, Land 
Surface Temperature and Relative Humidity over the 
study region while Boulac scheme performs the second 
best for near surface temperature and relative humidity.

•	 The combination of ACM2 PBL and Pleim-Xiu SL and 
LSM schemes are best suited to estimate Wind Speed for 
the region, with New Goddard radiation schemes show-
ing better performance for daytime and RRTMG radia-
tion schemes for nighttime while Shin Hong PBL scheme 
performs second best for wind speed.

•	 GBM PBL scheme performs best estimates for Planetary 
Boundary Layer Height over Delhi.

•	 Noah LSM performs better than the Pleim-Xiu LSM in 
simulating various meteorological variables.

•	 It is inferred that TEMF PBL simulation set works best 
for the study region and can be employed for further 
application of the model to forecast meteorological 
parameters.
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Appendix 1

See Table 7.
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Table 7   Salient features of the surface physical parameterization schemes are listed below

S. no. Scheme Salient feature

Planetary boundary layer
 1. UW A 1.5-order local closure scheme that attempts to improve model including accounting for 

relatively longer time steps, diagnosing rather than forecasting Turbulent Kinetic Energy 
(TKE) and focusing computations over a number of layers determined by the vertically vary-
ing stability of the thermodynamic profile (Bretherton and Park 2009)

 2. ACM2 ACM2 is a combination of original ACM non-local scheme combined with eddy diffusion 
scheme (Pleim 2007a, b). The ACM2 scheme is able to switch between stable conditions 
(eddy diffusion) and unstable conditions

 3. GBM A 1.5 order TKE based local closure scheme tested in cloud-topped PBL cases. Vertical fluxes 
of TKE are enhanced for better comparison to large eddy simulations (Grenier and Brether-
ton 2001)

 4. MYJ A local scheme of order 1.5, level 2.5. It determines eddy diffusion coefficients from prognos-
tic turbulent kinetic energy. PBL height is diagnosed using TKE (Janjić 1994).

 5. SH This hybrid scheme incorporates a scale dependency for vertical transport in the convec-
tive PBL. Vertical mixing in the stable PBL and free atmosphere follows YSU. The main 
improvements in the SH PBL scheme include prescribing the nonlocal heat transport profile 
fitted to the output from an LES model and the inclusion of an explicit scale-dependency 
function for vertical transport in CBL. (Shin and Hong 2015)

 6. TEMF A 1.5-order closure hybrid scheme including a nonlocal component represented by updrafts 
triggered by upward heat fluxes originating at the surface, creating mass fluxes throughout 
the PBL by applying a counter gradient correction (Angevine et al. 2010)

 7. BouLac A 1.5-order local closure scheme which uses local mixing with local diffusivity for both the 
convective boundary layer and the stable boundary layer (Bougeault and Lacarrère 1989). 
In this scheme the boundary layer height is determined at the first height where the potential 
temperature is increased by0.5 K for all stability levels

Surface layer
 1. Revised MM5 Based on Monin–Obukhov with Carslon-Boland viscous sub-layer. The thermal and moisture 

roughness lengths (or exchange coefficients for heat and moisture) over ocean are changed to 
COARE 3 formula. Removed limits and use updated stability functions.(Jiménez et al. 2012)

 2. Pleim-Xiu The surface layer similarity functions are estimated by analytical approximations from state 
variables. (Skamarock et al. 2008)

 3. Eta Based on Monin–Obukhov with Zilitinkevich thermal roughness length and standard similar-
ity functions from look-up tables. (Janjic 1996, 2001)

 4. TEMF It is associated with TEMF PBL scheme. There is no mass flux at the first level. First-level 
flux is obtained by linear interpolation between surface and the second level (Angevine et al. 
2010)

Land surface model
 1. Noah The scheme was developed jointly by NCAR and NCEP. It is a 4-layer soil temperature and 

moisture model with canopy moisture and snow cover prediction. The Noah LSM addition-
ally predicts soil ice, and fractional snow-cover effects, has an improved urban treatment, 
and considers surface emissivity properties. (Chen and Dudhia 2001)

 2. Pleim-Xiu The PX LSM is based on the ISBA model (Noilhan and Planton 1989), and includes a 2-layer 
force-restore soil temperature and moisture model. Grid aggregate vegetation and soil 
parameters are derived from fractional coverage of land use categories and soil texture types. 
There are two indirect nudging schemes that correct biases in 2-m air temperature and mois-
ture by dynamic adjustment of soil moisture (Pleim and Xiu 2003) and deep soil temperature 
(Pleim and Gilliam 2009)

Radiation
 1. RRTM longwave It is a spectral-band scheme using the correlated-k method. It uses pre-set tables to accurately 

represent longwave processes due to water vapor, ozone, CO2, and trace gases, as well as 
accounting for cloud optical depth. (Mlawer et al. 1997)

 2. Dudhia shortwave Based on Dudhia (1989) has a simple downward integration of solar flux, accounting for 
clear-air scattering, water vapor absorption (Lacis and Hansen 1974), and cloud albedo and 
absorption. It uses look-up tables for clouds from Stephens (1978). The scheme accounts for 
terrain slope and shadowing effects on the surface solar flux
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Appendix 2

Statistical measures used for Model Evaluation based on 
previous studies (Willmott et al. 2012; Sati and Mohan 2016; 
Gunwani and Mohan, 2017; Emery et al. 2001).

Following statistical parameters have been used in the 
present study.

•	 Index of agreement (IOA) 

 when 
∑n

i=1
�Pi − Oi� ≤ 2

∑n

i=1
��Oi − Ō�� and 

 when 
∑n

i=1
�Pi − Oi� > 2

∑n

i=1
��Oi − Ō�� IOA ranges 

between -1 and 1 (Willmott et al. 2012).
•	 Mean bias (MB) 

•	 Mean absolute gross error (MAGE) 

•	 Root mean square error (RMSE) 

IOA = 1 −

∑n

i=1
�Pi − Oi�

2
∑n
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��Oi − Ō��

IOA =
2
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1
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N∑

i=1

|Pi − Oi|

RMSE =
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(Pi − Oi)

2

N

 where Pi, Oi, P
−
 and O

−
 represent predicted data, observed 

data, predicted mean and observed mean respectively. 
Statistical benchmarks for the meteorological parameters 
(Emery et al. 2001; Sati and Mohan 2016; Gunwani and 
Mohan 2017)—Temperature Mean Bias ± 0.5 K, MAGE 
2 K, RMSE 2 K; Wind Speed Mean Bias ± 0.5 m/s, 
MAGE 2 m/s, RMSE 2.0 m/s; Relative Humidity Mean 
Bias < 10%, RMSE < 20%.
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Table 7   (continued)

S. no. Scheme Salient feature

 3. RRTMG Incorporates modifications to improve computational efficiency and to represent subgrid-scale 
cloud variability. RRTMG has been fully reformatted for consistency between the longwave 
and shortwave. RRTMG longwave incorporates a small modification of the diffusivity angle 
in some spectral bands that varies as a function of total column water vapor to improve 
fluxes and heating rates in profiles with high water vapor amounts. (Iacono et al. 2008)

 4. New Goddard A multiple minor absorption bands are included. Individually the absorption in those minor 
bands is small, but collectively the effect is large, ~ 10% of the atmospheric heating. Inte-
grated over all spectral bands and all absorbers, the surface heating is computed accurately 
to within a few watts per meter squared of high spectral-resolution calculations, and the 
atmospheric heating rate between 0.01 hPa and the surface is accurate to within 5%. (Chou 
and Suarez 1999)

Microphysics
 1. Lin Six classes of hydrometeors are included: water vapor, cloud water, rain, cloud ice, snow, and 
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