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Abstract
The study is undertaken to demonstrate and evaluate the skill of National Centre for Medium Range Weather and Fore-
casting (NCMRWF) Unified Model (NCUM) model with different horizontal resolutions in simulation of a heavy rainfall 
event (26–29 July 2015) occurred over Gujarat and Rajasthan region due to the presence of monsoon depression (MD). 
For this purpose, three numerical experiments are carried out such as NCUM12, NCUM4, and NCUM1.5 by configuring 
the NCUM model with different horizontal resolutions 12, 4 and 1.5 km, respectively. In all the experiments, the model 
is integrated for 72 h from 00 UTC of 26 July 2015. The model integration time step is considered for NCUM12 (300 s), 
NCUM4 (60 s), and NCUM1.5 (60 s). The overall results suggested that the high-resolution NCUM1.5 is reasonably well-
simulated the position, northeastward movement as well as the pattern and intensity of rainfall associated with the MD as 
compared to the NCUM12 and NCUM4 simulations. The mean Direct Position Errors (DPEs) are reduced by 7 and 22% in 
the NCUM1.5 over NCUM4 and NCUM12 simulations. The intensity forecast based on 10 m maximum sustainable wind 
(MSW) is reasonably well-simulated in the NCUM1.5 as compared to other simulations. The mean percentage of error of 
MSW is about 39, 30, and 26% in the NCUM12, NCUM4, and NCUM1.5 simulations, respectively. It is showing that the 
intensity of the MD is realistically simulated in the high-resolution NCUM model. The CAPE value is improved by 47, 59, 
and 68%, in the NCUM12, NCUM4, and NCUM1.5, respectively. The skew-T plot suggested that the convection is more 
prominent in the NCUM1.5 simulation, which is reasonably well matched with the observation. The mean skill of HSS score 
from NCUM1.5 is improved by 67% (73%) and 40% (28%) with respect to the NCUM12 and NCUM4 simulations during 
day 1 (day 2), respectively. Further verification of this rainfall event is carried out based on the contiguous rain area (CRA) 
technique. The total mean square error (MSE) in day 1 is reduced by 35 and 16% in the NCUM1.5 simulation with respect 
to NCUM12 and NCUM4 for 5 cm threshold, respectively. Similarly, for 10 cm threshold, MSE in NCUM1.5 simulation 
is reduced by 16 and 14% with respect to NCUM12 and NCUM4 simulation, respectively. This verification technique also 
confirms that the better skill of NCUM1.5 over other simulations in terms of pattern, location, and volume errors of the 
rainfall with different thresholds.

1  Introduction

The heavy to extreme rainfall events [defined by Indian 
Meteorological Department (IMD) as heavy rainfall 
64.5–124.4 mm; very heavy rainfall 124.5–244.4 mm and 
extremely heavy rainfall more than or equal to 244.5 mm 
per day] are regularly experienced by Indian sub-continent 

mainly along the west coast during the summer monsoon 
(June–September). These rainfall events contribute signifi-
cantly to the all India rainfall during the south-west monsoon 
(SWM). The heavy rainfall events along the west coast of 
India and other parts of the country occur due to the pres-
ence of organized meso-convective systems (MCSs), which 
are embedded in large-scale monsoonal circulations like 
off-shore troughs and vortices, depressions over the Bay of 
Bengal (BoB)/Arabian Sea, and mid-tropospheric cyclones 
(Sikka and Gadgil 1980; Benson and Rao 1987; Zipser et al. 
2006). The extreme rainfall events have significant impact 
on the society, economy, and environment by causing flash 
floods, landslides, etc. Therefore, timely and accurately pre-
diction of such rainfall events is highly desirable for disaster 
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warnings and mitigation efforts and thereby minimizing 
human casualties and property damage considerably.

Forecasting heavy rainfall is especially difficult, since 
it involves complex interaction with the surrounding envi-
ronment and the resultant of heavy rainfall event impacts 
on quantitative precipitation forecast (QPF), which is rec-
ognized as a challenging task (Charles 1993). In the last 
two decades, the numerical models have evolved to predict 
the extreme weathers, which lead to heavy rainfall events 
over Indian monsoon region (Routray et al. 2005, 2010a; 
Vaidya and Kulkarni 2007; Deb et al. 2008; Kumar et al. 
2008; Chang et al. 2009; Mohanty et al. 2012). However, 
the forecast skill of the models is very limited, particularly 
for prediction of precipitation (Bhowmik and Prasad 2001; 
Rama Rao et al. 2007; Sikka and Rao 2008; Das et al. 2008; 
Routray et al. 2010b, 2016). Many approaches are used to 
improve the forecast skill of numerical models viz. improve-
ment of physical parameterization schemes and improve 
the model initial condition through advance data assimila-
tion techniques, increased model resolution, multi- model 
ensemble, inclusion of hydrological processes affected by 
the evapo-transpiration, etc. (Rajeevan et al. 2010; Routray 
et al. 2010a; Durai et al. 2014; David et al. 2010, etc.).

The model simulations/predictions can be improved by 
increasing the model resolution, because the high-resolution 
model can better represent the atmospheric dynamics and 
mesoscale forcing and assimilate the high-resolution obser-
vations through data assimilation (Colle et al. 2000; Kalnay 
et al. 2003). Many studies show that an increase in the model 
resolution improves the rainfall forecasts associated with the 
large-scale circulation, for example, the Mumbai heavy rain-
fall event (Mohanty et al. 2012), evolution of squall lines 
(Weisman et al. 1997), extreme rainfall events (Nielson and 
Strack 2000; Deb et al. 2008; Kumar et al. 2008; Lee et al. 
2011), and mesoscale convective evolutions (Bernadet et al. 
2000; Chien et al. 2001). Wang and Seaman (1997); Lee 
et al. (2011) and Hong (2004) studied the effects of different 
horizontal resolutions on simulating precipitation in numeri-
cal models. They found that the precipitation intensity and 
spatial distribution show high sensitivity to horizontal reso-
lution; however, the impacts of physical parameterization 
schemes also play a significant role on precipitation simula-
tion than changing the resolution. By increasing the model 
resolution, the topography is better represented, which plays 
an important role for severe precipitation forecasting (Zhang 
et al. 2009; Davolio et al. 2009; Heikkilä et al. 2011; Xie and 
Zhang, 2012, Jung, 2016).

The National Centre for Medium Range Weather and 
Forecasting (NCMRWF) is running the Unified Model 
(NCUM) of UK Met Office as operational global model 
(Davies et al. 2005; Rajagopal et al. 2012) and the global 
model have yielded mixed results on prediction extreme 
rainfall events (Dube et  al. 2014; Ashrit et  al. 2015; 

Unnikrishnan et al. 2016). O’Hara and Webster (2012) stud-
ied the effects of different horizontal resolutions (1.5 km, 
4 km and 24 km) on simulating the hurricane Katrina using 
UK Met Office Unified Model (UM) and found that the 
structure and intensity of the hurricane Katrina are more 
sensitive to the horizontal resolution. Lean et al. (2008) 
pointed out that the high-resolution UM model is capable 
to reproduce the convective cells and time of initiations of 
convection correctly, which lead to the rainfall event. The 
high-resolution UM model also predicted the severe and 
hazardous strong wind events associated with the enhance-
ment of katabatic winds by synoptic weather systems over 
Antarctic coast during the winter (Orr et al. 2014).

There have been not many studies to assess the impact 
of resolution in the forecasting of heavy rainfall events over 
Indian monsoon region using NCUM model. The study, 
therefore, is undertaken to demonstrate and evaluate the skill 
of NCUM model with different horizontal resolutions (12, 
4, and 1.5 km) in the simulation of a heavy rainfall event 
(27–29 July 2015), which occurred over Gujarat (22.25°N, 
71.19°E) and Rajasthan (27.39°N, Lon 73.43°E) region due 
to the presence of MD during the active phase of SWM. The 
study is carried out only with the high-resolution models 
without data assimilation, and the advantage is that proper-
ties of the models are not influenced by the effects from the 
assimilation system. The synoptic condition associated with 
the heavy rainfall event is presented in Sect. 2. Section 3 
illustrates the rainfall event analyzed through satellite data 
sets and skew-T diagram. Section 4 presents a brief descrip-
tion of the NCUM-modeling system, the numerical experi-
ments and methods, and results and discussion are presented 
in Sect. 5. Conclusion of the study is presented in Sect. 6.

2 � Synoptic conditions during 27–29 July 
2015

A well-marked low-pressure area was formed over east 
Rajasthan and neighbourhood on 26th July 2015. On 27th 
July 2015, the low pressure concentrated into a depression 
situated over southwest Rajasthan and neighbourhood. It is 
further intensified into deep depression laid over southwest 
Rajasthan and adjoining Gujarat at 03 UTC of 28th July 
2015 and remained over the same region up to 12 UTC of 
28th July 2015. The lowest central pressure around 990 hPa 
and maximum sustained wind speed of 25 kts observed dur-
ing 28th July 2015. The system moved north-northeastwards 
and weakened into a depression over west Rajasthan about 
40 km south-southwest of Bikaner at 03 UTC of 29th July 
2015. It further moved north-northeastward and weak-
ened into a well-marked low-pressure area over the west 
Rajasthan and neighbourhood on 30th July 2015. During this 
period active to vigorous monsoon conditions prevailed over 
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Rajasthan, Gujarat state and west Madhya Pradesh due to 
the presence of the deep depression and heavy to extremely 
heavy rainfall occurred over these regions. Accumulated 
heavy rainfall more than 260 mm occurred during 5 days 
led to devastating floods, loss of crops, and human lives in 
several parts of Gujarat and Rajasthan. The cloud image-
ries from INSAT-3D infrared channel collected from IMD 
(Fig. 1a–c) depicted at different stages of the system and the 
strong convective cloud bands associated with the system are 
clearly seen over Gujarat and Rajasthan regions.

3 � Analyzing the rainfall event 
through satellite and Skew‑T diagram

In this section, the rainfall event is analyzing through the 
available satellite data set mainly from Global Precipitation 
Mission (GPM) and skew-T diagram. The heavy rainfall, 
flash floods are increasing due to the global environmental 
changes, which are now a major concern in worldwide (Gos-
wami et al. 2006; Dash et al. 2009). To study such events, 
utilizing observation technology for that GPM project (Hou 
et al. 2014) has been developed under international coopera-
tion. The GPM core satellite has been cooperatively devel-
oped by the National Aeronautics and Space Administration 
(NASA) and Japan Aerospace Exploration Agency (JAXA). 
The satellite carries a Dual-frequency Precipitation Radar 
(DPR) and GPM Microwave Imager (GMI) on board (Ham-
ada et al. 2016).

The spatial plot of GPM microwave imagery (GMI) and 
GPM radar as well as vertical cross section (height and dis-
tance) of the GPM radar valid at 27 July 2015 are depicted in 
Fig. 1d–f, respectively. The spatial plot of GMI (Fig. 1d) and 
radar (Fig. 1e) is shown strong convective band of clouds 
over Gujarat region. The GPM radar is captured the small 
portion of the convective system due to smaller swath dur-
ing the period. However, the radar reflectivity ranged from 
30 to 50 dBz is spreading over maximum regions, and it 
is suggested that the heavy rainfall was occurred over that 
region. The vertical cross section of radar (Fig. 1f) showed 
severe convection and extended up to 17 km as well as 
covered large areas around 50 km radius. It is clearly seen 
from the Fig. 1f that the reflectivity (~ 40–50 dBz) vertically 
extended up to 10 km due to strong convection occurred over 
the region. Overall, the GPM satellite is able to capture the 
heavy rainfall events over the region.

Figure 2a–c depicts the Rawinsonde data plotted on a 
Skew-T (logp) graph (http://weath​er.uwyo.edu/upper​air/
sound​ing.html) from Jodhpur (lat. 26.3°N and lon. 73.01°E), 
Rajashthan at 00 UTC 27–29 July 2015, respectively. The 
Skew-T plot (Fig.  2a, b) indicates that the entire atmosphere 
was highly unstable during 27th and 28th July 2015. The 
instability of the atmosphere is measured by the separation 

of the curve of air parcel lapse rate and environmental lapse 
rate. It is noticed that the instability of the atmosphere 
increased gradually from 27th to 28th July 2015 due to the 
change in the intensity of monsoon depression (depression 
to deep depression). However, the convective available 
potential energy (CAPE) is lower (174 Jkg−1) in 28th July 
(Fig.  2b) as compared to the CAPE (225 Jkg−1) in 27th July 
(Fig.  2c), possibly the CAPE is utilized to intensify the sys-
tem. The maximum instability of the atmosphere is observed 
around 300 hPa level in both the days. During these days, the 
convective inhibition (CIN) remained very low, indicating 
the favorable conditions for the system. In Fig. 2c, it is seen 
that the whole atmosphere is stable and the CAPE reduced 
to a value of 1.07 Jkg−1 due to the weakened the monsoon 
system.

4 � Model, numerical experiment, 
and verification methodology

The NCUM model (Version 8.5) is a non-hydrostatic model 
with rotated latitude–longitude horizontal grid and Arakawa-
C staggering and a terrain-following hybrid-height vertical 
coordinate with Charney-Philips staggering (Davies et al. 
2005). The wind components (u, v, and w), potential tem-
perature, exner pressure, density, and three components 
of moisture viz. vapour, cloud water, and cloud ice are 
major model variables. The rotated latitude–longitude grid 
ensures a quasi-uniform grid length over the whole inte-
gration domain. The NCUM model used semi-implicit, 
semi-Lagrangian, predictor corrector numerical scheme 
(Cullen et al. 1997; Davies et al. 2005) to solve the deep-
atmosphere dynamics. The predictor step includes all the 
processes (including the physics), but approximates some of 
the (non-linear) terms. The model includes different types of 
physical parameterization schemes such as surface (Essery 
et al. 2001), boundary layer (Lock et al. 2000; Martin et al. 
2000), mixed-phase cloud microphysics (Wilson and Ballard 
1999), and convection (Gregory and Rowntree 1990; Grant 
and Brown 1999; Grant 2001), with additional downdraft 
and momentum transport parameterizations.

The NCUM model is reconfigured to a regional 
domain (no nested) with different grid lengths of 12 km 
(600 × 600 points; D1), 4 km (1000 × 1000 points; D2), 
and 1.5 km (400 × 400 points; D3) with 70 vertical hybrid 
levels (Fig. 1g; Jayakumar et al. 2017). In this study, three 
numerical experiments are carried out by considering dif-
ferent model horizontal resolutions, i.e., 12, 4, and 1.5 km, 
and the experiments are named NCUM12, NCUM4, and 
NCUM1.5, respectively. In all the numerical experiments, 
the model is integrated up to 72 h from 00 UTC of 26 July 
2015. The boundary conditions for the experiments are 
provided by global NCUM forecast fields (Routray et al. 

http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
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2017) interpolated onto the regional model co-ordinates. 
The initial conditions are provided to regional model 
from the NCUM global 4DVAR analysis system. The 
model integration time step is considered for NCUM12 
(300 s), NCUM4 (60 s), and NCUM1.5 (60 s). The cumu-
lus parameterization scheme, i.e., the mass flux convec-
tion with convectively available potential energy (CAPE) 
closure (Gregory and Rowntree 1990), is considered for 
NCUM12; however, the fully explicit treatment of convec-
tion for the NCUM4 and NCUM1.5 runs. The detail of the 
model configuration used in this study is given in Table 1.

Verification of the model outputs is an essential com-
ponent of forecasting process. The model-simulated mean 
sea-level pressure (MSLP) and wind at different pres-
sure levels are compared with the European Centre for 
Medium-Range Weather Forecasts Re-Analysis-Interim 
(ERA-I; resolution ~ 80 km). The meteorological fields of 
the low-resolution reanalyses have been interpolated into 
12 km resolution through bilinear interpolation for com-
parison purposes.

The model simulations obtained from three numeri-
cal experiments are evaluated on the basis of calculation 
of direct position error (DPE) and absolute error (AE) for 
track and intensity of the MD, respectively. The DPE is the 
great-circle distance between the forecasted position of the 
MD and the observed position at the forecast verification 
time. The AE is magnitude of the difference between model 
forecast and observation.

An attempt is also made to verify the model-simulated 
rainfall through different skill scores using the NCMRWF-
IMD Merged GPM Satellite-Rain-Gauge (NMSG) data of 
0.5 degree resolution (Mitra et al. 2003, 2009). The model 
predicted rainfall is interpolated bilinearly to 50 km to match 
with the resolution of the observed data for verification pur-
pose. In this purpose, different statistical skill scores viz. 
Heidke Skill Score (HSS), Hannssen–Kuiper skill score 
(HKS), and Critical Success Index (CSI) are calculated. 
These scores are considered to be among most useful ones 
for verification of severe weather forecasts (WMO report 
2014).

The HSS is defined as follows:

where a, b, c, and d are defined in the contingency (Table 2). 
The HSS is a skill score relative to random forecast. The 
range of the HSS is − 1 to 1. The negative value of HSS 
represents that the forecast skill is worse, i.e., random chance 

HSS =
2(ad − bc)

[(a + c)(c + d) + (a + b)(b + d)]

forecast is better. The HSS value equal to 1 indicates a per-
fect forecast and 0 means no skill.

The mathematical expression of Critical Success Index 
(CSI) or Threat Score (TS) is

The CSI ranges from 0 to 1, where 0 indicates no skill and 
1 indicates perfect score. The score is sensitive to both the 
misses events and the false alarms.

Hannssen (1965) introduced a score known as Hanns-
sen–Kuiper skill score (HKS) and also called true skill sta-
tistic. It is defined as

The HKS ranges from − 1 to 1, with 0 represents no skill and 
1 indicates perfect score. The HKS is nothing but the differ-
ence between the hit rate and the false alarm rate. The skill 
score clearly suggests the occurrences and non-occurrences 
of the event. The HKS can be improved by increasing the hit 
rate without increasing the false alarm rate.

The rainfall is further verified with the object oriented 
method (entity-based or feature-based methods), i.e., Contig-
uous Rain Area (CRA) method (Ebert and McBride, 2000; 
Ebert and Gallus 2009). The CRA method is simply based 
on a pattern matching of two contiguous areas (entities), 
defined as the area of contiguous observed and forecast rain-
fall enclosed within a user-specified isohyets of precipita-
tion. This feature-based method verifies the location, spatial 
pattern (size, shape), intensity, and other attributes of the 
feature. The total mean square error (MSE) can be decom-
posed into components due to location, volume and pattern 
error as given below:

 The total error due to displacement is equal to the difference 
between the mean square error before and after translation:

 The error component due to volume represents the bias in 
mean intensity:

 where F and X are the CRA mean forecast and observed 
values after the shift.The pattern error accounts for differ-
ences in the fine structure of the forecast and observed fields:

 where F′ is the shifted forecast.

CSI =
a

(a + b + c)
.

HKS =
(ad − bc)

(a + c)(b + d)
.

MSEtotal = MSEdisplacement +MSEvolume +MSEpattern

MSEdisplacement = MSEtotal−MSEshifted.

MSEvolume = (F − X)
2,

MSEpattern = MSEshifted −MSEvolume

MSEshift =
(

F
� − X

)2
,

Fig. 1   INSAT-3D IR cloud imagery. source IMD at 00 UTC of a 
27th, b 28th and c 29th July 2015. Spatial plot of d GPM Microwave 
Imagery (GMI), e GPM radar, f vertical cross section of GPM radar 
valid at 00 UTC 27th July and g Model domain used in the study

◂
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5 � Results and discussion

The heavy rainfall occurred over many places of Gujarat 
and Rajasthan states during 27–29 July 2015 is simulated 
by the NCUM model to demonstrate and evaluate the skill 
of the model with different horizontal resolutions (12, 4, 
and 1.5 km). The impact of the model simulations with 
different resolutions is examined in the section, where the 

predicted meteorological fields during the acute/intense 
rainfall events are compared with the available observa-
tions from IMD rain-gauge station data and radiosonde/
rawinsonde (RS/RW) (http://weath​er.uwyo.edu/upper​air/
sound​ing.html).

Fig. 2   Skew-T plot on a 27th b 28th and c 29th July 2015 at Jodhpur (26.3°N and 73.01°E). source http://weath​er.uwyo.edu/upper​air/sound​ing.
html]

http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
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5.1 � Mean sea‑level pressure (MSLP) and wind fields

The model simulated and ERA-I (verified analyses) of MSLP 
for day 1 and day 2 obtained from the three experiments are 
depicted in Fig. 3a–d, e–h, respectively. The simulated posi-
tion of the MD in the NCUM1.5 experiment (Fig. 3d, h) is 
well matched with the ERA-I (Fig. 3a, e) in day 1 and day 
2 simulations. These features are not seen in other simula-
tions. The north-eastward movement of the MD is higher in 

the NCUM12 and NCUM4 as compared to the NCUM1.5 
simulations. The intensity of the MD is well-simulated in 
the NCUM1.5 as compared to the NCUM12 and NCUM4 
simulations. The MSLP from the ERA-I of the MD is 986 
and 990 hPa in day 1 and day 2, respectively. The NCUM1.5 
experiment (984 and 990 hPa) revealed the intensity of the 
MD relatively closer with the ERA-I as compared to the 
other simulations NCUM12 (990 and 986 hPa) and NCUM4 
(989 and 985 hPa) in both days. It is also noticed that the 
intensity of the MD is also well-simulated in the NCUM4 
experiment as compared to the NCUM12 experiment.

The model simulated and ERA-I winds at 850 hPa for 
day 1 and day 2 obtained from the three experiments are 
depicted in Fig. 3a–d, e–h, respectively. It is clearly seen 
from the figures that the magnitude of the wind speed is 
considerably higher (~ 5–10 m/s) surrounding the MD in the 
NCUM1.5 as compared to the other simulations as well as 
ERA-I. The well-structured MD is depicted in the NCUM1.5 
simulations (Fig. 4d, h), which is not noticed in other simu-
lations. The simulated position of the MD from NCUM1.5 
is well matched with the ERA-I (Fig. 4a, e). However, the 
position of the MD simulated by NCUM12 and NCUM4 
experiments shifted towards northeast from the position in 
the ERA-I analyses. The northeastward movement of the 
system is reasonably well-captured in the NCUM1.5 simula-
tion as compared to the NCUM12 and NCUM4 simulations. 

Table 1   Overview of the regional NCUM model configuration used in the present study

Parameters 12 km 4 and 1.5 km

Governing equations Complete equation (Non-hydrostatic); Deep atmosphere (Model top at ~ 80 km)
Horiz. resolution (N − S × E − W) ~ 12 km (0.11*0.11)

Pts. 600 × 600
~ 4 km (0.36*0.36)
Pts. 1000 × 1000

~ 1.5 km (0.14*0.14)
Pts. 400 × 400

Vertical layers L70 (terrain-following hybrid-height)
Model time step 300 s 60 s
IC/data assimilation Downscaling global analysis obtained from 4D-VAR analysis system
Spatial discretization Finite difference method
Time Integration/advection Semi-implicit Semi-Lagrangian scheme
Radiation process Spectral band radiation with: (Zhong et al. 2008)

(i)Improved absorption of long-wave radiation by CO2 and O3
(ii) Improved use of climatological aerosol fields

Surface process Joint UK Land Environment Simulator (JULES) land surface Scheme with (Smith et al. 2007)
(i)Use of TOPMODEL hydrology
(ii) Changes to the surface thermal and momentum roughness lengths

PBL process First order non-local boundary layer scheme (Lock et al. 2000) with
(i) Reduced turbulent mixing for stably stratified boundary layers
(ii) Revised stability functions for unstable boundary layers
(iii)Revised diagnosis of shear-dominated boundary layers

Convection process Mass flux convection Scheme(Gregory and Rowntree, 1990) with:
(i) increase of entrainment rate for deep convection
(ii) Smoothed adaptive detrainment of cloud liquid water, ice and tracers.

No

Microphysics Improved mixed-phase scheme based on Wilson and Ballard (1999)
Gravity wave drag A new orographic drag scheme which contains better physical basis
Surface boundary condition Surface Analysis + Climatology

Table 2   Contingency table used to compute the skill scores

a: Event is predicted to occur (forecast occurrence) and it actually 
occurred
b: Event is predicted to occur but it does not observed in reality 
(observed non-occurrence)
c: Event is predicted not to occur (forecast non-occurrence), whereas 
it occurs in reality (observed occurrence)
d: Event is predicted not to occur (forecast non-occurrence) and it 
does not occur in reality (observed non-occurrence)
Total number of forecasts = a + b + c + d

Events forecast Event observed

Yes No

Yes a (Hits) b (False alarm)
No c (Miss) d (Correct non-event)
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One important aspect of the intense MD is that the strong 
lower tropospheric westerlies winds at 900–850 hPa around 
25–30 m/s are found surrounding the region (Krishnamurti 
et al. 1975; Daggupaty and Sikka 1977). This feature is well-
reproduced by the NCUM1.5 simulation, which is not found 
in other simulations. Similarly, at the 500 hPa level, the 
NCUM1.5 (figure not provided) experiment simulated strong 
winds (~ 5–10 m/s) surrounding the MD, and these features 
are not represented well in the NCUM12 and NCUM4 simu-
lations. The MD is clearly depicted in the NCUM1.5 simula-
tions as compared to the other simulations. The features are 
reasonably well matched with the ERA-I.

The model-simulated magnitude of wind is further com-
pared with the upper air observations (RS/RW) available 
over few stations, as provided in Table 3. In day 1, the strong 
magnitude of wind at 850 hPa is simulated by all the experi-
ments as compared to the observations. However, the strong 
magnitude of the wind is simulated in the NCUM1.5 over 
Jodhpur station as compared to the other simulations. The 
magnitude of wind at 500 hPa is under-predicted by the 
model simulations; however, the magnitude of wind is rea-
sonably improved in the NCUM1.5 simulation as compared 

to the others (Table 3). The error is reduced by around 2 m/s 
in NCUM1.5 over NCUM4 and NCUM12. Similarly, in day 
2, the magnitude of wind at different pressure levels from 
NCUM1.5 simulation is well-matched with the observations. 
The improvement in the NCUM1.5 simulation is primarily 
due to the higher horizontal resolution, which properly rep-
resented the small-scale features associated with the large-
scale monsoonal flow.

The skew-T plot at Jodhpur from three numerical 
experiments (NCUM12, NCUM4, and NCUM1.5) valid 
at 00 UTC 28 July 2015 (day 1) is depicted in Fig. 5a–c, 
respectively. The figure indicates that the whole atmos-
phere is unstable, whereas the maximum unstable is 
noticed at 300 hPa pressure level. This feature is well-
correlated with the observed skew-T (Fig. 2b) plot over 
the region. It is worth to mention that the CAPE value is 
higher in the NCUM1.5 simulation (118 Jkg−1) as com-
pared to the NCUM12 (82 Jkg−1) and NCUM4 (102 Jkg−1) 
simulations. The CAPE value from NCUM1.5 simulation 
is closer with the observed value of CAPE (174 Jkg−1), 
as shown in Fig. 2b. The CAPE value is improved by 
68% in the NCUM1.5  simulation as compared to the 

Fig. 3   Mean sea-level pressure (MSLP; contour interval 2 hPa) from a ERA-I analysis, b NCUM12, c NCUM4 and d NCUM1.5 valid at 00 
UTC 28th July 2015 (day 1). e–h are the same as (a–d) but for day 2 valid at 00 UTC 29th July 2015; contour interval 1 hPa
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NCUM12 (47%) and NCUM4 (59%). During the day, the 
CIN remained very low in all the simulations. However, 
the CIN value is lower in the NCUM1.5 (− 0.03 Jkg−1) 
in comparison with the NCUM12 (− 0.13  Jkg−1) and 

NCUM4 (− 0.33 Jkg−1) simulations. The observed CIN 
value is about − 0.67 Jkg−1. It is clear that the convective 
activity is more prominent in the NCUM1.5 simulation 

Fig. 4   Same as Fig 3 but for wind vectors and magnitude (shaded; m/s) at 850 hPa

Table 3   Observed and model-simulated winds (m/s) from three experiments at 850 and 500 hPa

NA Not Available

Name of Stations (lat. and lon.) 28th July 2015 (day 1)

850 hPa 500 hPa

OBS NCUM12 NCUM4 NCUM1.5 OBS NCUM12 NCUM4 NCUM1.5

Ahmadabad (23.06 and 72.63) 20 24 24 23 12 6 6 9
Jodhpur (26.3 and 73.01) 15 21 23 24 16 8 9 11
Mumbai (19.11 and 72.85) 10 22 23 21 NA 11 15 17

29th July 2015 (day 2)

850 hPa 500 hPa

Ahmadabad (23.06 and 72.63) 26 19 22 26 13 8 13 13
Jodhpur (26.3 and 73.01) 22 11 16 22 13 16 8 10
Mumbai (19.11 and 72.85) 20 16 17 18 NA 3 7 11
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than the other simulations. Hence, the intensity of the 
system is well-represented in the NCUM1.5.

5.2 � Vorticity, moisture convergence, and moisture 
transport

The time–height cross section of vorticity (10−5 s−1) from 
NCUM12, NCUM4, and NCUM1.5 simulations dur-
ing the period 00 UTC of 27–00 UTC 30 July 2015 to 
analyze the evolution of life span of the MD at different 
stages is shown in Fig. 6a–c, respectively. To keep in mind 
the intensity of the rainfall, the heavy rainfall period is 
divided into three stages such as developing stage (00 UTC 
27th–00 UTC 28th July 2015), where the accumulated 
rainfall is less and the monsoon system intensified from 
low to depression stage; mature stage (00 UTC 28th–to 
00 UTC 29th July 2015), where the rainfall intensity is 
high and intensity of the system vary from depression to 
deep depression stage; and finally, dissipating stage (00 
UTC 29th–00 UTC 30th July 2015), while the rainfall is 
started decreasing and system became low pressure. The 
classification of the stages is done based on the synoptic 
conditions associated with the system during the period 
reported by IMD (report on Cyclones and depressions over 
the north Indian Ocean during 2015). It is clearly seen that 
the vertical structure of the MD is simulated reasonably 
well in all the experiments. However, the evolution and 
structure of the MD are more prominent in the NCUM1.5 
simulation at different stages as compared to the other sim-
ulations. During the developing stage, the NCUM1.5 sim-
ulation (Fig. 6c) exhibits a structure of cyclonic vorticity 
(15 − 20 × 10−5 s−1) at lower and upper levels which is not 
noticed in the NCUM12 (Fig. 6a) and NCUM4 (Fig. 6b) 
simulations. However, the positive vorticity (5 − 15 × 10−5 
s−1) is also noticed in the NCUM4 simulation which is 
very less in the NCUM12 simulation (5 × 10−5 s−1). It is 

noticed that the positive vorticity increased gradually from 
developing stage to mature stage and then started decreas-
ing after 00 UTC 29 July 2015. The low-level divergent 
(− 5 to − 9 × 10−5 s−1) extended up to 600 hPa is noticed 
during the dissipation stage (12 UTC 29 July 2015), and 
the features are not properly simulated by other simula-
tions. The maximum positive vorticity (15 − 25 × 10−5 
s−1) is found during the mature stage and extended up to 
upper troposphere. It is evident that the gradual growth 
of the convective system which is well-represented in the 
NCUM1.5 simulation and leads to heavy rainfall events 
during the period. Similarly, the negative vorticity (− 9 to 
12 × 10−5 s−1) is seen at upper atmosphere around 200 hPa 
pressure level and above throughout this period.

Figure 6d–f shows the time–height cross section of mois-
ture convergence (10−4 g kg−1 s−1) from NCUM12, NCUM4, 
and NCUM1.5 simulations, respectively, during the period 
00 UTC of 27 to 00 UTC 30 July 2015. It is seen that the 
convergence of moisture starts at lower atmosphere during 
developing stage in all simulations. The maximum value 
(8 − 12 × 10−4 g kg−1 s−1) of moisture convergence extended 
up to 600 hPa level is found in the NCUM1.5 simulation 
(Fig. 6f) during the mature stage. The horizontal extension 
of moisture convergence is more in the NCUM1.5 simula-
tion than the other simulations. The feature is not well-sim-
ulated in the other experiments; however, the value of mois-
ture convergence is improved in the NCUM4 (Fig. 6e) as 
compared to the NCUM12 (Fig. 6d) simulation. At the same 
time, the maximum divergence (− 12 × 10−4 g kg−1 s−1) is 
found in the NCUM1.5 simulation at upper atmosphere is 
around 300 hPa. The low-level convergence and upper level 
divergence throughout this period are well-simulated by the 
NCUM1.5 experiment. In NCUM1.5 simulation, it is seen 
that the divergence (− 5 × 10−4 g kg−1 s−1) developed around 
700 hPa at 12 UTC 29 July 2015, which clearly evident that 
the system started dissipating. The intensity and depth of the 

Fig. 5   Skew-T plot at Jodhpur (Lat. 26.3°N and Lon. 73.01°E) from a NCUM12, b NCUM4, and c NCUM1.5 valid at 00 UTC 28th July 2015 
(day 1)
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moisture convergence are gradually decreased as time pro-
gressed mainly from the mature stage to dissipating stages.

The moisture transport (vectors; kg.m−1 s−1) at 700 hPa 
and integrated precipitable water up to 300 hPa (shaded; 
mm) from ERA-I, NCUM12, NCUM4 and NCUM1.5 for 
day 1, as illustrated in Fig. 7a–d, respectively. It is noticed 
that the moisture transport is stronger in NCUM1.5 simu-
lation (Fig. 7d) during the day as compared to the other 
simulations. The feature is comparable with the ERA-I 
analysis (Fig. 7a). However, the intensity simulated by the 
NCUM1.5 is slightly underestimated as compared to the 
ERA-I analysis. The moisture transport has a major impact 
on the mesoscale circulations (Stefanon et al. 2014), which 
leads to such a type of heavy rainfall event over the region. 

The structure and position of the MD is well-captured in the 
NCUM1.5 simulation, which is resembled with the ERA-I 
analysis. Similarly, the integrated precipitable water for 
day 1 is found more by 5–10 mm and spreads over a large 
area in the NCUM1.5 simulation as compared to the other 
simulations. Particularly, for day 2 (figure not provided), the 
integrated precipitable water is not properly represented in 
NCUM12 and NCUM4 simulations. The simulations from 
NCUM1.5 of integrated precipitable water distribution show 
clearly the presence of organized convective activity leading 
to heavy precipitation.

Fig. 6   Time–pressure cross section of vorticity (10−5 s−1) at (25.0°N; 71.5°E) for a NCUM12; b NCUM4 and c NCUM1.5 valid at 00 UTC 
27–30 July 2015. Similarly, d–f are the same as (a–c) but for moisture convergence (10−4 g kg−1 s−1)
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5.3 � Track and intensity errors

The Direct Position Error (DPE in km) in 12 h interval from 
all the numerical experiments along with the gain in skill 
(% of improvement) is depicted in Fig. 8a. It is noticed that 
the DPEs gradually increase with an increase of forecast 
length in all simulations. However, the DPEs at different 
forecast lead times are reasonably reduced in the NCUM1.5 
simulation, which vary from 85 to 240 km as compared to 
NCUM4 (90–250 km) and NCUM12 (110–300 km) simula-
tions. The mean DPEs are also less in the NCUM1.5 simula-
tion (156 km) in comparison with the NCUM4 (167 km) and 
NCUM12 (198 km) simulations. However, the DPEs are also 
significantly reduced in the NCUM4 simulation than that of 
NCUM12 simulation. The NCUM1.5 simulation shows that 
the skill in track prediction of the MD is high with respect 
to NCUM4 and NCUM12 simulations. The mean DPEs 
from NCUM1.5 are substantially reduced by 7 and 22% in 
the NCUM1.5 simulation as compared to the NCUM4 and 
NCUM12 simulations, respectively. The mean DPEs from 
the NCUM4 simulation are also considerable reduced by 
16% with respect to the NCUM12 simulation.

The absolute errors (AEs) along with skill (%, line) in 
intensity forecast based on 10 m maximum sustainable wind 
(MSW) for various forecast periods are shown in Fig. 8b. 
The evolution of intensity of the MD in different forecast 

hours is reasonably well-simulated in the NCUM1.5 and 
NCUM4 simulations as compared to the NCUM12 simu-
lation. The AEs of MSW are significantly reduced in the 
NCUM1.5 than the NCUM4 and NCUM12 simulations 
throughout the forecast lead times. The mean AEs of MSW 
are about 6, 8, and 10 kts in the simulation of NCUM1.5, 
NCUM4, and NCUM12, respectively. The skill varies 
from the range 9–15% (29–33%) in the NCUM1.5 simula-
tion at different forecast hours with respect to the NCUM4 
(NCUM12) simulation. The mean skill is high about 11 and 
32% in the NCUM1.5 simulation with respect to NCUM4 
and NCUM12 simulations, respectively. Similarly, the AEs 
of MSW are also less in the NCUM4 as compared to the 
NCUM12 simulation in all forecast hours. Therefore, the 
mean skill is high about 23% in the NCUM4 simulation 
compared to NCUM12 simulation. The percentage of error 
of AEs of MSW at different forecast hours is illustrated in 
Fig. 8c. It is noticed that the  % of error of AEs is increased 
gradually with the increase of the forecast hours except at 
12 h forecast. However, the errors are substantially reduced 
in the NCUM1.5 simulation throughout the forecast lead 
times as compared to the NCUM4 and NCUM12 simula-
tions. Similarly, the errors are also considerably reduced in 
the NCUM4 than that of NCUM12 simulation. The mean 
of the % of error is about 39, 30, and 26% in the NCUM12, 
NCUM4, and NCUM1.5 simulations, respectively. From 
the result, it is clear that the track and intensity of the MD 
is properly resolved in the high resolution of the NCUM 
model.

5.4 � Rainfall

The time series of area averaged (69–72°E and 23–25°N) 
3 hourly accumulated model-simulated rainfall along with 
GPM satellite observation averaged over the experimen-
tal domain during the period 27–30 July 2015 depicted in 
Fig. 9. The observation shows two maximum rainfall spells 
at 9 and 24 h. However, the rapid increase of rainfall during 
12–30 h may be due to the continuous restructuring of the 
meso-convective activities over the region which is influ-
enced by the synoptic conditions. Subsequently, the rainfall 
intensity gradually decreased. The rainfall pattern is reason-
ably well-simulated by all the experiments. However, the 
intensity and pattern of the rainfall from NCUM1.5 is more 
close to the observation as compared to the other simula-
tions. The two maximum rainfall spells are well-simulated 
in the NCUM1.5 experiment as compared to NCUM12 and 
NCUM4. However, the intensity and pattern of the rainfall 
are also improved in the NCUM4 simulation as compared 
with NCUM12 simulation. The root mean square error 
(RMSE) is less in the NCUM1.5 simulation (0.68 mm) 
as compared to the NCUM4 (1.22  mm) and NCUM12 
(2.77 mm) simulations.

Fig. 7   Moisture transport (vectors; kg/m/sec) at 700  hPa and inte-
grated precipitable water up to 300 hPa (shaded; mm) from a ERA-I 
analysis, b NCUM12, c NCUM4 and d NCUM1.5 valid at 00 UTC 
28th July 2015 (day 1)
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The 24  h accumulated rainfall for day 1 and day 2 
obtained from NCUM12, NCUM4, and NCUM1.5 simu-
lations and the corresponding NMSG data (Mitra et al. 
2003, 2009) are shown in Fig. 10. Comparisons of the 24 h 
accumulated model-simulated rainfall and station observed 
rainfall at the station location or nearest grid point is con-
sidered for day 1 and day 2 are given in Tables 4 and 5, 
respectively. In day 1, the observation (Fig. 10a) shows 
two patches of intense rainfall over the region. The features 
are simulated by all the simulations; however, the position 
of the intense rainfall is reasonably well-simulated in the 

Fig. 8   a Direct position errors 
(DPEs) of MD (left hand 
Y-axis) along with change in 
skill (line in right hand Y-axis, 
%); b Absolute Errors (AEs in 
left hand Y-axis, kts) of 10 m 
maximum sustainable wind 
(MSW) along with change in 
skill (line in right hand Y-axis, 
%) and c % of error of AEs

Fig. 9   Time series of area averaged observed (GPM) and model-
simulated 03 hourly rainfall (mm) from NCUM12, NCUM4 and 
NCUM1.5 valid at 00 UTC 27–30 July 2015 (23–25°N, 69–72°E)
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NCUM1.5 experiment. The characteristic of the MD is that 
the heavy rainfall typically reaches 250 mm, mainly concen-
trated in the western and southwestern sectors of the depres-
sion (Sikka 1977). This feature is better simulated in the 
NCUM1.5 simulation (Fig. 10d) as compared to the other 
simulations. In day 1, the NCUM1.5 experiment simulated 
a well-organized closed circulation system. The features are 
also improved in the NCUM4 simulation as compared to the 
NCUM12 simulation.

During day 2, the spatial distribution of rainfall from 
model simulations is shifted towards northeast as compared 
to the observations (Fig. 10e). The scatter rainfall is seen 
over the region from both the simulations NCUM12 and 
NCUM4 (Fig. 10f, g). The NCUM1.5 simulation (Fig. 10h) 
shows well-organized convective bands of cloud around the 
system. Furthermore, compared with the model-simulated 
rainfall with the surface rain-gauge observations at spe-
cific stations, nearest grid points to the station locations are 
used. Both the surface and NMSG observation data indi-
cate intense rainfall over the region. It is shown in Tables 4 
and 5 that the amount of rainfall from NCUM1.5 simulation 
is reasonably well-matched with the observation as com-
pared to the other simulations. During day 1, the locales 
of heavy precipitation (240 mm) recorded at the Sanchore 
station (24.75°N; 71.77°E) and the second maximum rain-
fall (190 mm) over Raniwada (24.75°N; 72.2°E) are well-
captured in the NCUM1.5 experiment as compared to the 
NCUM12 and NCUM4 experiments (Table 4). However, 
the amount of intense rainfall is also significantly improved 
in the NCUM4 simulation as compared to the NCUM12 
simulation.

IMD reported that the heavy precipitation (150–200 mm) 
occurred at five stations during day 2 (Table 5). The exact 
intensity of the rainfall is under-predicted by all the numeri-
cal experiments. However, the amount is simulated reason-
ably well in the NCUM1.5 as compared to NCUM4 and 
NCUM12 simulations. The average error is significantly 
reduced by 72% in the NCUM1.5 simulation, whereas 

Fig. 10   24 h accumulated precipitations (cm) a NMSG; b NCUM12; 
c NCUM4 and d NCUM1.5 valid at 03 UTC 28 July 2015 (day 1). 
Similarly, e–h are the same as (a–d), respectively, but valid at 03 
UTC 29 July 2015 (day 2)

Table 4   Comparison between 
stationwise observed and 
model-simulated rainfall (cm) 
for day 1 valid at 03 UTC of 28 
July 2015

Station Names Lat. (deg) Lon. (deg) OBS NCUM12 NCUM4 NCUM1.5

Sanchore 24.75°N 71.77°E 24 6 16 19
Raniwada 24.75°N 72.20°E 19 6 10 16
Vadgam 24.07°N 72.49°E 18 4 10 15
Jalore 25.120°N 72.140°E 18 4 5 16
Bagoda 25.21°N 71.01°E 18 5 10 12
Jaswantpura 24.80°N 72.45°E 16 5 8 12
Amirgadh 24.41°N 72.64°E 15 5 8 11
Reodar 24.61°N 72.52°E 12 5 7 9
Sedwa 25.74°N 71.11°E 9 5 6 8
Gudamalini 25.19°N 71.71°E 7 5 5 6
Bhinmal 25.01°N 72.26°E 7 3 5 6
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Table 5   Same as Table 4 but 
for day 2 valid at 03 UTC of 29 
July 2015

Station Names Lat. (deg) Lon. (deg) OBS NCUM12 NCUM4 NCUM1.5

Radhanpur 23.83°N 71.61°E 20 5 7 15
Deodar 23.98°N 71.81°E 17 4 8 10
Harij 23.69°N 71.90°E 15 6 6 12
Sanchore 24.75°N 71.77°E 15 6 10 10
Visnagar 23.70°N 72.53°E 11 2 6 8
Pindwara 24.79°N 73.05°E 7 2 3 6
Erinpura 25.14°N 73.05°E 7 2 4 5
Sheoganj 25.14°N 73.06°E 7 3 2 6
Sumerpur 25.15°N 73.05°E 7 3 3 5
Pali 25.77°N 73.32°E 7 2 3 5

Fig. 11   Statistical skill scores at different thresholds of rainfall (mm) a HSS; b HKS and c CSI along with % of improvement (line in right hand 
Y-axis) for day 1 valid at 00 UTC 28 July 2015. d–f are the same as (a–c) but for day 2 valid at 00 UTC 29 July 2015
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the error is reduced by 46 and 36% in the NCUM4 and 
NCUM12 simulations, respectively. The increase of the 
resolution of NCUM model is capable to predict the high-
intensity rainfall reasonably well. The forecast skill of the 
high-resolution NCUM model may be further improve by 
assimilating rain rate data through latent heat nudging, high 
dense and quality radar observations along other observa-
tions, etc. (Hawkness-Smith et al. 2012; Dixon et al. 2009).

The different statistical skill scores viz. HSS, HKS, 
and CSI of all experiments at different thresholds of rain-
fall (10, 30, 70, and 100 mm) are calculated for day 1 and 
day 2. The statistical skill scores along with percentage of 
improvement are depicted in Fig. 11a–c, d–f for day 1 and 
day 2, respectively. The HSS score gradually decreases with 
higher thresholds of rainfall in all simulations during days 1 
and 2 (Fig. 11a, d). However, the HSS scores are higher in 
the NCUM1.5 simulation as compared to the NCUM4 and 
NCUM12 simulations. It is clearly seen that the HSS scores 
are quite less in NCUM12 simulation at higher thresholds 
(70 and 100 mm) during day 1 and day 2. The percentage 
of improvement is high in the NCUM1.5 with respect to the 
NCUM12 and NCUM4 simulations. Hence, the averaged 
skill of NCUM1.5 is about 67% (73%) and 40% (28%) over 
NCUM12 and NCUM4 simulations in day 1 (day 2), respec-
tively. The skill of NCUM1.5 is significantly higher over the 

NCUM12 than that of NCUM4. It is noticed that the HSS 
score is higher in the NCUM4 simulations as compared to 
the NCUM12 simulations during days 1 and 2. Hence, the 
averaged skill of NCUM4 is also high about 40 and 70% 
over NCUM12 in days 1 and 2, respectively.

The HKS score is illustrated in Fig. 11b, e. The HKS 
score is decreasing in the higher thresholds of rainfall in all 
simulations during days 1 and 2. It can be seen that the HKS 
score is appreciably improved in the NCUM1.5 as compared 
to the NCUM12 and NCUM4 simulations. However, the 
HKS score from NCUM12 is negligible at higher thresh-
olds mainly in day 2. It is suggested that the NCUM12 is 
not able to properly resolve the convective activities over the 
region; hence, the high-intensity rainfall is under-predicted. 
The HKS score is also reasonably well-simulated by the 
NCUM4 as compared to the NCUM12 simulation. The % 
of improvement clearly depicted in the NCUM1.5 simula-
tion at different thresholds with respect to other simulations. 
The averaged skill of NCUM1.5 is about 58% (75%) and 
40% (23%) over NCUM12 and NCUM4 simulations in day 
1 (day 2), respectively. Similarly, the CSI score (Fig. 11c, 
f) is reasonably well-simulated in the NCUM1.5 compared 
to NCUM4 and NCUM12. The % of skill is also consider-
ably improved in the NCUM1.5 than that of NCUM4 and 

Fig. 12   CRA verification of day 1 rainfall for threshold 5 cm a total 
Mean Square Error (MSE; bar in left hand Y-axis) along with vector 
displacement error (line in right hand Y-axis) b Percentage of contri-

bution of volume, displacement and pattern error. c, d are the same 
(a, b) but for threshold 10 cm
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NCUM12. From Fig. 11, it is seen that skill score values at 
different thresholds are higher in day 1 than day 2.

The rainfall forecasts verification is further carried out 
using the CRA method based on pattern matching tech-
nique. The total mean square error (MSE) along with vec-
tor displacement error (line) and percentage of contribution 
from various components of MSE at different thresholds 
of rainfall (5 and 10 cm) for day 1 forecast are depicted in 
Fig. 12a–d. It is clearly seen that the MSE (Fig. 12a, c) is 
lesser in the NCUM1.5 simulation in both the thresholds as 
compared to NCUM4 and NCUM12 simulations. It implies 
that NCUM1.5 performs better than the other simulations 
in terms of matching the displacement, volume, and pattern 
of the forecast precipitation entities. The error is reduced 
by about 35% (24%) and 16% (14%) with the threshold 
5 cm (10 cm) in the NCUM1.5 simulation with respect to 
NCUM12 and NCUM4, respectively. Similarly, the MSEs 
from both the thresholds are reasonably reduced in the 
NCUM4 than that of NCUM12. The gain in skill from the 
threshold 5 and 10 cm is higher in the NCUM4 about 23 and 
12% than the NCUM12, respectively. The MSE from 10 cm 
threshold (Fig. 12c) is relatively high in all the simulations 
corresponding to the error from 5 cm threshold (Fig. 12a). 
Hence, the skill is less in all simulations as compared to the 
skill from 5 cm threshold.

The vector displacement error from the three simulations 
with threshold 5 and 10 cm is illustrated in Fig. 12a, d as 
plotted in line, respectively. The vector displacement error 
is determined using pattern matching. The forecast field is 
horizontally translated over the observed field until the best 
match is obtained. The vector displacement is then simply 
the location error of the forecast. From the figure, it is seen 
that the vector displacement error with both the thresholds 
is considerable reduced in the NCUM1.5 simulation as 
compared to the NCUM12 and NCUM4 simulations. It is 
evident that the location of the rainfall distribution is well-
simulated by the NCUM1.5 than the other experiments. The 
error is reduced by about 56% (42%) and 49% (22%) in the 
NCUM1.5 for the threshold 5 and 10 cm with respect to the 
NCUM12 (NCUM4), respectively. Similarly, the location 
error is also reduced by 24 and 35% in the NCUM4 than the 
NCUM12 in both the thresholds.

The percentage of error from different components viz. 
location, volume, and pattern error which contributed to the 
total MSE at different thresholds is depicted in Fig. 12b, d. 
In NCUM1.5 simulation (Fig. 12b), it is clearly seen that 
the major error occurs due to the volume error of the rain-
fall in the forecast. However, the % of contribution due to 
the pattern and displacement error is comparatively less 
than the volume error. In other simulations (NCUM12 and 
NCUM4), the major error contributes to the total MSE due 
to the displacement error as compared to the volume and 
pattern errors. Correspondingly, the major error occurs due 

to the displacement error of the rainfall in the forecast at 
the threshold 10 cm in all the simulations (Fig. 12d). How-
ever, the overall MSE at different thresholds is considerably 
less in the NCUM1.5 as compared to the other simulations 
(Fig. 12a, c).

6 � Conclusion

The improvement of the forecast skill of heavy rainfall 
events associated with the monsoonal flow is an important 
aspect as they routinely result in flooding and significant 
loss of life and property over the Indian region. The study 
is carried to demonstrate and evaluate the skill of NCUM 
model with different horizontal resolutions (12, 4, and 
1.5 km) in simulation of a heavy rainfall event (27–29 July 
2015), which occurred over Gujarat and Rajasthan region 
(22°–25°N, 68.5°–78.5°E) due to the presence of MD 
during the active phase of the summer monsoon. For this 
purpose, three numerical experiments are carried out such 
as NCUM12, NCUM4 and NCUM1.5 by configuring the 
NCUM model with different horizontal resolutions 12, 4, 
and 1.5 km, respectively. The following conclusions are 
drawn from the study.

The CAPE value is improved by 47, 59, and 68%, in the 
NCUM12, NCUM4 and NCUM1.5, respectively. The CIN 
value is less in the NCUM1.5 as compared to the other simu-
lations. A high CAPE and low CIN in NCUM1.5 causes 
the high-resolution simulation to capture the storm intensity 
well. The skew-T plot also suggested that the convection 
is more prominent in the NCUM1.5 simulation, which is 
reasonably well matched with the observation.

The position and northeastward movement of the MD is 
reasonably well represented in the high-resolution simula-
tion (NCUM1.5) as compared to the NCUM12 and NCUM4 
simulations. The features are well-correlated with the ERA-I 
analyses. The position errors of the MD are significantly 
reduced in the NCUM1.5 simulation. The strong lower 
tropospheric westerlies winds at 900–850 hPa are well 
represented in NCUM1.5 as one of the important aspects 
associated with the intense MD. The maximum positive 
vorticity is simulated by the NCUM1.5 during mature stage 
and extended up to upper troposphere as compared to the 
other simulations. It is clearly evident that the evolution and 
structure of the MD is more prominent in the high-resolu-
tion NCUM1.5 simulation at different stages than the other 
simulations.

The horizontal and vertical extension of moisture con-
vergence is more prominent in the NCUM1.5 simulation 
than the other simulations at different stages of the MD. 
The analysis revealed that the NCUM12 simulation could 
not properly initiated the convection and the NCUM4 simu-
lation somewhat initiate the convection for a small span. 
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However, the high-resolution NCUM1.5 simulation properly 
resolved convective activity and gives more realistic-looking 
features. Similarly, the moisture transport is also stronger in 
the NCUM1.5 simulation for day 1 and day 2 as compared 
to the other simulations.

The DPEs are gradually increased with an increase of 
forecast lead time in all simulations, while the errors are 
reduced in the NCUM1.5 simulation with different forecast 
hours as compared to other simulations. The positive impact 
on track prediction in the NCUM1.5 mainly attributed to 
the better interaction of storm environment with the sur-
rounding large-scale flow due to the increase of resolution 
of the model. The mean DPEs are reduced by 7 and 22% 
in the NCUM1.5 with respect to NCUM4 and NCUM12 
simulations. Similarly, the mean DPE from NCUM4 is also 
reduced by 16% over NCUM12.

The intensity forecast based on 10 m MSW is reason-
ably well-simulated in the NCUM1.5 as compared to other 
simulations. The mean skill from NCUM1.5 is high about 
11 and 32% with respect to NCUM4 and NCUM12 simu-
lations. Similarly, AEs from the NCUM4 simulation is 
improved by 23% than the NCUM12. More specifically, 
it has been demonstrated that the intensity of the MD is 
obtained due to the high resolution of NCUM simulations.

The mean percentage error of intensity is about 39, 30, 
and 26% in the NCUM12, NCUM4 and NCUM1.5 simu-
lations, respectively, which suggested that the intensity 
of the MD is properly simulated in the high-resolution 
NCUM model.

The 3 hourly accumulated model-simulated rainfall pat-
tern is reasonably well-simulated by all the experiments. 
However, the intensity and pattern of the rainfall from 
NCUM1.5 is more close to the observation as compared to 
the other simulations. The spatial distribution and locales 
of the heavy precipitation from NCUM1.5 simulation are 
reasonably well matched with the observation as compared 
to the other simulations. It is clearly seen that the various 
statistical skill scores at different thresholds are consider-
ably improved in the NCUM1.5 simulations due to the 
increase of model horizontal resolution, which properly 
resolved the meso-convective features than that of other 
simulations.

It is clearly seen that the total MSE is lesser in the 
NCUM1.5 with the thresholds (5 and 10 cm) as compared 
to NCUM12 and NCUM4 simulations. The error in day 1 
is reduced by about 35 and 16% with the threshold 5 cm 
in the NCUM1.5 simulation with respect to NCUM12 
and NCUM4, respectively. Similar results also found for 
10 cm threshold, where the MSE in NCUM1.5 simulation 
is reduced by 16 and 14% over NCUM12 and NCUM4 
simulation, respectively.

The vector displacement error with both the thresholds 
(5 and 10 cm) is considerable reduced by about 56% (42%) 

and 49% (22%) in the NCUM1.5 simulation as compared 
to the NCUM12 (NCUM4) simulations, respectively. It 
is evident that the location of the rainfall distribution is 
well-simulated by the high-resolution NCUM1.5 than the 
other experiments.

This study demonstrated that running the NCUM 
model with higher horizontal resolution mainly 1.5 km 
improved the precipitation forecasts over the 12 km as 
well as 4 km. However, to further support this conclusion, 
case studies of diverse weather events and assimilation of 
radar observations along with other observations through 
advance data assimilation techniques like 4DVAR/Hybrid 
are required.
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