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Abstract

We propose an e�cient algorithm for computing a unit lower triangular n� n matrix with prescribed
singular values of O�n2� cost. This is a solution of the question raised by N. J. Higham in [4, Problem
26.3, p. 528].

AMS Subject Classi®cations: 15A18, 65F30.
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1. Introduction

In [4] N. J. Higham raised the following research problem (Problem 26.3, p.
528):

Develop an e�cient algorithm for computing a unit upper triangular n� n
matrix with prescribed singular values r1; . . . ; rn, where

Q
i ri � 1.

The main goal of this paper is to construct an algorithm for solving this
problem, which can ®nd many applications in applied numerical linear algebra
([9]).

Let jk1j � jk2j � � � � � jknj � 0 and r1 � � � � � rn � 0 denote the eigenvalues and
the singular values of a given matrix A 2 Rn�n. We remind that the singular values
of A are the nonnegative square roots of the eigenvalues of A�A, where A� is the
conjugate transpose of A. In 1949 Weyl showed that jk1 � � � kkj �
r1 � � � rk for k � 1; . . . ; n and the equality holds when k � n (the so-called Weyl
conditions). Moreover, A. Horn [6] proved that the Weyl conditions are su�cient
for the existence of triangular matrix with prescribed singular values and eigen-
values. Yet the another proof can be found in [7]. The idea of our algorithm is
inspired by [6]. The numerical examples by means of the MATLAB function are
also given.

A part of this work was presented as a poster of Alicja Smoktunowicz and Marek
Aleksiejczyk displayed in the SIAM Applied Linear Algebra Conference in
Snowbird, 1997.
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2. Description of the Algorithm

We would like to ®nd a unit lower triangular matrix A 2 Rn�n with prescribed
singular values r1 � r2 � � � � � rn > 0. Due to A. Horn's theorem ([6]) such
matrix A exists if and only if the Weyl conditions are satis®ed:

8i�2;...;n r1r2 � � � riÿ1 � 1 and r1r2 � � � rn � 1: �1�

The singular values of A 2 Rn�n are the positive square roots of the eigenvalues of
the symmetric matrix AT A and can be found from the Singular Value Decom-
position SVD ([2], [3]).

Theorem 1 (Singular Value Decomposition). If A 2 Rn�n has rank r, then there exist
orthogonal matrices U ; V 2 Rn�n such that A � URV T , where
R � diag�r1; r2; . . . ; rr; 0; . . . ; 0� and r1 � r2 � � � � � rr > 0 (the so-called singu-
lar values of A).

The idea of our algorithm is based on the following two lemmas. The main
transformation in this algorithm is reduced to ®nding the SVD of a lower tri-
angular 2� 2 matrix.

Lemma 2. For every real a; b > 0 such that a � 1 � b or b � 1 � a the matrix
L 2 R2�2 of the form

L�a; b� � 1����������������������������������a2 ÿ 1��1ÿ b2�p 0

ab

� �
�2�

has singular values a and b.

Lemma 3. Let real numbers r1 � r2 � � � � � rn > 0 satisfy the Weyl conditions
�1�. Then there exists a permutation fd1; d2; . . . ; dng of the set fr1; r2; . . . ; rng such
that the following inequalities hold

8i�2;...;n
d1d2 � � � diÿ1 � 1 � di

or
di � 1 � d1d2 � � � diÿ1;

8<: �3�

and d1d2 � � � dn � 1.

As the proof of Lemma 2 is easily seen, we would like to focus on the scheme of
choosing such permutation in our algorithm. It is obvious that one can ®nd many
permutations of given set of singular values r1 � r2 � � � � � rn > 0 satisfying (3).
This process sometimes involves multiplications of very large and very small
numbers, so ®rstly we form an auxiliary vector ~r by sorting the ri ascendently.
Without loss of generality we may assume that

~r1 � ~r2 � � � � � ~rl < 1 � ~rl�1 � � � � � ~rn:
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Then we start forming new vector d � �d1; d2; . . . ; dn�T from the middle of
~r � �~r1; ~r2; . . . ; ~rn�T ; precisely by d1 we take ~rl and d2 � ~rl�1. Further, if d1d2 < 1
then d3 � ~rl�2, and in the opposite cases d3 � ~rlÿ1; and we proceed similarly for
the product d1d2 � � � diÿ1 in (3).

The idea of our algorithm is to construct a sequence of unitarily equivalent lower
triangular matrices Ai 2 Rn�n; i � 1; . . . ; n with diagonal matrix diag�r1; r2; . . . ;
rn�, where r1; r2; . . . ; rn are given singular values. We remind that two matrices
M ;N are said to be unitarily equivalent (notation: M � N ) if there exit unitary
matrices U ; V such that M � UNV . Notice that the singular values are invariant
under unitary equivalences.

Algorithm. The following algorithm computes a unit lower triangular matrix
A 2 Rn�n for given set of singular values fr1; r2; . . . ; rng, which satisfy (1).

I. Permute the set fr1; r2; . . . ; rng, to obtain the vector d, whose elements
d1; d2; . . . ; dn ful®ll (3).

II. Using the method described below, ®nd a unit triangular matrix A 2 Rn�n, such
that A � diag�d1; d2; . . . ; dn�.
We construct a sequence of unitarily equivalent lower triangular matrices
Ai 2 Rn�n; i � 1; . . . ; n with diagonal matrix diag�d1; d2; . . . ; dn�.

Step 1. Let A1 � diag�d1; d2; . . . ; dn�.

Step 2. Set

A2 � L2 0
0 diag�d3; . . . ; dn�

� �
;

where L2 is 2� 2 real matrix of the form (2), i.e. L2 � L�d1; d2�.

Step 3. For each i � 3; . . . ; n and for given lower triangular matrix Aiÿ1 we will
construct Ai. Suppose that Aiÿ1 has the following form

Aiÿ1 �
Biÿ1 0 0
Ciÿ1 diag�a; b� 0
0 0 Diÿ1

0@ 1A;
where Biÿ1 is a unit lower triangular �iÿ 2� � �iÿ 2� matrix,

Ciÿ1 � � � . . . �
0 0 . . . 0

� �
2 R2��iÿ2�; a � d1; d2 � � � diÿ1; b � di and

Diÿ1 � diag�di�1; . . . ; dn� (according to the MATLAB notation we have
Dnÿ1 � Dn � ���.

Let Li � L�a; b� and decompose Li such that

Li � Ui diag�a; b�V T
i ; �4�
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where Ui; Vi 2 R2�2 are orthogonal. Now we are in position to con-
struct Ai � Aiÿ1 such that Ai � QiAiÿ1ZT

i , where Qi; Zi 2 Rn�n are or-
thogonal and have the form

Qi �
Iiÿ2 0 0
0 Ui 0
0 0 Inÿi

0@ 1A; Zi �
Iiÿ2 0 0
0 Vi 0
0 0 Inÿi

0@ 1A;
where Ik denotes the k-th identity matrix. Then the matrix Ai has the
structure

Ai �
Biÿ1 0 0

UiCiÿ1 Li 0
0 0 Diÿ1

0@ 1A; �5�

so the only thing to compute is the product UiCiÿ1 2 R2��iÿ2�.

Step 4. Set A � An.

Remark 1. In order to obtain a decomposition of a lower triangular 2� 2 matrix
Li given in (4), i.e. Li � Ui diag�a; b�V T

i , where Ui; Vi are 2� 2 orthogonal matrices
we can use a stable SVD decomposition (for example in MATLAB). If a < b and we
have the SVD decomposition Li � ~Ui diag�b; a� ~V T

i , where ~Ui; ~Vi are orthogonal,

then we set Ui � ~UiT ; T is a permutation matrix T � 0 1
1 0

� �
. Other stable al-

gorithms for computing the SVD decomposition of a triangular 2� 2 matrix are
outlined in [2, Sec. 2.6.6]. Notice also that Ui; Vi are either Householder or Givens
matrices, i.e. are in one of the following two forms

cos h sin h
ÿ sin h cos h

� �
;

cos h sin h
sin h ÿ cos h

� �
.

At the end of this section we present the code of our algorithm in M-®le in
MATLAB.

function A=ut_svd(d);

% UT_SVD Unit triangular matrix with prescribed singular
values.

% A=ut_svd(d) produces unit triangular matrix A (n�n)

% with prescribed singular values

% d(1)>=d(2)>� � � � >=d(nÿ1� >=d(n) such that

% d�1� >� 1;d�1� � d�2� >� 1; . . . ;d�1� � d�2� � � � �d(nÿ 1� >� 1

% and d�1� � d�2� � d(n) � 1 (the Weyl conditions).

% References:

% N. J. Higham, Accuracy and Stability of Numerical

% Algorithms, SIAM, Philadelphia, 1996, Research Problem

% No. 26.3, p. 528.
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% A. Horn, On the eigenvalues of a matrix with prescribeda

% singular values, Proc. Amer. Math. Soc. 5, 1954, pp. 4--7.

n � max(size (d��;
d � d�:�0; % Ensure d is a row vector:
dd � sort�d�;
% Permute of d�1�;d�2�; . . . ;d�n�:
k � find�dd < 1�;
if �� ��; A � eye�n�;return;end
` � max�k�;
a � dd�`�;
b � dd�`�1�;
d � �a, b�;
dd�`� � 0;

dd�`� 1� � 0;

i = 1; j = 0;

while any�dd�
c � a � b;

if c < 1;
i = i�1;

y = dd�l�i�;
p = `+i;

else
j = j�1;

y = dd�`ÿj�;
p = `ÿ j;

end
d = [d, y];

dd(p) � 0;

a = c; b=y;

end
% Construct matrix A:
A � diag�d�;
a = d(1); b = d�2�;
pom � ��aÿ1� � �1ÿ b�� � ��a�1� � �b� 1��;
c � sqrt(pom);

L � �1 0;c a �b�;
A�1 : 2;1 : 2� � L;

il � cumprod (d);

for s � 3 : n;
a � il�sÿ1�;
b = d(s);

pom � ��aÿ1� � �1ÿb�� � ��a�1� � �b�1��;
c � sqrt(pom);

L � �1 0;c a �b�;
�U, S, V� � svd(L);
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if a < b, U = U�:; �2;1��;end %Interchange columns of U �2�2�:
A�sÿ1 : s;1 : �sÿ2�� � U �A�sÿ1 : s;1 : �sÿ 2��;
A�sÿ1 : s, sÿ1 : s� � L;

end

3. Numerical Examples

To illustrate our results we present some numerical experiments. All computa-
tions were carried out inMATLAB with unit roundo� q � 2:2eÿ 16. We used the
SVD decomposition ([2]) to compute the singular values.

Notice that the cost of the algorithm is 3n2 ¯ops plus �nÿ 1� calls of SVD for a
2� 2 matrix for the stage II, where a ¯op is a ¯oating operation [4]. Thus the total
cost of our algorithm is of order O�n2�, counting the sorting of an input vector d,
which may satisfy the Weyl conditions but not be ordered descendently (the
expected complexity is 1.4n log n).

Numerical properties of the proposed algorithm depend mainly on the accuracy
of SVD routine for 2� 2 triangular matrix. A very sophisticated algorithm
SLASV2 for computing singular values and vectors of triangular 2� 2 matrix to
nearly full machine precision is given in [1]. Our algorithm is done by applying
stable 2� 2 orthogonal transformations, hence possesses good numerical e�-
ciency.

In each example we evaluate relative error between the given vector
d � �d1; . . . ; dn�T of prescribed singular values and vector s � svd�H�, where H is
the lower triangular matrix obtained from our algorithm. We remind the well
known the Wielandt-Ho�man theorem [2] on the sensitivity of singular values.

Theorem 4 (Wielandt-Ho�man). Let A and ~A � A� E 2 Rn�n have singular values
r1 � r2 � � � � rn and ~r1 � ~r2 � � � � ~rn, respectively. Then

krÿ ~rk2 � kEkF ; �6�

where r � �r1; . . . ; rn�T and ~r � �~r1; . . . ; ~rn�T .

Example 5. The ®rst example is the problem with a vector d of singular values
derived from the Pascal matrix A�n� n�, i.e. A = pascal �n�. For given A we form
the lower triangular matrix L�L � tril�A�� and then compute a unit triangular one
as follows B � diag�aÿ111 ; . . . ; aÿ1nn � � L. Next as a vector d we take d � svd�B� and
execute our MATLAB script: H � ut svd�d�. The singular values of matrix B are
very close to each other, so this is another challenge for our method. For di�erent
n the relative errors err � kdÿsk2

kdk2 ; s � svd�H� are shown in the table given below:

n 5 10 20 50 70

err 1.35e)16 4.00e)16 3.95e)16 7.75e)16 7.95e)16
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It is worth noting that in each cases relative error err has the same magnitude as
the unit roundo�.

Example 6. For the purpose of this example we have written a M-®le weyl
�n;k�1, which randomly generates vectors d satisfying the Weyl conditions, where
n denotes the length of d and k is the number of entries d such that di > 1. As in
the previous example we present the results for various vectors d of prescribed
singular values and obtained relative errors in the table given below.

The e�ciency of our algorithm, as the relative error is concerned, is again worth
mentioning.
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