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Abstract

The different communications of users in social networks play a key role in effect to
each other. The effect is important when they can achieve their goals through different
communications. Studying the effect of specific users on other users has been modeled
on the influence maximization problem on social networks. To solve this problem,
different algorithms have been proposed that each of which has attempted to improve
the influence spread and running time than other algorithms. Due to the lack of areview
of the meta-heuristic algorithms for the influence maximization problem so far, in this
paper, we first perform a comprehensive categorize of the presented algorithms for this
problem. Then according to the efficient results and significant progress of the meta-
heuristic algorithms over the last few years, we describe the comparison, advantages,
and disadvantages of these algorithms.
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1 Introduction

Recently, social networks have become increasingly popular among users. With the
use of the increasing of the social network users, the effect of these networks on
society has increased. Examples related to these effects are: preventing the spread of
a particular disease, selling factory products, and advertising presidential candidates.
In these examples, the essential problem is how to selecting influential users so that
these users could maximize their influence on other users in the social network. This
problem to Influence Maximization Problem (IMP) has modeled, and its goal is the
finding of top-k influential nodes with maximum effect in a social network [1-4].

The IMP is one of the hard optimization problems first presented by Domingos and
Richardson to identify influential customers that lead to more sales in viral marketing
through word-of-mouth [5, 6]. In this marketing, with the goal of extensive advertising,
the specific customers with the most influential in a short time among other individuals
are selected [7-10]. The influence spread indicates the number of active individuals at
the end of the diffusion process, and the running time indicates the time of selecting
influential individuals during the diffusion process.

Kempe et al. [1] in the year 2003, proved that the IMP is an NP-hard problem and
have presented a greedy algorithm to solve it named General Greedy algorithm. This
algorithm guarantees an approximation factor 1 — 1/e >~ 0.63123 [11]. Due to the
high running time of the General Greedy algorithm, especially on large-scale graphs,
the High Degree algorithm presented, which has a higher speed than the General
Greedy algorithm [1], while its influence spread also is lower than the General Greedy
algorithm. Then, the researchers presented different algorithms based on two essential
challenges in the IMP: the influence spread and running time.

There is some survey like [12—17] on social influence analysis. The authors of [12]
focus on the simulation-based, the proxy-based, and the sketch-based approaches.
Banerejee et al. provided a comprehensive understanding of the IMP, target set selec-
tion in a social network and social influence [13]. Sun et al. presented a survey about
statistical measurements related to social similarity and influence such as centrality
[14]. Li et al. [15] investigated the research methods about epidemics and influence
models such as the SI model, independent cascade model, linear threshold model. Pei
etal. described some of the most important theoretical models and spreading processes
[16]. Pastor-Satorras et al. provided a coherent presentation of epidemic processes
[17]. These surveys are rather incomplete because an abundance of meta-heuristic
algorithms have been developed. Also, the meta-heuristic algorithms are a trade-off
between influence spread and efficiency. That’s why compared with the existing sur-
veys, this paper focuses on presenting a comprehensive survey on the meta-heuristic
algorithms for the IMP.
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These algorithms based on their methods and frameworks divided into five dif-
ferent categories. One of these is the meta-heuristic algorithms that have recently,
with efficient results and significant progress in finding influential nodes, attracted the
attention of researchers. Given the importance of these algorithms, in this paper, we
first analyze the IMP algorithms, then, in particular, review the meta-heuristic algo-
rithms for the IMP in social networks, and in the following, compare these algorithms
with each other. Also, evaluations show that greedy algorithms are inefficient and
the influence-path based algorithms improve the running time of greedy algorithms,
but the running time of this algorithm needs further improvement in large-scale net-
works. Heuristic algorithms are very fast but do not have optimal penetration spread.
Community-based algorithms to improve running time ignore inappropriate commu-
nities. The meta-heuristic algorithms are a trade-off between influence spread and
efficiency.

The main purposes of this paper are:

e Providing a comprehensive categorize based on the IMP algorithms in social net-
works.

e Analysis of the IMP algorithms in social networks based on their methods.

e Reviewing and comparing different meta-heuristic algorithms for the IMP in social
networks.

It is noteworthy that so far, no comprehensive comparison of the meta-heuristic
algorithms for the IMP has been performed.

This paper is organized as follows: Sect. 2 describes the background of the IMP in
the social networks. In Sect. 3, the IMP algorithms, and in particular, the meta-heuristic
algorithms for the IMP, are reviewed. Sections 4 and 5 describes the discussion and
general conclusions of the meta-heuristic algorithms for the IMP in social networks.

2 Background

In this section, we introduce the following two aspects: problem definition and different
diffusion models.

2.1 Problem definition

Kempe et al. proved the IMP in social networks is an NP-hard problem and formulated
it [1]. Hence, to find influential nodes according to the social network graph G(V, E),
the set S consists of k nodes is selected (S C V(G)). The feature of these nodes is
the information diffusion in the graph under a diffusion model to the largest number
of nodes in the least time, where V(G) = {vy, v2, ..., v,} represents the set of graph
nodes and E(G) = {ej, e2, ..., ey} represents the set of the graph edges. Also, n =
|V (G)] is the total number of graph nodes and m = |E(G)] is the total number of
graph edges. Also, kK named seed node in set S and the size of the set S is | S| = k. So,
the optimal seed set, S*, is obtained based on Eq. (1) [1].

§* = argmaxscy |s1=ko (S) (D)
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In Eq. 1, o(S) is an objective function that gives the expected influence spread
on the graph G(V, E) in the final of the diffusion process and S* represents the k
nodes with the maximum influence spread in the graph. Kempe et al. proved that the
objective function ¢ (S) is monotonicity and submodular [1]. Thus, the function o (S)
is monotonicity, if Eq. (2) for any set S and any node v ¢ S is established [12].

FSU{v)) = f(9) 2

Also, the function o (S) is submodular, if Eq. (3) is established when S C T [12].
FSUh) = f(8) = f(T U{v}) — f(T) 3
2.2 Diffusion models

Information diffusion in social networks means spreading the data, rumor, knowl-
edge, advertise, and the like that are done by the society individuals through their
communication [18]. This process is one of the important problems in the analy-
sis of the social network. As mentioned in the problem definition section, The IMP
has done under a diffusion model. Researchers proposed different diffusion mod-
els in the social networks including Independent Cascade (IC) Model [1], Weighted
Cascade (WC) Model [1], Linear Threshold (LT) Model [1], Susceptible-Infected
(SI) model [19], Susceptible-Infected-Susceptible (SIS) model [19] and Susceptible-
Infected-Recovered (SIR) model [19]. Of course, three diffusion models IC, WC, and
LT are the most widely used models in the IMP. First, Kempe et al. used these three dif-
fusion models for the IMP in social networks [1]. These three models are probabilistic
diffusion models [10]. In the following, these diffusion models are described.

2.2.1 Independent Cascade (IC) Model

This model is used to model information cascades in social networks so that a node
can only influence on nodes that it is connected to. Each node has two states: active
or inactive. A node, after activated, can activate its neighbor nodes with activation
probability p, , € [0, 1]. Also, nodes change from inactive to active, but not vice
versa. In other words, In the IC model, the node v that becomes active at the time ¢
has, in the next time ¢ + 1, one chance of activating each of its neighbor node u with
activation probability p, ,. The activated node generates a random number between
zero and one for each its neighbor. The diffusion process continues until no other new
nodes can be activated [7]. Algorithm 1, shows the pseudo-code related to the process
of the IC model [19].
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Algorithm1: Independent Cascade (IC) model
Require: graph G(V, E), set of seed nodes Ay, activation probabilities p;,,,
Return Final set of activated nodes Ao
1:i = 0;
2: while 4; # {} do
3 i =1+ 1,
A ={}
forallv e A;_; do

for all u neighbor of v,u & U%_ 4; do

rand = generate a random number in [0,1];

® R AUnk

ifrand < p,, then
9: activate u;

10: Ai = Ai V) {u}

11: end if

12:  end for

13: end for

14: end while

15: Ag = Ub_o 4

16: Return A,;

2.2.2 Weighted Cascade (WC) Model

Different between the IC model and the WC model is their activation probability so
that these two diffusion models work just the same as each other. The WC model has
a changeable activation probability p(v, u) = 1/d,, where d,, is the degree of node u
in undirected graphs and is the in-degree of node u in directed graphs while activation
probability in the IC model is the constant value [20].

2.2.3 Linear Threshold (LT) Model

In this diffusion model, each node v has a random threshold value (8, € [0, 1],v € V)
and this threshold is independent of all other thresholds. Also, every u € N (v) has a
nonnegative weight w, , < 1 that Zu eNwWuv = 1 that N(v) is the neighbours of
node v (w, , is the influence weight on the edge(u, v)). In each timet, the inactive
node will become active, iquE Na(w) Wi,o = 6,, where N%(v) is the set of active
neighbours of node v [12]. Algorithm 2, shows the pseudo-code related to the process
of the LT model.
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Algorithm2: Linear Threshold (LT) model
Require: graph G(V, E), set of seed nodes 4,
Return Final set of activated nodes Ao,

1:i = 0;

2: while 4; # {} do

3 i =104+ 1

4 A4 ={

5: forallv € A;_4 do

6: for all u neighbor of v,u € U;'=o Aj do

7: 0, = generate a random number in [0,1];

8: if Yuenaq) Wy = 0y then //N®(v) is the set of active neighbours of node v

9: activate v,
10: Ai = Ai V) {U}

11: end if
12:  end for
13: end for

14: end while
15: Ay = U}:oAj
16: Return A ;

2.2.4 Susceptible-infected (SI), Susceptible-infected-susceptible (SIS)
and susceptible-infected-recovered (SIR) models

These models are epidemic diffusion models. Some researchers have used the epidemic
models to simulation the infection and recovery processes of nodes for the IMP in social
networks. Disease diffusion starts from a set of infected seed nodes. The simplest
epidemic model is the SI model. In this diffusion model, each node has two states:
susceptible and infected. When a node has a susceptible state, it can potentially get
infected by the disease, and when a node v is infected, it will remain infected forever
and spreads disease to its susceptible adjacent node u with a probability w,,. The SIS
model is also similar to the SI model. Different between the SIS model, and the SI
mode that is an infected node v can become susceptible again with a probability y,.
Also, in the SIR model, each node has three states: susceptible, infected, and recovered.
The SIR model is also similar to the SI model, but in the SIR model, when a node v
is infected, it has a probability of y, to recover and becomes immune to the disease,
which means v will not get infected any more [15].

3 The IMP algorithms in social networks
In this section, we introduce the following three aspects: categories of IMP Algorithms,

theoretical analysis of the IMP algorithms, and a survey of meta-heuristic algorithms
for the IMP in the social networks.
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Fig. 1 The categorization diagram of the IMP algorithms in the social networks

3.1 Categorization of the IMP Algorithms in social networks

Researchers have presented different algorithms for finding influential nodes, that they
have tried to improve the before presented algorithms. Researchers, different catego-
rizations for these algorithms have been proposed [10, 12, 13, 21, 22]. In this survey,
these algorithms based on their framework and method divided into five categories:
(1) Greedy algorithms, (2) Heuristic algorithms, (3) Community-based algorithms, (4)
Influence path-based algorithm and (5) Meta-heuristic algorithms. Figure 1, shows the
categorization diagram of the IMP algorithms in social networks.

Greedy algorithms are often used to solve hard optimization problems. These algo-
rithms are based on General Greedy algorithms that have been proposed to improve
the inefficiency of General Greedy algorithms. The main idea in these algorithms is to
use Monte Carlo simulation for influence spread calculations. The optimal selection
of seed nodes depends on the number of repetitions of Monte Carlo simulation that in
each round of Monte Carlo simulation, one node is added into the seed set that has the
largest marginal contribution to Eq. (1). These algorithms make the best possible choice
according to the problem conditions. Of course, their goal is to optimize the problem
by continuing this approach. In many cases, a greedy process offers approximations
of acceptable results with high accuracy and guarantees an optimal approximation
factor, but these algorithms often have high running time, especially on the large-scale
graphs. General Greedy [1], CELF [23], NewGreedyIC [24], NewGreedyWC [24],
CELF + + [25], StaticGreedy [26] and SMG [27] algorithms are examples of greedy
algorithms for the IMP. A theoretical analysis of these algorithms is shown in Table 1.
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In this table, the general information of the IMP algorithms, including the category of
each algorithm, the publication year of the algorithms, information diffusion model
used, the time complexity of each algorithm, used data set, the scale of the data sets,
and comparable algorithms is shown. The scale of the data sets are small, medium and
large. Small, medium, and large scales are considered S, M, and L respectively. Also,
v/ means used, and X means not used.

The heuristic algorithms can find good and near-optimal solutions at a low run-
ning time for hard optimization problems. Influential nodes have certain topological
features in social networks, so the main idea in these algorithms is to use the graph
topology feature on the selection of seed nodes. Algorithms [1, 18, 24, 28-30] and [31]
use only one graph topology feature, while Algorithms [32, 33] and [6] use a combina-
tion of several graph topology features to select seed nodes. These algorithms are often
used to solve problems to reduce the running time of greedy algorithms. High Degree
[1], DD [24], PageRank [31], VoteRank [28], LIR [30], HybridRank [32], LGIM [33],
IMMRA [6], and GIN [36] algorithms are examples of heuristic algorithms for the
IMP. Table 2 shows a theoretical analysis of these algorithms. Researchers to improve
the scalability in social network graphs, community-based algorithms for a finding
of the influential nodes have presented. These algorithms, according to the similari-
ties between the nodes of each community, such as having a common interest with
each other, have been proposed. The main idea of a community-based algorithm is to
reduce the computational overhead of influence spread by eliminating communities
that are not suitable for selection of seed nodes. Also, in these algorithms, candi-
date nodes in each community are selected and then seed nodes are selected from
the set of candidate nodes. CGA [37], IM-LPA [38], CoFIM [22], PHG [39], C2IM
[40], ICIM-GREEDY[41], ComBIM [42] and TI-SC [43] algorithms are examples
of community-based algorithms for the IMP. A theoretical analysis of these algo-
rithms is shown in Table 3. Influence spread on some specific paths in the graph can
increase. Therefore, researchers have presented different algorithms by identifying
of the specific paths from the graph with the goal of increasing speed to the finding
of the influential nodes and achieving high influence spread. The SPIM [44], LDAG
[45], PMIA [46], SIMPATH [47], MIA [48] and IPA [49]algorithms are examples of
influence path-based algorithms for the IMP. The main idea in these algorithms is to
calculate the influence spread based on the diffusion path. Also, influence is limited
to local regions, so these algorithms examine the diffusion path locally to reduce the
computational overhead of influence spread in social networks. A theoretical analysis
of these algorithms is shown in Table 4.

One of the main problems of heuristic algorithms is their fast convergence and
being fall into local optimum points, so the researchers have presented meta-heuristic
algorithms to solve the heuristic algorithms problem. The meta-heuristic algorithms
provide acceptable and efficient results by having local optimum solutions and appli-
cations in various problems. The algorithms of SA [50], SAEDV [50], GNA [51],
DPSO [52], DDSE [53], DBA [54], ELDPSO [55], ELDPSO — CC [55], ELDPSO —
BC [55], ADPSO [56], ADABC [57], GWIM [58] and DSFLA [59] are examples of
meta-heuristic algorithms for the IMP. The main idea in meta-heuristic methods is:

e use the cost function with less computational complexity
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A survey on meta-heuristic algorithms for the Influence 2451

use of candidate nodes, including highly centralized nodes

population initialization in local and global search with candidate nodes
define discretization rules and operators

use expected diffusion value as a cost function

In these algorithms, the computational overhead is reduced by eliminating the
Monte Carlo simulation and using expected diffusion value as cost function. Also,
Meta-heuristic algorithms in IM problem using specific steps and by searching the
problem space to find the optimal solution. These steps are:

Create an initial population

Update the initial population with a local search

Update local solutions with global search

Select best fitness solutions

Repeat steps 2 to 4 until reaching the stop condition

Update the final solution

Calculate the influence spread of the solution in step 6 with the diffusion models

Nk whD =

A theoretical analysis of the IMP algorithms in social networks is shown in Table
5. Also, the explanation of each symbol of the time complexity column is shown in
Table 6.

3.2 The meta-heuristic algorithms for the IMP in the social networks

In the paradigm of solving optimization problems by meta-heuristic algorithms, deter-
mine the solution space, and create an objective function is a necessity for each
problem. In the following, evolutionary operations are used iteratively to find an opti-
mal solution. In generally, in these algorithms by defining a cost function, the problem
is modeled as an optimization problem, and methods like evolutionary optimization
algorithms are applied to solve it. The use of meta-heuristic algorithms for the IMP
was first presented by Jiang et al. by introducing both SA and SAEDV algorithms
[50]. Then, the researchers have presented different algorithms based on the genetic
algorithm to find influential nodes in the social networks [51, 60-63]. Also, other
algorithms were presented for the IMP based on meta-heuristic algorithms using two
approaches. These two approaches are: (1) the using of the influence spread estimation
function as a cost function and (2) the using of the evolutionary rules in meta-heuristic
algorithms. Accordingly, the first approach uses the Expected Diffusion Value (EDV)
function or the Local Influence Estimator (LIE) function or Three Layer Comprehen-
sive Influence Evaluation (TLCIE) or entropy of the worthiness function. Also, the
second approach uses rules for discretization, local search, and global search. First,
Gong et al. have used these two approaches to finding the influential nodes, and they
have presented a meta-heuristic algorithm based on the particle swarm optimization
algorithm called DPSO [52]. Given the acceptable and efficient results of the DPSO
algorithm for the IMP, other meta-heuristic algorithms including the DDSE [53], DBA
[54], ELDPSO [55], ELDPSO — BC[55], ELDPSO — CC[55], ADPSO [56], ADABC
[57], GWIM [58] and DSFLA [59] algorithms from these two approaches to finding
the influential nodes in social networks have used. In the following, these algorithms
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Table 6 The explanation of each symbol of the time complexity

Symbol Explanation

k The number of seed nodes

R The number of Monte Carlo simulation

N The number of nodes in the graph

M The number of edges in the graph

T The number of iterations

R The number of Monte Carlo simulation required by the StaticGreedy algorithm
M The average number of active edge in the snapshot obtained by sampling
N The number of nodes with LI value being 0 in the LIR algorithm
pop The size of source node set in LGIM algorithm

D The average degree of the graph nodes

T’ The number of time steps during the label propagation

kmax The maximum node degree

n The number of the candidate nodes

m' The number of the candidate edges

¢ the number of nodes in communities

Ig Time complexity for LDAG construction for single node

ng Maximum possible nodes in a single LDAG

mg Maximum the possible edges in single LDAG

Py Maximum the possible path from a node

Oy Max number of influence paths from a single node

Ny Max number of influence paths between any two nodes

¢ The number of parallelized process

8max The number of iterations in the meta-heuristic algorithms

n The size of the population in the meta-heuristic algorithms

m The number of the memeplexes

C The number of communities

P The size of elite node set

M The average of the sum of the number of three layers neighbors of the initial node set
V; The number of k nodes with the lower random value from population
D

The second-order degree of nodes

are described. Figure 2, shows the timeline diagram of the meta-heuristic algorithms
for the IMP in the social networks.

3.3 Simulated annealing (SA) algorithm

Simulated Annealing is an Intelligent Algorithm that simulates the process of metal
annealing and optimizes the solutions of a number of NP-hard problems, e.g., the
IMP in social networks [50]. The first meta-heuristic algorithm for the IMP is the SA
algorithm by Jiang et al. based on the simulated annealing algorithm presented [50].
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Fig. 2 The timeline of the meta-heuristic algorithms for the IMP in the social networks

This algorithm finds influential nodes with creating an initial solution and updating by

neighbor solution and repeating this process. Since the neighbor solution is updating

by the Monte Carlo simulation, the computational complexity of this method is high.

This algorithm consists of five basic steps [50]: (1) creating an initial solution S and

an initial temperature 7 = Ty, and the calculating of the cost function for an initial

solution by o (S) that S C V., |S| = k, (2) the searching of neighbor solutions for
/

the current solution, the creating of a new solution § (Fig. 3) and calculating of the
cost function for current solution bsso (), (3) If Af < 0, the new solution is a better
solution, so will replace the current solution i (Af = o (S) — o (S)) andif Af > 0, the
new solution will replace the current solution with a possibility p; ; = exp(%“), @)
reducing of the temperature after a number of iterations for searching of the neighbor
solutions (T = T — AT) and (5) stop of the algorithm when the temperature reaches
the final temperature 7'y.

The advantages of the SA algorithm are: (1) higher influence spread than DD,
CGA, and NewGreedy algorithms, (2) lower running time than CGA and NewGreedy
algorithms, (3) using the large-scale data sets, and (4) comparison with greedy and
heuristic algorithms, but the iteration number of Monte Carlo simulation for computing
of the influence spread is expensive and has led to the high running time in this
algorithm.

Figure 3 depicts the local search steps around an S solution. In the SA method, the
search is done to find the optimal solution in the problem space by creating an initial
solution and updating the solution. Figure 3 shows the generation of an initial solution
consisting of k nodes. In this solution, the second node is selected randomly. From
the neighbors with a distance of one of these nodes, the third neighbor is randomly
selected from the j neighbors and replaces the second node. Therefore, a local search
is done around the S solution.
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Fig. 3 A simple example of I = | = I = | I — | = |
creating the new neighbor S | 72 ] T e
solution in the SA algorithm
| V21 | V22 | V23 I .......... I V2,(-1) | vy I
S [ [ 25 | v [oo IE=NEE

3.4 SAEDV algorithm

To improve the SA algorithm, SAEDYV, and SASH presented. The expected diffusion
value of the SAEDV algorithm as a cost function improves running time in the SA
algorithm. The roulette wheel selection with high degree nodes of the SASH algorithm
improves running time and influence spread in the SA algorithm. Jiang et al. have
presented another meta-heuristic algorithm called SAEDV to improve the efficiency
of the SA algorithm [50]. To compute o (S) for a solution set S, the existing the IMP
algorithms need R times simulations that This is computationally expensive and needs
to run at least tens of thousands times to obtain an accurate estimation, which is very
time-consuming. The SAEDV algorithm works just the same as the SA algorithm,
except for computing of the cost function o (S). This algorithm uses the EDV function
by Eq. (4) [50] to replace the diffusion simulations when computing o (S) for a solution
set S to cut down the computation cost and estimates the influence spread of a target
set S in the SA algorithm, instead of using spreading simulations for R times.

EDV(S) = Z 1—(1—p)® )

L1
iNd/s

where, N él) represents the direct neighbors (one-hop) of, and ie N gl)/ S represents

that i belongs to N él) but not to S. Also, p is the value for activation probability,
and 7 (i) denotes the number of links between node i and the initial node set S. The
SAEDV algorithm is speeder than the SA algorithm but neglects some important real-
world influence factors for real-world social network composed of countless nodes
and relations between them that reduces the simulation accuracy of real information
communication modes [57]. The advantages of this algorithm are the use of the EDV
cost function and removal of Monte Carlo simulation, which leads to increased running
time. Local search and creating many neighbor solution, low influence spread than
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Fig. 4 A simple example for illustrating how crossover works in the GNA algorithm

the SA algorithm is one of the advantages of this algorithm. The disadvantages of the
SA algorithm have been eliminated by improving local search in the SASH algorithm.
One of the advantages of the SASH algorithm is the use of the roulette wheel selection
to generate a local solution. But the number of iterations in the SASH algorithm is
still the same as in the SAEDV algorithm. One of the disadvantages of this algorithm
is the lack of use of special nodes, including nodes with a high degree of centrality to
creating an initial solution.

3.5 GNA algorithm

In the GNA algorithm, the main goal is to combine the NewGreedy algorithm and the
genetic algorithm. In the genetic algorithm, the influence of each node in the solutions
is calculated based on the NewGreedy algorithm. High influence nodes are used to
create a crossover solution. The use of this algorithm has led to a better local search
in the genetic algorithm. Jiang et al. have presented the GNA algorithm based on the
genetic meta-heuristic algorithm for the IMP [51]. This algorithm consists of five basic
steps: (1) initialization, (2) update by the NewGreedy Algorithm, (3) selection step that
selects the top chromosomes based on the influence of the chromosomes to participate
in the crossover and uses the roulette wheel to selecting of the chromosomes. So
the higher the influence of a chromosome, the higher the chance of being selected,
(4) crossover step that removes useless node based on the influence spread of the
seed nodes, and (5) mutation step which to find a better solution helps to the GNA.
Figure 4 shows how crossover works in the GNA algorithm [51]. Figure 4 represents
the generation steps of creating a crossover. Hence, two parents are initially selected
and then the diffusion rate of each of the k nodes is calculated for the parents. After
that, the nodes are sorted based on the diffusion rate and from 2k nodes, the number
of k nodes with the highest diffusion rate is created as the crossover solution.

Disadvantages of this algorithm include not providing a solution for global search,
increasing the number of iterations compared to the SA algorithm and not using
conventional diffusion models.

3.6 DPSO algorithm

Gong et al. have presented the DPSO algorithm based on the particle swarm optimiza-
tion algorithm to optimize the local influence criterion [52]. In the DPSO algorithm,
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the DPSO algorithm uses the expected local influence estimation as a cost function.
Also, discretization rules are used to update the created solution in this algorithm.
In this algorithm, population initialization is based on high degree nodes. However,
local search is useful for improve convergence. Moreover, they have introduced a
degree based heuristic initialization strategy and a network-specific local search strat-
egy to speed up the convergence. The EDV function only takes the neighbors of seed
nodes into consideration, which cans only effectively tackle the situation with a small
activation probability in the IC model. Therefore, the DPSO algorithm is designed a
new function named Local Influence Estimator (LIE) to obtaining a suitable trade-off
between running time and accuracy to compute the influence spread for set S by Eq. (5)
[52].

LIES) =k+ |1+ opai| Y i [ a-pip

(1
‘N /S‘ uN® /s NS (i.j)€E.jes

&)

where N ;1) represents the direct neighbors (one-hop) of set S and N §2) represents the
neighbors (two-hop) of set S. Also, p}* is the activation probability of node i under a

diffusion model, d; is the number of edges of a node u within N él) and N éz), which
represents the number of activated probability for a node u, that generally d; < pZ.

In the DPSO algorithm for the first time, the original form of the meta-heuristic
algorithms that are used to solve continuous problems is modified. Accordingly, a
number of specific rules have been used to discretization the solutions and to update
them. To update the best solution in each iteration, each node is replaced with its
neighbor. Figure 5 shows the discretization of the particles in the DPSO algorithm.
Figure 5 indicates the local and global search steps in the PSO algorithm. This method
includes three matrices with the dimensions 7 ,,, row and k column. The matrices
represent the initial population, velocity, and the best local solutions, respectively.
Moreover, the vector of the best global solution represents the best solution up to the
current iteration. This method uses discretization rules to update the initial population
solutions. As seen in the figure, x;; refers to the node in row i and column j in the
initial population matrix. In this method, two steps are taken to update the matrix X,
which are described below.

1. Initializing the row i and column j of the velocity matrix that is:

o A local intersection binary vector is initialized. If the node x;; among the nodes in
row i from the best local solution matrix the jth value of the local intersection vector
is zero; otherwise, it is one.

o A global intersection binary vector is initialized. If the node x;; among the nodes in
the best global vector the jth value of the local intersection vector is zero; otherwise,
it is one.

e The weighted sum of the local intersection, global, and velocity vectors in the ith
row leads to the initialization of the velocity matrix.
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Fig. 5 Discretization of the particles in the DPSO algorithm

2. Initializing the initial population matrix

If v;; < 2, x;; value is kept unchanged; otherwise, x;; is randomly replaced by one
of the graph nodes.

After updating the matrix x, the local population matrix, and global population
vector update steps are performed. If row i of the matrix x has more fitness than the
row i of the local population matrix, this row of the local population matrix is updated
with the matrix x. Local search for each node in the best solution of the current iteration
leads to the updating of the best global solution vector.

The advantages of this algorithm are the using of the discretization rules, the using
of the LIE function as the cost function, and using two IC and WC models. The disad-
vantages of the DPSO algorithm are higher running time than the SAEDV algorithm,
the lack of using the large-scale data set, and the lack of comparability with the new
algorithms.

3.7 DDSE algorithm

Cui et al. have proposed the DDSE algorithm based on the memetic algorithm for the
IMP [53]. In DDSE algorithm uses a degree descending search strategy to select and
initialization Initial population, multination, and crossover populations. Creating an
initial population with high-grade nodes in each iteration and updating the answer with
a local search optimizes the selection of influential nodes. Also, using the expected
diffusion value function leads to finding influential nodes in low running time. They
have employed two techniques for improving efficiency [53]: (1) Degree-Descending
Search strategy and (2) using of the objective function EDV. Firstly, they have proposed
a degree-descending search strategy (DDS) that is capable of generating a node set
whose influence spread is comparable to the High Degree algorithm. Then, based on
DDS, they have developed the genetic algorithm that is capable of improving efficiency
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Fig. 6 General framework of the DDSE algorithm

by function EDV than greedy algorithms. In addition, a degree descending search
strategy has been employed in initialization, mutation, and crossover operators[53].
Figure 6 shows the general framework of the DDSE algorithm. Figure 6 depicts the
steps of the DDSE algorithm. In the DDSE algorithm, which is a modified version of
the genetic algorithm, we have three matrices with the dimensions of n ., row and
k column. These three matrices represent the initial population, mutation population,
and crossover population, respectively.
The following steps are taken to create the matrix x (mutation):

First, row i and column j from x (mutation) are initialized with x;;.

For eachnode of row i and column j of x (mutation), arandom number is generated.
If random < f, this node is randomly replaced by one of the first nodes up to k x
@+5)

Steps 1 and 2 are performed for each node of row i and column j of the matrix x
(mutation)

The following steps are performed to create the matrix x (crossover):

1. For each node of row i and column j of x(crossover), a random number is gen-
erated.

2. Ifrandom random < cr, x;j(crossover) is initialized with x;; (mutation).

If random > cr, x;j(crossover) is initialized with x;;.

4. Steps 1 and 2 are performed for each node of the row i and column j of the matrix
x(mutation)

W

If the fitness of the ith row of the crossover matrix is greater than the ith row of the
matrix X, the value of the ith row of the matrix x is updated with the values of the row
i of the crossover matrix.

The steps of creating matrices x (mutation) and x (crossover) as well as updating
the matrix x are performed to reach the stop conditions with a certain number of
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iterations. The row of the matrix x with the highest EDV is selected as the solution.
For each node j in this solution, if replacing this node with any of the neighbors led to
increase EDV, the node j is updated with its neighbor.

The main features of the DDSE algorithm are initialize of the solution and generat-
ing diversity randomly by high degree nodes, change the crossover, and mutation steps
in the genetic algorithm. The advantages of the DDSE algorithm are: (1) using of the
high degree nodes, (2) generating diversity randomly and simple, (3) lower running
time than the SAEDV algorithm, and (4) using of the best solution updates after reach-
ing stop condition, through local search. In the DPSO algorithm using discretization
rules, the generated solutions are limited to the initial populations while in the DDSE
algorithm, random change has helped to create diverse solution. In this algorithm,
unlike the DPSO algorithm, local search is not performed in the iteration steps of the
algorithm. Lack of comparison of the results of using the discretization rules and EDV
cost function in comparison with DDSE algorithm is the most important drawback of
this algorithm.

3.8 DBA algorithm

The presentation of the DPSO and the DDSE algorithms for the IMP led to the popular-
ity and use of other meta-heuristic algorithms by researchers such as the bat algorithm.
Tang et al. have presented the DBA algorithm based on the collective intelligence of
the bat population for the IMP [54]. The DBA algorithm uses greedy local search and
discretization rules based on network topology to create populations. Also, this algo-
rithm uses random walk based on a combination of degree centrality and closeness
centrality to update populations. In this algorithm, according to the evolutionary rules
of the original bat algorithm, a probabilistic greedy-based local search strategy based
on network topology has proposed. Then a CandidatesPool has generated according
to the contribution of each node to the network topology to enhance the exploitation
operation of DBA. A CandidatesPool maintaining potential influential nodes [54]. The
main feature of this algorithm is to use discretization rules to generate the solution,
local search, and random walk in the graph. Local search in the DBA algorithm com-
pared with the DPSO algorithm consists of two major differences: (1) Local search has
performed for all neighbors of the solution. In this search has used a probability 50%
to replace of neighbors for every node, and (2) combination of degree and closeness
centralities have used. As such, these two centralities are used for random walk in the
graph and the selection of the candidate nodes. Figure 7 shows the general framework
of the DBA algorithm. Figure 7 represents the steps of the BAT algorithm. Similar
to the PSO method, this method uses discretization rules to initialize and update the
initial velocity and population matrices. The two main differences in this method are
how to update the velocity vector by considering the average of f;,,,x and f;,i, solu-
tion instead of the constant value of 2 in the PSO algorithm and updating x;; with
the candidate pool nodes. These candidate pool nodes are selected by random walk in
neighbors that have a higher degree of centrality and closeness than other nodes.
The DBA algorithm has three main advantages: (1) Comparison with recent algo-
rithms such as DPSO and DDSE, (2) higher influence spread than DPSO and DDSE
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Fig. 7 The general framework of the DBA algorithm

algorithms, and (3) using the large-scale data set. Comparisons made in this algo-
rithm can be concluded that using the LIE function compared to EDV leads to finding
more influential nodes. The disadvantages of this approach are that it influence spread
closer to DPSO in most datasets and longer running time than DPSO. In this algorithm,
random step search and generation of candidate nodes for local search has led to an
increase in running time. Therefore, using other algorithms such as reducing random
walking space by removing nodes with low influence can help increase the speed of
this algorithm.

3.9 ELDPSO, ELDPSO—BC, and ELDPSO—CC algorithms

Tang et al. have presented the ELDPSO algorithm by using a network topology-based
local search strategy to enhance the local exploitation of the DPSO algorithm for the
IMP [55]. In the ELPSOs method algorithm, the order of updating the nodes in the
local search is based on the node degree centrality and closeness centrality measure.
This algorithm improves DPSO results in terms of influence spread.

They have made the further exploration of the DPSO algorithm. They also have
considered the effect of two other centralities including Betweenness and Closeness
on the improvement of local search strategy while recombining the temporary seed
nodes according to the two centralities separately and two other algorithms named
ELDPSO—CC and ELDPSO—BC have presented also. As such, the using of these
centralities for ordering nodes and updating the solution has led improve influence
spread than the DPSO algorithm [55]. In fact, these algorithms work just the same as
the DPSO algorithm, except for the local search these are somehow different. The main
advantage of this algorithm is the improvement of results by focusing on local search.
Updating to Local Search with best neighbor Instead of the first best neighbor, better
results of LIE function than EDV are some of the advantages of this algorithm. Due
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to the lack of comparison of the results of this algorithm with the DPSO algorithm,
the effect of local search with high centrality nodes and updating with the best answer
has not been determined. Lack of provide an algorithm to improve global search is
another disadvantage of this algorithm.

3.10 ADPSO algorithm

Tang et al. have presented an adaptive discrete particle swarm optimization named
ADPSO based on network topology by Label Propagation (LP) algorithm for the IMP
[56]. In the ADPSO algorithm, the topology of graph nodes is used based on the feature
of creating communities with the label propagation algorithm to the initial population.
The purpose of this method is to initialize the population with nodes from different
clusters. This algorithm improves DPSO results in terms of influence spread.

In the ADPSO algorithm, first, community structures are detected by the LP algo-
rithm, then a dynamic encoding mechanism for particle individuals and discrete
evolutionary rules for the swarm are conceived based on network community struc-
ture to identify the allocated number of influential nodes within different communities
[56]. Also, to expand the seed nodes reasonably, a local influence preferential strategy
presented to allocate the number of candidate nodes to each community according to
its marginal gain [56]. Figure 8 shows the general framework of the ADPSO algorithm
[56].

The main advantages of the ADPSO algorithm are: (1) higher influence spread than
the DDSE and SSA algorithms, and (2) comparison with the recent algorithm. The
disadvantages of the ADPSO algorithm are: (1) the lack of comparison with the DPSO
algorithm, (2) higher running time than the IMPC algorithm, and (3) the lack of using
the large-scale data set.

3.11 ADABC algorithm

Ma et al. have presented an adaptive discrete artificial bee colony algorithm (ADABC)
to resolve the Three Layer Comprehensive Influence Evaluation (TLCIE) model for
the IMP and create initialize population with high-degree nodes and the learning
coefficient [57].

In this algorithm, the Comprehensive-Learning Guided (CLG) updating rules, the
degree improvement initialization method, and the semi-abandonment scout bee strat-
egy are incorporated to enhance the search ability [57]. Other meta-heuristic algorithms
use the LIE function or the EDV function to estimate the influence spread. These two
functions estimate the influence spread by one-hop and two-hop nodes of the seed set.
For the first time in the ADABC algorithm, the estimation has computed using the
neighbors of layer three of the initial nodes by [57]. Also, discretization rules such as
DPSO and DBA algorithms have not used. Thus, in the local search and global search
of the ADABC algorithm, each initial population member is updated by combining
the best current solution with the solution from the nodes in the initial population.

Figure 9 shows the general framework of the ADABC algorithm [57]. The advan-
tages of the ADABC algorithm are the higher influence spread and close running time
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Fig. 8 General framework of the
ADPSO algorithm
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Fig. 9 General framework of the ADABC algorithm

than the DPSO algorithm. The disadvantages of this algorithm are the lack of using
large-scale data set and the lack of comparison with other meta-heuristic algorithms
that proposed recently.

3.12 GWIM algorithm

Zareie et al. have presented the GWIM algorithm based on the grey wolf algorithm
for the IMP [58]. In the GWIM method, a cost function is introduced based on the
distance between the nodes. This algorithm is continuously version in IM problem
that improves results in term of influence spread and running time. In the GWIM
algorithm, by using the concept of entropy a fitness function defined. Then, the IMP has
solved using the grey wolf optimization algorithm. The main approaches in previous
meta-heuristic algorithms are: local search to generate a neighbor solution, use of
discretization rules, and use of the EDV or LIE as cost function, but in the GWIM
meta-heuristic algorithm, these three approaches have changed completely. The main
approaches in the GWIM algorithm are: using a specific cost function by Eq. (6) [58],
lack of using local search, and using of the continuous variables instead of using graph
nodes directly.
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wv) - (w(v)

H(s)=— 1 6

© ZW(S)“(w(S) ©
vj N

where s shows the set of nodes located in the layer two and one neighbors of set S and

W(S) is the sum of the worthiness of the nodes in s and is calculated by Eq. (7). In
this Equation, w(v;) is calculated by Eq. (8) [58].

W) = w(v)) @)
w(v;) =1(v)).dj ®)

where d; is the degree of node j and I (v;) is calculated by Eq. (9) [58].

Ivj))= >  pij+ > Pik-Dkj )

ejj€Eandv; €S eix€Eanderje Eandv; €S

where p;; is activation probability from v; to v;. The first section of Eq. (9) calculates
the probability that the node receives the data of its neighbors, which are in set S; it
is considered O if the node has no neighbors in the set S. The second section of the
Eq. (9), calculates the probability that the node receives the data from its layer two
neighbors that are also in set S. The advantages of the GWIM algorithm are the higher
influence spread and lower running time than the DDSE algorithm. Lack of compare
the results of the proposed cost function in this algorithm with the LIE function, lack
of use discretization rules, selection of k£ nodes from n nodes with sorting based on
the random value of each node, are among the main disadvantages of this algorithm.
Running time in the DDSE algorithm is more related to local search, while in this
algorithm the cost function has more running time than the EDV function. Therefore,
removing some nodes with low influence on the cost function can help reduce the
running time of this algorithm. The selection of different p values for each data set is
also one of the disadvantages of this algorithm and the proposed cost function.

3.13 DSFLA algorithm

Tang et al. have proposed an effective discrete shuffled frog-leaping algorithm
(DSFLA) to solve the IMP [59]. The DSFLA method uses a combination of ran-
dom and deterministic walking strategies in local search to create memes in created
populations. This method has been used for better global search. Discretization rules
based on graph topology and local search have led to better populations.

In this algorithm, a new encoding mechanism and discrete evolutionary rules con-
sidered based on network topology structure for virtual frog population. Also, to
facilitate the global exploratory solution, a new local exploitation mechanism com-
bining deterministic and random walk strategies detected to improve the sub optimal
meme in the frog population. In generally, this algorithm used the memetic algorithm
to generate a local search [59]. The main advantages of the DSFLA algorithm are: (1)
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the using of the large-scale data set, (2) higher influence spread than DPSO, SSA, and
DDSE algorithms, (3) comparison with the recent algorithm, and (4) lower running
time than the DPSO algorithm. Three major disadvantages in the DSFLA algorithm
are: (1) lower running time than the DDSE, SSA, and CELF algorithms, (2) lack of
using discretization rules, and (3) lack of comparison with the DBA algorithm.

Table 7 shows the performance comparison of the meta-heuristic algorithms for the
IMP. This table summarizes the advantages and disadvantages of each algorithm with
their time complexity, diffusion model, and objective function. Also, Table 8 shows
used data sets in each meta-heuristic algorithm for the IMP. In this table, column | V|
refers to the number of the nodes in the graph, and column | E| refers to the number of
the edges in the graph. The meta-heuristic algorithms for the IMP have compared with
some baseline algorithms from each category. Table 9 shows compared algorithms
with each meta-heuristic algorithm.

4 Discussion

In this section, we review and compare categorized algorithms. Two criteria, accuracy
(influence spread) and efficiency (running time), are used to evaluate IM algorithms.
Greedy algorithms guarantee the optimal approximation, but the optimal approxima-
tion guarantee depends on the number of repeats of the Monte Carlo simulation. That’s
why, in these algorithms, the process of selecting seed nodes takes several days and
causes the inefficiency of these algorithms, even in small-scale datasets.

Heuristic algorithms have very good running time, but these algorithms do not
guarantee optimal approximation. These algorithms examine only fixed features of the
topology in any social network. But due to the dynamic structure of social networks, the
topology feature may change from one network to another. That’s why, this algorithm
does not have an optimal influence spread on the selection of seed nodes.

Accuracy and efficiency in community-based algorithms depend on the quality
of community detection [64, 65]. If the number of communities discovered is large,
then the running time of the algorithm increases and the influence spread of seed
node selection decreases. But these algorithms try to eliminate small and unsuitable
communities, which has improved the running time of these algorithms. Also, these
algorithms avoid the Rich Club phenomenon. That’s why the selection of seed nodes
from different communities. In the influence path-based algorithms, accuracy and
efficiency depend on local criteria [65]. In these algorithms, optimal approximation is
guaranteed according to local criteria.

Without knowing the features of the graph topology, meta-heuristic algorithms
examine the IM problem as a search space. In these algorithms, without considering
the features of the graph topology, the optimal approximation depends on the number
of iterations, which increases the running time. If the features of nodes are examined in
the social network topology, they converge with a low number of iterations and find the
optimal solutions. Also, these algorithms use cost estimation functions for influence
spread calculations, which eliminates the Monte Carlo simulation in the calculations,
which makes this algorithm benefit from good efficiency. But these algorithms have
running time problems in large-scale social networks.
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Table 7 Theoretical analysis of the meta-heuristic algorithms for the IMP in social networks

Algorithm name

Diffusion model

Advantage

Disadvantage

SA

SAEDV

GNA

DPSO

DDSE

Using large-scale data
sets, comparison with
some of greedy and
heuristic algorithms,
higher influence
spread than the DD,
CGA, and
NewGreedy
algorithms, lower
running time than
CGA and
NewGreedy
algorithms

Using the EDV
function for the first
time and improve the
running time of the
SA algorithm

Higher influence
spread and lower
running time than the
SA algorithm

The use of
discretization rules
and the use of the
LIE function for the
first time

Lower running time
than the SAEDV
algorithm, changes to
the original version
of the Genetic
algorithm and
algorithm simplicity

The high number of
iterations

Lower influence spread
than the SA
algorithm

The use of a higher
number of iterations
than the SA
algorithm and the
lack of using
large-scale data set

The higher running
time than the SAEDV
algorithm, the lack of
using the large-scale
data set and the lack
of comparability with
the new
meta-heuristic
algorithms

The lack of comparison
with the new
algorithms and the
lack of using
large-scale data set

The best influence spread is for greedy algorithms (in the high iteration of Monte
Carlo simulations) but these algorithms are inefficient for selecting seed nodes. It is the
fastest running time for heuristic algorithms, but in general the influence path-based
and meta-heuristic algorithms are a trade-off between influence spread and efficiency.

we use 2 networks (PGP dataset and Gr-QC dataset) to evaluate the influence
spread and running time of the DegreeDiscount and LIR algorithms of the heuristic
algorithms, the TI-SC and PHG algorithms of the community-based algorithms, and
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Table 7 continued
Algorithm name Year  Diffusion model  Advantage Disadvantage
DBA 2018 IC The using the The higher running
large-scale data set, time than the DPSO
the using and DDSE
combination of algorithms
degree and closeness
centralities and
higher influence
spread than the
DPSO and DDSE
algorithms
ELDPSO 2019 IC The higher influence The lack of comparison
ELDPSO — BC spread than the with other
ELDPSO-CC DPSO algorithm, meta-heuristic
using three algorithms, the
centralities: degree, higher running time
closeness, and than the DSPO
betweenness in local algorithm and the
search lack of using
large-scale data set
ADPSO 2019 IC The using clustering of ~ The lack of comparison
nodes, the using of with the DPSO
the large-scale data algorithm and higher
set, and the higher running time than the
influence spread than IMPC algorithm
the DDSE algorithm
ADABC 2019 IC, WC The higher influence The lack of comparison
spread and close with the large-scale
running time than the data set, the lack of
DPSO algorithm, use comparison with
the new influence other meta-heuristic
estimation function algorithms
GWIM 2020 IC Algorithm simplicity, The lack of comparison
the higher influence with the large-scale
spread and lower data set, the lack of
running time than the comparison with
DDSE algorithm, other meta-heuristic
using a specific cost algorithms, and the
function, lack of using
discretization rules
DSFLA 2020 IC The algorithm Lack of comparison

simplicity, the higher
influence spread than
DPSO and DDSE
algorithms, and using
large-scale data set

with the DBA
algorithm and lack of
using discretization
rules
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Fig. 10 Influence spread comparison in PGP dataset under independent cascade model
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Fig. 11 Influence spread comparison in Gr-QC dataset under independent cascade model

the DDSE and SAEDV algorithms of the meta-heuristic algorithms in Figs. 10, 11,
12, 13. Due to Greedy and the influence path-based algorithms lack of efficiency, its
results are not reported for PGP and Gr-QC. Figures 10 and 11 shows the amount
of the influence spread of algorithms under independent cascade models where the
x-axis indicates the number of seed nodes and the y-axis indicates the overall influence
spread. In Fig. 10, DDSE is better than DegreeDiscount, PHG, TI-SC, SAEDV, and
LIR on the PGP network. In Fig. 10, DegreeDiscount and DDSE algorithms have the
same influence spread value. In Figs. 12 and 13, it is obvious that the running time
of SAEDV and is lower other algorithms. However, it is obvious that SAEDV has the
lowest quality in terms of influence spread.
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Fig. 13 Running times on Gr-QC dataset (All times are in seconds)
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5 Conclusion and future work

A certain number of social network users to make the most effect on other users in the
shortest possible time are selected. Due to the challenges of this problem, different
algorithms by the researchers to find influential nodes have been presented. This paper
first defines the IMP. Then, introduces diffusion models and describes the models that
are most commonly used in IMP. In the following, a comprehensive categorize based
on the methods of the presented algorithms for solving the IMP is proposed. Then we
review, compare, and express the advantages and disadvantages of a category of these
algorithms called meta-heuristic algorithms. In addition, the main feature of these
algorithms is the use of diffusion estimation functions as cost function. Also, their
main focus is on the initial population, the use of local and global searches, and the
use of operators for discretization rule.
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Research about a meta-heuristic algorithm may be carried out in the future, in the
following directions:

Time and budget are two important criteria in maximizing penetration, so we will
use these two criteria as multi-objective and constraint meta-heuristics algorithm in
the cost function. In the real world, social networks are dynamic and the structure of
the network changes over time, so the study of meta-heuristic methods in dynamic
and temporary graphs is suggested. Meta-heuristic algorithms do not avoid the Rich
Club phenomenon, so in selecting seed nodes, approaches should be used that these
algorithms avoid the Rich Club phenomenon.
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