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Abstract

This paper introduces a nature-inspired optimized algorithm called modified moth-
flame optimization (MMFO) for usability feature selection. To determine quality of
software usability plays a significant role. This model contains various usability factors
that are divided into several features, which have some characteristics, thus making
a hierarchical model. Here, the authors have introduced MMFO (Modified Moth-
flame optimization algorithm) for the selection of usability features to get an optimal
solution MMFO is an extension of moth-flame optimization algorithm (MFO), which
is based on the navigation method of moths called transverse orientation and to the
best of our knowledge; this algorithm is introduced in software engineering practices.
The selected features and accuracy of proposed MMFO is compared with the original
MFO and other related optimization techniques. The results shows that the proposed
nature-inspired optimization algorithm outperforms the other related optimizers as it
generates a fewer number of selected features and having low accuracy.
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1 Introduction

Usability, an essential software quality factor, used during developments of software.
There are different definitions of the term Usability by different experts. The term
‘usability’ means the simplicity of learnability, remembrance and use of the soft-
ware’s by the end-users. The technical definition of usability is the degree to which a
software product is employed by particular groups to achieve the goal of efficiency,
effectiveness, satisfaction and many other features. ISO/IEC 9126 standard defined
usability as the ease with which users understand the software under specific condi-
tions [1]. The ISO 9241-11 standard describes usability as effectiveness and efficiency
in specified circumstances [2]. The IEEE Std.610.12-1990 standard describes usabil-
ity as learnability, input and output efficiency of the system [3]. Usability as a model
of quality that is made of five characteristics from the interaction outcomes when
a product is used described by ISO/IEC 25010 (2011). ISO 9241-11 (2015) defines
usability as the results from the individual and organizational interactions.

The usability is a vital quality model that should be used to produce a quality
product. The main purpose of this paper is to define usability in terms of hierarchical
model so different factors, attributes and characteristics are combined in hierarchical
manner. To achieve our motive the evolutionary algorithm Modified Moth-flame opti-
mization Algorithm (MMFO) is proposed. Evolutionary algorithms imitate mutation,
reproduction and selection to provide optimized solution to a complex problem. Some
of well-known evolutionary algorithm that has been used to provide optimal solutions
are: Genetic algorithms (GA) imitates natural selection, Cuckoo search (CS) is driven
by cuckoo’s deceiving other birds into raising their young by depositing their eggs
into host nests [4]. Bat algorithm mimics echolocation behaviors of microbats [5].

This work uses the following approaches:

A. Feature selection: It is a method to select the number of features from a noisy
dataset (original set of features) and retain only the important subset of features without
downgrading the performances of the system [6]. Some of Evolutionary algorithms that
have presented work on feature selection are Binary Chaotic Crow Search Algorithm
[71, Binary Bat Algorithm [8], Binary Grey Wolf Optimization [9].

B. Binary Moth-flame optimization feature selection [ 10]: MFO mimics the behaviour
of moths in a space. Moths move spirally to change their positions in the space, This
spiral movement (SM) is the integral part of MFO algorithm as it evaluates the new
positions of moths around flames, allowing moths to fly around the flame instead of
the space between them. MFO uses wrapper-based method for feature selection by
using k-nearest neighbor (KNN).

Many standards that describe usability are given in [1-3, 11-25], but they have
different definitions creating more confusion among experts to understand usability.
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In this paper, our main motive is to define ‘usability’ in a hierarchical manner. The
model contains the usability factors that are divided into features and each feature
has some characteristics thus eliminating confusions and inconsistency among the
experts. We have also presented a bio-inspired optimization algorithm for selection of
usability feature called MMFO. MMFO is a modification of MFO for feature selection.
To the best of our knowledge, we would also like to state that MFO is never applied
for selection of usability features. A dataset is also prepared for the same by doing a
survey. The main contributions of the proposed work are provided below:

e This work uses the term ‘usability’ in the context of software development using
hierarchical model, which has been defined by the authors in their existing work
[26].

e A modified nature-inspired optimized algorithm is being presented for selection of
usability features.

e The introduced MMFO (Modified Moth-flame optimization Algorithm) for selec-
tion of usability features generates an optimal solution of useful usability features
out of the original set of usability features.

e The proposed algorithm has also been implemented to predict the total number of
selected features, accuracy and convergence.

e The results obtained in this work has been compared with the original Moth-Flame
Optimization (MFO), Binary BAT (BBAT), Modified Binary BAT (MBBAT) Algo-
rithms.

e The proposed algorithm outperforms the original MFO, MBBAT, and BBAT Algo-
rithms as the resultant have fewer numbers of selected features and low accuracy.

A live auction portal and complete software development life cycle model can
be seen in research articles where fuzzy logic expert system is used [27-30]. In
few articles, live auction and SDLC datasets are discussed [31, 32]. Similarly, algo-
rithms inspired by biological models [33] like crow search algorithm [34], binary bat
algorithm [7], and modified whale optimization algorithms [35] are also utilized in
many research articles to solve the problems associated with Decision Support System
(DSS).

This paper is structured as FOLLOWS. Section 2 proposed the hierarchical based
usability model and Sect. 3 describes the Moth-flame optimization algorithm (MFO)
and other techniques used that is followed by Sect. 4 which proposed MMFO for
usability feature selection. The implementation of proposed MMFO is given in Sect. 5.
Results and comparison between original MFO and proposed MMFO has been pre-
sented in Sect. 6. Section 7 concludes the paper and suggests future research works.

2 The hierarchical based usability model

Many standards that describe usability are given in [1-3, 11-25], but they have differ-
ent definitions creating more confusion among experts to understand usability. Same
characteristics are explained in different manner in different model leading to incon-
sistency. The motive of this paper is to eliminate this inconsistency and propose a
new generic hierarchical model that contains usability factors, usability features and
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based usability model
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Fig. 1 Detailed taxonomy in hierarchical manner
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Fig. 2 The usability features and their characteristics of the factor, Universality

characteristics in hierarchical manner. The proposed model can be used by developers
without any confusion to which characteristics they should consider while developing
softwares so as to deliver a quality product. The hierarchical based usability model is
given in the Fig. 1.

The model has seven sets of factors that are divided into features, which are fur-
ther divided into characteristics in hierarchical manner [26]. The hierarchical based
usability model is built by examining the existing taxonomy of usability and then
constructing the features and their characteristics in hierarchical way. This model has
7 usability factors that are classified into 23 features as it can be seen in Fig. 1. The
7 usability factors are: Universality, Security, Satisfaction, Productivity, Efficiency,
Effectiveness, and Memorability. Each of these factors has some features and have
been described below.

1. Universality can be defined as a measurement to relate many cultural backgrounds
of users measuring the real utilization of the product. This factor has 4 features
that contain their own characteristics. The features are Cultural universality, utility,
faithfulness and approachability. Its characteristics are given in Fig. 2.
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Fig. 3 The usability features and

their characteristics of the factor,
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Fig. 4 The usability features and their characteristics of the factor, Satisfaction

2. Security is the measurement of degree of risk, failures (hardware and software),

and damages. This usability factor has 2 features safety and Error Tolerance. The
features and their characteristics are given in Fig. 3.

Satisfaction is the measurement of the satisfied feeling, response, likeability of the
end users. This usability factor contains 3 features Convenience Aesthetics, and
Likeability. The features and their characteristics are given in Fig. 4.
Productivity is the measurement of output obtained by the user from softwares.
This usability factor has 1 feature viz. useful user task output. This feature does
not have any characteristics, as it is self-defined.

Efficiency is the measurement of the ratio of desired output evaluated by user and
total resources invested. This usability factor has 4 usability features: resources,
economic cost, time and user effort. The features and their characteristics are given
in Fig. 5.
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Fig. 5 The usability features and their characteristics of the factor, Efficiency
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Fig. 6 The usability features and their characteristics of the factor, Effectiveness

6. Effectiveness is the measurement of accomplishment achieved by a user while per-
forming a task with completeness and surety. This usability factor has 5 features
Task accomplishment, Reusability, Extensibility, Scalability, Operability. The fea-
tures and their characteristics are given in Fig. 6.

7. Memorability is the measurement of the ability of a user to learn or remember its
elements with some clarity. This usability factor has 4 usability features: Compre-
hensibility, Learnability, and Consistency in structures, Memorability. The features
and their characteristics are given in Fig. 7.

This hierarchical model as described above has 7 usability factors which is classified
into 23 usability features and each features have some characteristics. The 7 usability
factors have been explained above. The images are provided for all the characteristics
of the 23 features. Thus making a hierarchical model that clears the confusion and
inconsistency among the experts. Now these set of 23 features are used to prepare
evaluation dataset [26]. This private usability dataset has been used for usability fea-
ture/attribute selection using the new proposed algorithm called Modified Moth-Flame
Optimization algorithm.
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Fig. 7 The usability features and their characteristics of the factor, Memorability

3 Preliminaries

3.1 Moth-flame optimization algorithm

Moths are the fancy insects; they are immensely like to the family of butterflies. The
navigation method of moths i.e. transverse orientation and the mathematical model
of spiral flight update the position of moths and flame is the main inspiration of this
optimizer. Also, this fantastic orientation mechanism makes moths being able to move
in a straight line for the long distance.

A new nature-inspired optimization algorithm called Moth-flame optimization algo-
rithm has been developed by Mirajalili [36] based on the behavior of the moths. To
model this algorithm, Mirajalili [36] has idealized some necessary steps, as follows
(Fig. 8):

ey
(@)
3)

“

&)

(6)
)

Set the parameters and the range to be optimized and algorithm termination
conditions;

Determining the fitness function of the MFO algorithm. The fitness function is
an important index to describe the quality of population;

Initialize the algorithm parameters. Set the maximum number of iterations 7',
moth population size n, the search space dimension d and the maximum number
of flame N, the current number of iterations /= 0;

individual fitness value of the moth is calculated, and the individual position of
the current best moth is found and saved as the flame fitness value matrix. Judging
whether the algorithm iteration termination condition is satisfied, if it is, then go
to step 8, otherwise, execute step 5;

Iterative process. The flame number is updated; the distance between flame and
moth is calculated, and the moth-flame position is updated;

The calculation of the fitness value of individual moths;

To finds the current best moth individual spatial location. If the current position is
better than the previous position, the current flame position is retained as optimal.
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Fig. 8 Flowchart of Moth-flame CT =
optimization technique o
Defin moth number.flame
number, max iter
1
Gencrate the random candidate
solution

l Update the random solution as the |

best solution

Update lhc new solution as current
solution

s

yes

| Print the solution I

-

End

Judging whether the iterative termination condition of the algorithm is satisfied,
if yes, then go to step 8; otherwise, set /= [+ 1; and perform steps 5 to §;

(8) The optimal individual value and the extreme global value are output. That is the
final position of the flame and the corresponding fitness value.

3.2 Binary moth-flame optimization

The problem of binary encoding to obtain the optimal feature subset is an NP-complete
problem. The Moth-flame optimization algorithm has been integrated into this binary
encoding technique, so it is named as the Binary Moth-flame optimization algorithm
[10].

MFO mimics the behavior of moths in a space. Moths move spirally to change
their positions in the space; this spiral movement (SM) is the integral part of MFO
algorithm as it evaluates the new positions of moths around flames, allowing moths
to fly around the flame instead of the space between them. MFO uses wrapper-based
method for feature selection by using k-nearest neighbor (KNN).
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There is a problem with this feature selection approach i.e. at every iteration; the
moth’s position has to be a binary string as proposed by H. M. Zawbaa et al. [10].
Now, to ensure that change vector (8) is binary, the position can be updated as given
by Egs. (1) and (2):

Sty Fy.a = Di- € - cos@mt) (1
. 0;
fg:a*E+(l—a)% 2)

4 Proposed MMFO for usability feature selection

In this section, the moth-flame optimization has been modified and extended for selec-
tion of usability features. We have already explained the hierarchical based usability
model as a combination of seven factors, 23 attributes and 42 characteristics in a hier-
archical manner in Sect. 2. The values of 7 factors are dependent on the 23 attributes,
which are further dependent on 42 characteristics known as evaluating set. The eval-
uating set has its own set of values, 0 s and 1 s that means the absence and presence
of features respectively.

Here, the modified moth-flame optimization algorithm (MMFO) for selection of
usability features has been presented and explained. The main aim of MMFO is to
select a subset Yg of the complete set of features Y = {23 features from the 7 usability
factors} in such a way that the resultant subset Ys can predict the output Z with
accuracy and convergence that is better compared to the performance when complete
set Y is taken, and with significant decrease in the computational cost. The algorithm
for the modified moth-flame optimization (MMFO) is given below in Algorithm 1.
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ALGORITHM 1: Modified moth-flame optimization algorithm (MMFO) for
usability feature selection
INPUT: n number of moths with a training set of 23 attributes/features and T number of
iterations.
OUTPUT: A reduced set of important features.
1. Initialize parameters of moths
Population size < 23 (No of Features/Training set)
Maximum number of Iterations «— 10
Search domain < [0, 1]
b «— 0.75 -- defining the shape of the logarithmic spiral in MFO
t<«—(a—1) *rand + 1
a «— -1 + iteration * (-1/maximum iteration number)
8. Randomly generate an initial population
9. fori—1:n
10. Jorj—1:d
11. M [i, j] < (ub(i) — Ib(i)) * rand() + Ib(i) -- initial
solution
12. end
13. end
14. set iteration < 1
15. While(Iteration <= Maximum number of iterations)

NS R W

16. Flame no < round (N — Iteration * N-1/T) -- Update flame no
17. OM « FitnessFunction(M); -- calculate fitness
function

18. ifiteration = = 1

19. F— sort(M),

20. OF «— sort(OM);

21. else

22. F— sort(Me- 1, MY);

23. OF «— sort(M,.;, MY);

24. end

25. fori—1:n

26. forj—1:d

27. Update rand ¢ -- 1 is convergence constant,
and t is a random no

28. D «— |F;— M, -- calculate D for
corresponding moth

29. M; — S (M, F) -- Update M(Z )
30. S (M, F) « D, ¢". cos (2[Tt) + F,

31. end

32. end

33. For each featurej (Vj«— 1,..., n), do

34. Feature — flameposition[j]

35. global — Group Feature into datasets # [population]
Following changes has been proposed in the modified moth-flame optimization
algorithm as compared to standard moth-flame optimization:
e Inlines 1-7, the parameters, range and termination condition for the moth-flame is
initialized.
e In Lines 9-13, the initial solution is generated, i.e., M[i, j] has been calculated using
the following Eq. 3.

Mli, j] < (ub(i)—1b(i)) *x rand() +1b(i) 3)
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e Also, in lines 15-17, the flame number is updated and determines fitness function
until the number of iterations.
Flame number can be computed as given in Eq. (4).

N —1
Flameno = round (N — % T ) “4)

e In lines 18-32, updates the values of r, and t. The flame number is updated; the
distance between flame and moth is calculated, and the moth-flame position is
updated. The iteration continues until the termination condition is reached. D is
calculated using following Eq. 4.

D=D;=|Fj— M, Q)

e Inlines 33-35, computes an optimal subset of important usability attributes/features.
Furthermore, the selection algorithm has been used to select the best dataset using
the following Eq. (6):

fact_main;[j]
Sum; Sum; + ———————— 6
um; < Sum; + cloballj] (6)

where
fact_maini <— Group facti into datasets #[moths for each dataset]
factifj] < Assign attributes present in dataset

5 Implementation of MMFO for usability feature selection

In this section, we will discuss the implementation details of the proposed optimiza-
tion algorithm. The proposed modified MFO has been implemented using MATLAB.
Experimental setup, input parameters, and the dataset have been discussed as follows.

5.1 Experimental setup

The experimental setup includes a personal computer to test the algorithm with
1.80 GHz Core (TM) 2 CPU and 2 GB of memory under Ubuntu 10.04.4. The pro-
posed MMFO algorithm has been implemented in two main stages/rounds: In the first
round, the set of important usability features using the MMFO algorithm have been
determined, and the accuracy and convergence have been computed during the second
round.

5.2 Input parameters

The input parameters to implement the binary version of MFO and MMFO algorithms:

e tshould be in the range of [— 1, 1].
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Fig. 9 Illustration of the used dataset

e b for the shape of a spiral is 0.75.
e random search domain is [0,1].

During the implementation, both the algorithms have the problem dimension (d)
equal to the number of features with maximum number of iterations is 100.

5.3 The dataset

The complete set of 23 features identified for hierarchical based software usability
model depicted in Sect. 2 is evaluating set. Each evaluating set has binary values
i.e. either 1 s or O s, indicating the presence or absence of a feature respectively.
The training set has been prepared as the result of a survey given to the people. The
people involved in the survey are either usability experts or engineering faculties or
undergraduate engineering students. Five dataset related to the software applications
has been given to the people to specify the presence and absence of the 23 attributes
defined in the hierarchical software usability model. A total of 312 participants have
been involved in the survey.

The participants were given a form to fill their views for five different software
applications i.e. DS1, DS2, DS3, DS4, and DS5. The surveys have been conducted
and it consists of 39 questions based on the characteristics of the different software
applications. The result of the surveys/study has been used to prepare the dataset
having 23 features. Figure 9 represents the values of the 23 features based on the
survey. These five datasets will be applied after selecting the important features using
proposed algorithm to identify the best dataset.

6 Results analysis and discussion

In this section, we will discuss the results when the dataset has been applied to the
MMFO algorithm. We have conducted cross-validation over ten runs. The plot of
selected attributes and accuracy over ten iterations has been presented in Figs. 10 and
11 respectively.
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Fig. 10 Plot of selected attributes versus 10 iterations
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Fig. 11 Plot of accuracy versus 10 iterations

MMFO algorithm selects nine attributes with maximum accuracy and convergence
as presented in Figs. 10, 11 and 12 respectively. The selected nine features/attributes
are Economic cost, Task accomplishment, Operability, Scalability, Likeability, Learn-
ability, Safety, Utility, Cultural universality.

7 Comparison of the proposed MMFO with MFO, BBAT and MBBAT [7]

In this section, we have presented a comparison of the proposed optimization algorithm
with the related another optimization algorithm in the literature. The results of the
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Convergence
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Fig. 13 Plot of selected attributes versus 10 iterations for MFO and MMFO

MMFO algorithm have been compared with the results of standard MFO. The plot
of selected attributes of MMFO and MFO over ten iterations is presented in Fig. 13.
The accuracy and convergence of selected attributes are presented in Figs. 14 and 15
respectively.

Figure 13 shows the number of selected attributes by MFO i.e. 11 attributes is higher
as compared to MMFO i.e. 9 attributes. The accuracy has been determined and can
be seen in Fig. 14. Hence, the proposed MMFO algorithm outperforms the standard
MFO.
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Fig. 14 Plot of accuracy versus 10 iterations for MFO and MMFO
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Fig. 15 Plot of convergence versus iterations for MFO and MMFO

Now, the proposed MMFO have been compared with BBAT and MBBAT [7]. The
plot of selected attributes of MMFO, MFO, BBAT, and MBBAT over ten iterations is
presented in Fig. 16. The accuracy over selected attributes is presented in Fig. 17.

As seen in Figs. 11 and 12, MMFO outperforms MFO, BBAT, and MBBAT algo-
rithms as the number of selected attributes in MMFO is minimum and accuracy is
maximum.
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Fig. 16 Plot of selected attributes versus 10 iterations for MFO, MMFO, BBAT, and MBBAT
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Fig. 17 Plot of accuracy versus 10 iterations for MFO, MMFO, BBAT, and MBBAT

8 Conclusion and future works

In this work, the term ‘software usability’ using hierarchical usability model has been
defined. We have identified 7 factors with their 23 features in the hierarchical based
usability model. This paper introduces a modified moth-flame optimization (MMFO)
algorithm for usability feature selection. The MMFO algorithm reduces the number of
features and retains a subset of relevant attributes without degrading the performances
of the system. The modified algorithm (MMFO) has been introduced using Algorithm
1, which are used to generate the subset of features and the accuracy, convergence
values. The proposed optimization algorithm outperforms the other related algorithm
as it predicts the fewer number of feature and have better accuracy. The proposed
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method can be used by researches for predicting the usability of various softwares or
Web applications.
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