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Abstract Firefly algorithm has been shown to yield good performance for solving
various optimization problems. However, under some conditions, FA may converge
prematurely and thus may be trapped in local optima due to loss of population diver-
sity. To overcome this defect, inspired by the concept of opposition-based learning, a
strategy to increase the performance of firefly algorithm is proposed. The idea is to
replace the worst firefly with a new constructed firefly. This new constructed firefly
is created by taken some elements from the opposition number of the worst firefly or
the position of the brightest firefly. After this operation, the worst firefly is forced to
escape from the normal path and can help it to escape from local optima. Experiments
on 16 standard benchmark functions show that our method can improve accuracy of
the basic firefly algorithm.

Keywords Firefly algorithm · Premature convergence · Local optimum ·
Opposition-based learning
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1 Introduction

In recent years, many nature-inspired algorithms have been developed as powerful
techniques to solve the optimization problems. The main reason is that it take too
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much time to solve optimization problems with traditional methods, and that they
cannot be solved efficiently [1].

Firefly algorithm (FA) is a robust stochastic optimization and population-based
technique that developed by Yang [2]. It is inspired by the flashing lights of fireflies
in nature. Previous studies show that the FA can perform superiorly, compared with
genetic algorithm and particle swarm optimization [2,3], and it is applicable for mixed
variable and engineering optimization[4–10]. In [11], it presented FA to minimize the
real power losses and to improve the voltage profile. In [12], it studied the selection
method of multi-parameter geomagnetic matching area and adopted the FA. In [13]
they used FA to optimize the electrical discharge machining parameters and in [14]
they used a modified FA to optimize planning of distributed generators in distribution
networks.

Though FA is a successful evolutionary-based optimization algorithm, the results
from experiments running FA have shown that it can either be mostly stuck into
the local minimum (premature convergence) or the results do not improved further-
more (stagnation) [15]. FA suffers from premature convergence because it tends to
be trapped in the local optima at the early stage which results in a low optimization
precision or even failure. In addition, exploration and exploitation capabilities are two
key aspects in the design of efficient. The FA should have strong balanced exploration
and exploitation capabilities to enhance the searching capability of the basic FA. The
cause of it may due to the initial adjusting parameters as other evolutionary-based
optimization algorithms[16].

To overcome the defect of the basic FA, many researchers have tried to modify the
basic FA in order to achieve a better accuracy and higher convergence speed. Such as
fuzzy FA [17], self-adaptive step FA [18], chaotic FA [19], jumper FA [20], Lévy-flight
FA [21], etc.

In this paper, inspired by the concept of opposition-based learning, we propose a
modified FA to enhance the performance of the basic FA. The strategy used here is
to replace the worst firefly with a new constructed firefly. The new firefly is created
by taken some elements from the best firefly or the opposition number of the worst
firefly. Numerical results show that the proposed algorithm is valid and can achieve
better solution quality.

The remainder of this paper is organized as follows: Sect. 2 briefly presents the
standard firefly algorithm and the concept of opposition-based learning. Section 3
explains the proposed firefly algorithm. Section 4 provides the experimental settings
and discusses the experimental results. Section 5 concludes the paper.

2 Related work

In this section, we discuss the mechanism of the basic FA. Next, the state-of-art FA
variants are reviewed. The symbols used in this paper are summarized in Table 1.

2.1 Basic firefly algorithm

Firefly algorithm is one of the powerful optimization algorithms. Most of the opti-
mization problems, such as NP-hard problems, which have very high computational
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Table 1 Mathematical symbols
used in this paper

Symbol Meaning

ri j The distance between firefly i and j

Ii The light intensity

d The dimension of the object function

n The number of fireflies

X The position of a firefly

x ′ The opposition number of X

α The step value of firefly algorithm

β The attractiveness of a firefly

γ The light absorption coefficient

p The probability of the worst firefly to learn from the
brightest firefly

Xbest The position of the brightest firefly

Xworst The position of the worst firefly

Xmax The maximum range of the object function

Xmin The minimum range of the object function

complexity and solving them make computational cost of algorithm increased [22].
The FA mimics the flashing behavior of fireflies. The FA uses the following three ide-
alized rules. First, all fireflies are unisex which means that one firefly will be attracted
to other fireflies regardless of their sex. Secondly, the degree of the attractiveness of
a firefly is proportion to its brightness, thus for any two flashing fireflies, the less
bright one will move towards the brighter one and the more brightness. If there is no
brighter one than a particular firefly, it will move randomly. Finally, the brightness
of a firefly is somehow related with the analytical form of the cost function. For a
maximization problem, the brightness of each firefly is proportional to the value of
the cost function. In case of a minimization problem, the brightness of each firefly is
inversely proportional to the value of objective function [23].

The basic steps of the FA are summarized as the pseudo code shown in Fig. 1 which
consists of the three rules discussed above.

Here, d is the dimension of the object function to be optimized, n is the number of
fireflies, γ is the light absorption coefficient, Ii is the light intensity and the distance r
between any two fireflies i and j locate at Xi and X j can be evaluated in the Cartesian
framework as follows.

ri j = Distance
(
Xi , X j

) =
√√√√

d∑

k=1

(
xi,k − x j,k

)2 (1)

As light intensity decreases as the distance from the source increases, the variations
of light intensity should be monotonically decreasing functions. In most applications,
it can be approximated using the following form.

I (r) = I0e
−γ r2 (2)
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Firefly Algorithm 
begin 

Objective function f(X), X=(x1,…,xd )T

Generate initial population of fireflies Xi(i=1,…,n) 
Brightness Ii at Xi is determined by f(Xi) 

  Define light absorption coefficient
  while (t<MaxGeneration) 
  for i=1:n all n fireflies 

for j=1:n all n fireflies 
   if (Ij>Ii) 
     Move firefly i towards j in d-dimension 

     end if
   Attractiveness varies with distance via exp[- r2] 
   Evaluate new solutions and update brightness 
end for j

end for i
Rank the fireflies and find the current best 
end while 
Post process results and visualization 

end

Fig. 1 Pseudocode of the basic firefly algorithm

Where I0 is the initial light intensity. As a firefly’s attractiveness is proportional to the
light intensity, we can define the attractiveness β as follows.

β(r) = β0e
−γ r2 (3)

Here, β0 is a constant and describes the attractiveness at r = 0. Now the movement
of a firefly i is attracted to another more attractive firefly j is determined by Eq. (4).

xi = xi + β0e
−γ r2i j

(
x j − xi

) + α (rnd( ) − 0.5) (4)

The third term is randomization with step α being the randomization parameter. The
value of rnd( ) is a random number generator uniformly distributed range from 0 to 1.

2.2 State-of-the-art FA variants

Substantial amount of researches are performed to improve the FA’s performance.
Among these works, parameters adaptation strategy has become one of the promising
approaches. In [19], they used different chaotic maps to replace the parameters of
the basic FA, and revealed the improvement of the chaotic FA due to the application
of deterministic chaotic signals in place of constant values. Yu et al. [18] proposed
a self-adaptive step firefly algorithm. Its core idea was to set the step of each firefly
varying with the iteration according to each firefly’s historical information and current
situation. Bidar and Kanan [22] used fuzzy logic as a tool for parameters tuning which
considering algorithm progress trend toward the best solution.
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Another area of research is to explore the FA’s learning strategies. Yang [21] pre-
sented a new firefly algorithm by combining Lévy flights with the search strategy. In
[17] they proposed a fuzzy-based version of the basic FA to increase the exploration
and improve the global search of the basic FA. Khajehzadeh et al. [24] presented
a new hybrid algorithm to combine the global exploration ability of the FA to con-
verge rapidly to a near optimum solution. Roy et al. [6] used self-adaptation of the
algorithm control parameter values by learning from fireflies’ previous experiences in
generating quality solutions and studied on an automatic motion planning problem of
nonholonomic car-like system.

2.3 Opposition-based learning

Opposition-based learning (OBL) was first proposed by Tizhoosh [25] and was
successfully applied to several problems [26–29]. OBL has been hybridized with dif-
ferential evolution, reinforcement learning and back propagation learning. The main
idea behind OBL is the simultaneously consideration of a candidate solution and its
corresponding opposite solution. Letx ∈ [a, b] is a real number, the opposition number
of x is denoted as x ′ and defined as:

x ′ = a + b − x (5)

The above definition can be extended to higher dimensions. Let P(x1, x2, . . . , xn) be
an n-dimensional vector, where xi ∈ [ai , bi ] and i = 1, 2, . . . , n. The opposite vector
of P is defined by P ′ = (x ′

1, x
′
2, . . . , x

′
n), where x

′
i = ai + bi − xi .

3 The proposed algorithm

3.1 Enhancing FA using opposition-based learning

Population premature convergence around a local optimum is a common problem for
population-based algorithms. During the FA searching process, a firefly will move
towards the brighter one and the more brightness. At the beginning of the algorithm,
diversity is highest when all fireflies have been randomly generated. After some iter-
ation, the population diversity decreases due to sample generating bias or selection
pressure and therefore increasing the difficulty of escaping a local optima [30,31].
When premature convergence occurs, the FA’s search ability of exploration is reduced
and it will have a low possibility to explore new search areas.

To overcome this shortage, inspired by the concept of opposition-based learning,we
propose a modified FA to enhance the performance of the basic FA. The strategy used
here is to replace the worst firefly with a new constructed firefly which can increase the
diversity of fireflies and help a firefly to escape from local optima. By adding this new
constructed firefly, the regular searching route is broken and the population diversity
is enhanced. The approach is formulated as follows.

Xworst (t + 1) =
{
Xbest (t) if rnd( ) < p
Xmax + Xmin − Xworst (t) otherwise

(6)
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where worst is the index of the worst firefly, best is the index of the brightest firefly,
Xbest (t) and Xworst (t) are the position of the brightest firefly and the worst one at tth
iteration respectively, rnd( ) is a uniform random number distributed range from 0 to
1. Here, p ∈ [0, 1] is the probability of the worst firefly to learn from the brightest
firefly. Under such operation, the worst firefly is forced to escape from the normal
path. In addition to the above approach which takes some element from the brightest
firefly.

In Eq. (6), Xworst (t + 1) is the worst firefly’s position at t + 1 iteration. It is
determined by the opposition number of itself or the position of the brightest firefly
as mentioned. Therefore, we introduce p to determine which way should compute.
The bigger the value of p selected, the greater probability determined by the brightest
firefly. In order to study the impact of the selected value of p, we adopt three different
values for it in our experiment.

3.2 Procedure of proposed firefly algorithm

The implementation procedure of the proposed firefly algorithm can be described as
follows:

Step 1: Create the initial population of fireflies, {X1, X2, . . . , Xn};
Step 2: Calculate the light intensity for each firefly member, {I1, I2, . . . , In};
Step 3: Find and replace the worst firefly by Eq. (6)
Step 4: Move a firefly i towards other brighter fireflies, the position is updated by
Eq. (4);
Step 5: Update the solution set;
Step 6: Terminate if a meeting criterion is fulfilled otherwise go to Step 2.

4 Experimental and results

In order to make a fair comparison of the basic FA and the proposed FA, we used a
test suite of 16 standard benchmark functions and the same settings.

4.1 Benchmark functions

The test suite is composed of a diverse set of problems of different dimensions includ-
ing unimodal and multimodal functions. The benchmark functions have been listed in
Table 2.

4.2 Settings for the experiments

The modified FA and the basic FA were tested on above sixteen standard benchmark
functions. All the programs were run in Matlab 2010b with 2 GB of RAM under
Windows XP. In each case study, it adopted 100 independent runs for each of the
algorithm and this may eliminate stochastic unconformity. As it suggested by Yang
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Table 2 Benchmark functions

Functions Formulations Limits

1 min f (x) = x21 + x22 − cos (18x1) − cos (18x2) [−1, 1]
2 min f (x) =

(
4 − 2.1x21 + x41

3

)
x21 + x1x2 +

(
−4 + 4x22

)
x22 [−3, 3]

3 min f (x) = (|x1| − 5)2 + (|x2| + 5)2 [−10, 10]
4 min f (x) =

(
x2 − 5.1

4π2 x
2
1 + 5

π x1 − 6
)2 + 10

(
1 − 1

8π

)
cos x1 + 10 [−5, 5]

5 min f (x) = 100 (x2 − x1)
2 +

(
6.4 (x2 − 0.5)2 − x1 − 0.6

)2 [−5, 5]
6 min f (x) = 100(x2 − x21 ) + (x1 − 1)2 [−2.048, 2.048]
7 min f (x) = (x1 + 2x2 − 7)2 + (2x1 + x2 − 5)2 [−10, 10]

8

min f (x) = (1 + (x1 + x2 + 1))2
(
19 − 14x1 + 3x21 − 14x2

+ 6x1x2 + 3x22

)2 (
30 + (2x1 − 3x2)2

(
18 − 32x1 + 12x21

+ 48x2 − 36x1x2 + 27x22

))
[−2, 2]

9 min f (x) = 0.5 +
(
sin

√
x21+x22

)2− 0.5

1+ 0.001(x21+x22 )2
[−10, 10]

10 max f (x) = cos (x1) cos (x2) e
−

(
(x1−π)2−(x2−π)2

)

[−20, 20]
11 max f (x) = 280 − x41−16x21+5x1

2 + x42−16x22+x22
2 [−5, 5]

12
max f (x) = ln

{[(
sin (cos x1 + cos x2)2

)2 −
(
cos (sin x1 + sin x2)2

)2

+ x1

]2 }
− 0.1

(
(x1 − 1) 2 + (x2 − 1)2

) [−10, 10]

13 max f (x) = 660 −
(
x21 − 11

)2 −
(
x1 + x22 − 7

)2 [−6, 6]
14 min f (x) = ∑n

i=1 (xi − 1)2 [−2, 2]
15 min f (x) = ∑n

i=1 (x2i − 10 cos(2πxi ) + 10) [−10, 10]
16 min f (x) = ∑n

i=1 xi e
−∑n

i=1 x
2
i [−10, 10]

Table 3 Key parameter
values setting

Parameter Value

α 0.2

β0 1.0

γ 1.0

p of FA1 0.25

p of FA2 0.50

p of FA3 0.75

n (number of fireflies) 30

d (dimension of function 14–16) 20

t (the maximum of iteration) 1000
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[2], the number of fireflies was 30 and for function 14–16 the dimension was 20. All
key parameter values are listed in Table 3.

Three different values of p (0.25, 0.5 and 0.75) are tested for the proposed firefly
algorithm which named FA1, FA2 and FA3 respectively.

4.3 Experimental results

Table 4 shows the comparison results of best value, worst value and standard deviation
on sixteen benchmark functionswhich the best results are highlighted in bold. The goal
of experimental work is to show how our approach can improve the results of basic
FA and how good these results are when compared with the basic FA. The experiment
results show that the proposed FA (FA1: p = 0.25, FA2: p = 0.5, FA3: p = 0.75)
can obtain the best solution on all functions compared with the basic FA. It can be
observed from Table 4 that the worst value obtained by the FA1 is very good. So, it
performed well in terms of stability. This can be seen from standard deviation values.
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Fig. 2 Success ratios from all the test functions

Fig. 3 Comparison of curve graph for f1
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Fig. 4 Comparison of curve graph for f2

Fig. 5 Comparison of curve graph for f3

On the whole, the proposed FA, especially FA1 is much better than the basic FA. Some
significant improvements are achieved from this method.

When algorithms are compared for a given set of test suite, we can use the success
ratio to show whether a solution has better quality than the solution produced by
another method for the same problem instance. Therefore, the success ratio is an
important measure in optimization problems and it determines the success probability
of an algorithm. Here, the success ratio is defined as SR = Nsuccess f ul/Nall , where
Nsuccess f ul is the number of trials which found the solution is successful and Nall is
the number of all trials. In our experiments, Nall = 100. Figure 2 gives the success
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Fig. 6 Comparison of curve graph for f4

Fig. 7 Comparison of curve graph for f6

ratios of the basic FA and the proposed FAs for all the test functions. The results show
the significant improvements obtained by the proposed FA.

We compare the fitness value obtained during the iterations between the basic FA
and our proposed FA. Limited by space, Figs. 3, 4, 5, 6, 7, 8 measure the difference
of the basic FA and the proposed FA with diversity control for f1 − f4, f6 and f7. In
order to see more clearly, we adopt the different iterations in the compared graph.
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Fig. 8 Comparison of curve graph for f7

5 Conclusion

Based on the generalized opposition-based learning, a proposed FA search process is
presented. The strategy used in this paper is to alter the position of the worst firefly.
This new constructed firefly is created by taken some elements from the opposition
number of the worst firefly or the position of the brightest firefly. After this operation,
the worst firefly is forced to escape from the normal path. It increases the diversity of
fireflies and can help algorithm to escape from local optimal. Experiments on 16 stan-
dard benchmark functions show that our method has some significant improvements.
The proposed algorithm can achieve better performance both in solution quality and
convergent property. How to apply the method in practice such as job-shop scheduling
problem (JSP), vehicle routing problem (VRP), is our future work.
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