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Abstract The resource discovery is one of the most important services in Grid sys-
tems because providing the resources is critical to handle the applications. But some
inherent characteristics of Grid environments such as large-scale and dynamicity make
the resource discovery a challenging task. The hierarchical structure is widely used
in Grid resource discovery but it suffers from high message load especially in upper
level indexing nodes. This paper proposes a technique to reduce the message load of
upper level indexing nodes in the hierarchical resource discovery. It applies a threshold
value for in-process messages of indexing nodes to limit the queries passed to upper
levels. The queries are checked in the sibling nodes of current level when they are
not allowed to be passed to the parent node.The proposed technique is simulated in
GridSim and experimented by different configurations of threshold values and number
of Grid nodes. The experimental results showed that the proposed technique is able to
reduce the message load of indexing nodes as 21.2 % however it also affects negatively
on the response time of issued resource queries as 19.3 %. Therefore, the proposed
technique is an appropriate solution for the applications with priority of lower message
loads relative to the response time.
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1 Introduction

Grid infrastructures that enable wide integrated use of resources have become the de
facto computing platform for handling complex applications in science, engineering
and commerce. Grid computing environments include several heterogeneous resources
that are shared by different organizations [1,2]. The resource discovery is one of the
most important services in Grid computing systems. It gathers and keeps the infor-
mation about existing resources from the network, and returns the resource owners’
address to the requesting applications as demand [3].

With regard to the inherent characteristics of Grid environments such as large-scale
and dynamicity, the resource discovery is a challenging task. The resource discovery
techniques typically deal with high message loads during the search process which
affects negatively the efficiency of Grid system [4,5]. The message load refers to
the number of messages that are transferred per second during the search process. In
general, the resource discovery systems follow either the blind or informed strategy to
search the resources. In the blind search strategy, Grid nodes do not keep information
about the existing resources, nodes and their location. Thus, the resource requests are
propagated to a sufficient number of Grid nodes in order to find the required resource.
The search by this manner typically suffers from the high message load especially in
large-scale environments.

On the other hand in the informed search, Grid nodes keep some information about
the existing nodes and their resources. Thus, the resource queries are forwarded toward
the resource owners as directed by using the indexed information. The directed query
forwarding of the informed search strategy enables it to find the required resources
quickly and with low amounts of the message load. Therefore most of todays resource
discovery techniques, such as the technique proposed by this paper, use the informed
search strategy.

The contribution of this paper is to provide a threshold-based technique for Grid
resource discovery in the hierarchical structure that reduces the message load of upper
level indexing nodes. For this purpose, it applies a threshold value for in-process
messages in the indexing nodes and controls the passing of query messages to the
parent nodes in the hierarchical tree. Moreover, the queries are checked in the sibling
nodes of current level when they are not allowed to be passed to the parent node. By
this manner, this technique reduces the message load of upper level indexing nodes
however the delay of query forwarding increases the response time of the search
process.

The remainder of this paper is organized as follows: Section 2 represents the existing
resource discovery approaches in Grid environments and their features. In Sect. 3,
description of the proposed technique is presented in details. The simulation results
of proposed technique in terms of the message load and response time are presented
and discussed in Sects. 4, and 5 concludes the paper.
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2 Related work

In the recent years, different techniques are proposed to handle the resource discovery
in Grid environments. They are classified into centralized, hierarchical, peer-to-peer-
based (P2P-based), super-peer-based, and agent-based approaches. The resource dis-
covery techniques typically act efficiently in the Grid environments with small number
of nodes. But with growing the number of Grid nodes, they deal with the problems
such as false positive error, high message load, high maintenance costs, and delay of
the search process. In the centralized techniques [6–8], Grid nodes send their resource
information changes and resource requests to the central servers. Thus, the central
servers suffer from the high message loads especially when a large number of nodes
exist in the Grid. Also, the central servers are prone to be the single point of failure or
bottleneck.

The hierarchical techniques [9,10] act better than the centralized ones because they
divide the search domain between different indexing nodes that are relating to each
other as hierarchical. But they still impose high message loads on the upper level
indexing nodes in the hierarchy especially in large scale and dynamic conditions.

The P2P-based approach removed the centralized supervision, and the resource
information is distributed among the Grid nodes. P2P-based techniques are classified
to structured and unstructured. In the unstructured-P2P-based techniques [11–13],
Grid nodes join to the system without strict indexing constraints and they typically
do not keep any information about the existing resources and their position. Such
techniques typically use flooding strategies to discover the required resources. Thus,
they suffer from high message loads especially in large scale environments.

The structured P2P-based techniques [14–16] apply some constraints on the nodes
to join the system, and some indexing nodes keep the information about existing Grid
nodes by using distributed hash tables (DHT). Such techniques deal with high main-
tenance costs for keeping the DHT indexing nodes up-to-date especially in dynamic
conditions [17,18].

The super-peer-based resource discovery techniques [19–21] combine the central-
ized and P2P structures. In such techniques, each node has the role of either regular-
peer or super-peer. The super-peer nodes are connected to each other as P2P. Also
each super-peer node acts as a central server for a set of regular peers. A regular peer
publishes its resource information to, and searches its required resources through its
related super-peer node [22]. With regard to the limited capacity of super-peer nodes,
such techniques deal with false positive errors in large-scale environments.

In the agent-based resource discovery techniques [23–25], a piece of program acts
as an agent to disseminate and discover the resource information. The agent has par-
ticular characteristics such as autonomy, ongoing execution and adaptability. In such
techniques, the indexed resource information is updated periodically which reduces
adaptability of agent-based systems to the dynamic conditions. Moreover, agent-based
techniques use flooding mechanism to send the resource information and resource
requests among the network which burden high message loads on the system [5].
With regard to the hierarchical structure of the proposed technique in this paper, the
existing resource discovery techniques of this structure are presented in the following
paragraphs.
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Elmroth and Tordsson [26] proposed a resource discovery technique which
describes Grid resource information in terms of the computing and storage elements.
A module named Information-Finder is responsible to discover the required resources
and retrieve the details of resource information such as their usage policies. Once
receiving a query, Information-Finder performs the resource locating process by query-
ing the index servers as hierarchical. After finding the resources matched to the query,
the static and dynamic information of the resources are retrieved. The parallel mecha-
nisms of resource discovery and information retrieval are controlled by a thread pool
to control the overloads. Moreover, a time limited cache is used to record the infor-
mation of frequently requested resources and use them in the next search attempts in
order to reduce the message load of the system. However this technique index and
discovers the resources as hierarchical, but our proposed technique is different from
it in the structure of indexed information such that there are not only the computing
and storage categories. In our technique, the resources are completely heterogeneous
and they can be of any type and sub types of resources.

Ma et al. [27] proposed a hierarchical resource discovery system based on the small-
world network. In a small-world network, each node has different ranged (short or long)
contacts with near and far nodes. The query forwarding is handled by long ranged
contacts through the message passing between several nodes. Different hierarchical
levels have their own administration node to meet the autonomous management. This
technique uses redundancy to tackle with the potentially single point of failure and
keep the data as consistent. Integration of small-worlds into clusters makes the message
distribution faster than typical networks. However, it could provide an autonomous
management for different levels of administration, but it also increases the number of
messages transferred for redundancy between different small-worlds and our technique
does not deal with such additional messages.

Huedo et al. [9] proposed a Grid architecture with different layers of meta-
schedulers arranged in a hierarchical structure. Moreover, each target Grid is handled
as a resource in a recursive way by using the same interfaces for resource management.
This architecture allows a straightforward federation of Grid infrastructures observing
organizational boundaries. It can also provide better controls over the shared resources.
The operation inside each level of the hierarchy is autonomous and with different poli-
cies for user access control, scheduling, and resource sharing. On the other hand, it has
higher overheads to handle different levels and their organizations. It uses the cache
to reduce the overhead however it cannot be useful in dynamic conditions. Our pro-
posed technique is different from this technique in the update mechanism of resource
or nodes changes information such that it is not affected negatively by the dynamic
conditions of the environment since the resource or node changes information are
immediately distributed to upper level indexing nodes. On the other hand, this tech-
nique is similar to our technique in which the resource owners act autonomously in
terms of user access control and sharing policies.

Chang and Hu [28] proposed a hierarchical technique to index and search the
resource information. In its hierarchical tree, a non-leaf node is called an index server
(IS). An IS needs to store who its parent node is, who its children are in the tree,
and the resource information for all its children. Each IS keeps the resource infor-
mation of its children nodes in the form of a bitmap. The value of the index bitmap
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in an indexing node is obtained by doing bitwise OR on the bitmaps of all its chil-
dren. The queries are issued as bitmaps like the resource index bitmaps and each
indexing node performs bitwise AND on the query bitmap and index bitmap to check
the matching. This technique is similar to our proposed technique in the design of
indexing nodes and relation to their children in the tree however it is also different
from it such that our technique does not index the resource information of lower level
nodes as bitmap. It is because our technique is able to handle highly heterogeneous
resources with different sub categories. In such condition, the use of bitmaps is not
useful since their size would be very long to cover all the resource types and sub
types.

In this technique, if a resource with a specific numeric value could not be found,
the resources with higher values will be looked and returned as the response. The
index bitmaps only indicate existence of the requested resource among the descendant
nodes and do not specify that the requested resource may be found in which one. So,
the queries cannot be forwarded toward the resource owners as directed. The index
bitmaps can be useful only in small scales because when the number of Grid nodes
increases, most of the bitwise AND operations result non-zero especially in upper
level indexing nodes. It causes the received queries being forwarded to all children
nodes which subsequently increases the message load of the system. Our technique
does not suffer from such weaknesses in large number of nodes or resources because
it does not use bitmap indexes while it keeps the resource information of descendant
nodes in the similar manner.

Zamanifar et al. [10] proposed a resource discovery technique with the dynamic
time-to-live (TTL) considerations. The dynamic TTL is used to avoid scattering unlim-
ited number of requests through the tree during the query forwards. In this man-
ner, before transferring the message to children of an indexing node, TTL will be
set to a small number. Then during the query forward process, the value of TTL
will be increased as needed. By this way, limited numbers of the hierarchical lev-
els are investigated. In this technique, it is necessary to know that the closest child
who owns the resource can be reached after how many hops. Our technique is dif-
ferent from this technique in which it is independent from reachability hop count
requirement information. Also, this technique acts poorly when a resource is located
in lower level indexing levels since it sets the TTL values to small numbers and
increases them step by step after failure of search process. But our proposed tech-
nique does not deal with such problem. Moreover, if a query requests more than
one resource, it should be known that how many children have the resources. Thus,
each node must provide the information about itself and its children to ancestors for
each resource starting from the leaves. Therefore, increasing the number of nodes or
dynamicity of the Grid environment causes the message and processing loads of TTL
calculations being increased significantly while our technique is independent from
TTL.

With regard to the above mentioned resource discovery techniques and other
research works in the literature [5,20,29], the hierarchical structure for resource dis-
covery in Grid environments suffers from the high message loads. This paper attempts
to reduce the message load of the hierarchical resource discovery especially in the
upper level indexing nodes.
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3 The proposed technique

In this section, the technique which is proposed by this paper for Grid resource dis-
covery is presented in details. The proposed technique, threshold-based hierarchical
resource discovery (THRD), aimed to improve the hierarchical Grid resource discov-
ery by reducing the message load of upper level indexing nodes.

The hierarchical resource discovery structure suffers from high message load on
the upper level indexing nodes caused by the resource information update and query
messages received from descendant nodes. Thus, the root node and other indexing
nodes near to it are typically potential points of bottleneck in the hierarchical solutions.

3.1 Description of THRD indexing tree

THRD applies a threshold value on the number of in-process queries in the indexing
nodes. The query messages that are not allowed to be passed to upper levels will be
investigated in the sibling nodes. By this manner, the proposed technique reduced the
message load of upper level indexing nodes however the average response time of
issued queries is increased. This technique is appropriate for the applications that low
message load is more important than the quickness of the search process.

The designed indexing tree of THRD is illustrated in Fig. 1. In this structure, the
regular nodes which own the Grid resources are placed at level N of the hierarchical
tree and they are related to the indexing nodes of level N – 1. Also, each indexing node
knows its right hand side sibling node. This allows the indexing nodes to circulate
the received queries among the sibling nodes as needed. The capacity of in-process
messages in the indexing nodes is limited. Each indexing node maintains the resource
information of all its lower level nodes and knows the right hand side sibling node on
the same level.

THRD applies a threshold value for the number of query messages which the index-
ing nodes can process. An indexing node controls the received queries by comparing
the in-process queries and the threshold value. The indexing node does not accept
query messages from its children more than the threshold limit. In such case, the child
node tries to find the required resource through its sibling nodes. The indexing node
decreases the in-process value after finding the resource required by a query or passing
the query to its parent.

The resource discovery process is initiated by a regular node in the last level of
indexing tree. The regular node sends the query to its parent in level N – 1. The
parent checks its local resource information index for the required resource. If the
matched resource is found, it returns the resource owner address to the requester node.
Otherwise it tries to send the query to its parent indexing node located at level N – 2
of the hierarchy.

The parent indexing node in level N – 2 compares its in-process messages with the
threshold value. If the number of in-process messages is less than the threshold value,
it accepts the query and looks up the required resource in all its branches except the
one which query is received from. Otherwise it forwards received query to the right
hand side sibling node and waits for the query to be returned back. Each indexing node
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Fig. 1 The structure of threshold-based hierarchical resource discovery

looks its local indices for the required resource. If the resource is found, the indexing
node returns resource owner address to the requester node and the discovery process
will be terminated. Otherwise the indexing node passes the query to its right hand
side sibling node. This process continues until the query is returned back to the first
indexing node on the current level.

Once the query is returned back to the first indexing node on the current level, it
forwards the query to its parent indexing node at upper level of the hierarchy. The
parent indexing node does not check this query in other children indexing nodes
repeatedly and immediately attempts to forward the query to its parent indexing node
by the above mentioned mechanism. This process is repeated on each level until the
required resource is found or the query reached to the root node. Once the root node
receives a resource query, if the query was investigated in lower level sibling nodes,
the search process will be finished with the response lack of the resource. Otherwise,
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the root node checks its children nodes except the sender node and if the resource
owner was found, its address will be sent to the resource requester.

Each indexing node in the tree has four branches and the last level indexing nodes
consist the regular nodes. The indexing tree used in this technique keeps the resource
information in five levels and the number of existing regular nodes specifies the capac-
ity of the indexing nodes on the last level. In each level of the tree, an indexing node

has ml = n

b(l−1)
regular nodes indexed on its descendant nodes, which n is the total

number of Grid nodes, b is the number of branches at each level, and l is the level of
indexing node. Also, considering the last level of the tree as L, the number of indexing
nodes existing in the lower levels of a node is Il = ∑L−l

i=1 bi .
The resources join and leave the network and these events cause to transfer more

messages. Moreover, after finding a required resource, the found resource is allocated
to the requester node. The resource information changes caused by the allocation events
also should be considered. The update messages that are related to the allocation events
are estimated by the Eq. 1 such that s is the success rate of the queries, r is the number
of issued resource requests, and k is the rate of the multi-attribute query issues that
request two resources.

n1 = 2(k + 1) × s × r (1)

n2 = h1 × n (2)

The messages related to the join and leave events are estimated by the Eq. 2. Assuming
h1 as the rate of the join and leave events and n as the number of Grid nodes, this equa-
tion specifies the messages that are issued for the regular nodes’ join and leave events.
In addition to the above mentioned update messages, some messages are transferred
for the random change events that are applied by the system on the resources. Each
Grid node shares one to three resources. The Eq. 3 calculates these messages as well
the allocation and join/leave events such that R represents the maximum number of
resources in each Grid node and h2 is the rate of change events on the resources.

mc = n1 + n2 +
R∑

i=1

(h2 × n × i) (3)

Moreover, a requested resource can be found by the probability of
l

n
in each Grid node

of the last level regular nodes. Thus the probability of finding a resource at a level l of
the tree can be estimated by the Eq. 4. Also, considering the number of issued resource
requests as r, and k as the rate of the multi-attribute queries, the number of resource
requests reached to an indexing node located at level l of the tree is estimated by the
Eq. 5.

pl = ml × l

n
(4)
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mr =
l∑

i=L

(
2(k + 1) × r × (1 − pi )

)
(5)

m =
l∑

i=L

((
mc + mr

b(i−1)
− T

)

× b − 1

b(i−1)

)

(6)

Considering the update and request messages, sum of the messages received by each
indexing node at level l can be estimated. With regard to investigating a received query
in the sibling indexing nodes except the node that the query is received from it, and the
number of indexing nodes at each level that is b(l−1), the overall messages received
by each indexing node is estimated by the Eq. 6 such that T is the specified threshold
value of indexing nodes and b is the number of branches in the indexing nodes.

As it is shown in the Eq. 6, the threshold value impacts on the number of processed
messages at each stage of different branches. After calculating all received join/leave
and request messages to an indexing node of each level by Eqs. 3 and 5, the value of
threshold is subtracted from the above received messages. It is because after reaching
the threshold value, the received queries should be processed in the sibling nodes and if
the requested resource could not be found in the circular sibling nodes investigations,
then the request will be processed by the upper level indexing node. So, for each
indexing node in different levels of the tree, threshold value is subtracted from all the
received join/leave and request messages. With regard to the number of issued requests
in our experiments, that is 1,000 requests for each experiment, the threshold values of
50, 100, and 150 are applied on the indexing nodes that are between 5 and 15 % of
issued requests.

Choosing higher values for the threshold causes the proposed technique acting more
similar to the typical hierarchical structure and reduces the impacts of threshold on the
processing messages at each indexing node. But for more number of issued resource
requests, the threshold may be chosen as higher values relatively. The number of Grid
nodes impacts on the number of children nodes that can issue the resource requests.
Thus, a Grid environment with more number of Grid nodes can be affected more by
the in-process message threshold values.

3.2 Implemented modules of THRD

The implementation infrastructure for THRD consists of five modules, i.e. Request_
Manager, Broker, Resource_Handler, Grid Information System (GIS), and Report_
Writer. Request_Manager generates the events of the resource requests and nodes’
join/leave. The generated resource requests are assigned to users randomly and sent to
the module Broker. The module Broker handles and schedules the resource requests
and responses. It acts as a medium between the resource discovery system and Grid
environment. It analyzes received resource requests according to the receive time, sep-
arates multiple-attribute requests to make different independent queries, schedules all
queries and forwards them in turn to GIS. Then it waits for the resource owner address
to be returned from GIS. When the matched resource owner address is discovered by
GIS and returned, Broker sends the allocation request to the found resource owner.
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The indexing nodes and resource information are handled by GIS. Almost all mod-
ules are related to GIS to transfer the resource information or get the search results.
When a resource is allocated to an application, its value will be updated and the new
resource information is sent to GIS. Resource_Handler is responsible to send any
resource information changes caused by resource allocation, join, and leave events to
GIS and subsequently GIS updates all indices related to the changed resource infor-
mation. Resource_Handler also manages the allocation requests sent by Broker. If a
resource is available, then it will be allocated to the requesting application for specified
period of time which is determined by the initial resource requester. GIS is responsible
to index resource information and locate the resource owners according to the received
requests. After finding the resource owners, GIS returns their address back to Broker.

Report_Writer receives different statistical information related to nodes requesting
resources, transferred messages, and successful results of search processes to analyze
and make the appropriate reports according to the comparison and analysis require-
ments.

Figure 2 presents the algorithm of the join/leave events for Grid resources. Once
Request_Manager issues a join event, the process of JoinRequest() will be performed.
This process chooses one of the free nodes to join the Grid environment. With regard
to the random event issues of the join and leave events, usually there are some free
nodes available to be chosen. After choosing a free node, its status will be changed to
‘active’ and a suitable indexing node is found in order to index the new Grid node.

For the leave event, the process of LeaveRequest() first chooses a random node
to be left. The leave event can be issued for the Grid node or a resource of the Grid
node. It is specified by Request_Manager through the parameter ‘type’ that is set
to ‘complete_leave’ if the Grid node should be left. Because each Grid node can
have one to three resources, so a random number between one to three is chosen and
then the resource will be removed from the chosen Grid node. If Request_Manager
decided to leave an indexing node, it performs the process LeaveRequestHNode().
In this process, first a random indexing node is chosen to leave the Grid. Because
the indexing nodes have some information about other Grid nodes, so the process
substitutes a free indexing node for the leaving node. For this purpose, the process
sets the substitute indexing node as the new parent for all the children of leaving node.
Then the leaving node is added to the list of free indexing nodes.

Figure 3 presents the algorithm of the resource request issue process in THRD
which is handled by method RequestIssue(). It first chooses a random Grid node to
receive the request message. Because this request will be assigned to a regular node
located in the last level of the indexing tree, the flag “FromChild” is set as “true”.
This flag will be used in the search process to check that a request is received from a
sibling node in current level or a child.

The query message can be issued to request a single or multiple resources. It is
considered that a query can request one to three resources. The number of resources to
be requested is specified as random by the variable “NumResReq”. Then the random
resources are chosen and added to the resource request. After that, the resource request
is assigned to a random Grid node and then the request is sent to the parent of the
chosen Grid node.
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Fig. 2 The algorithm of Grid nodes’ join/leave events in THRD

Fig. 3 The algorithm of resource request issue in THRD

When a node receives the resource request, it performs the search through the
method ReceivedRequest() that is shown in Fig. 4. If the receiving node is the root, it
means that all the descendants are investigated and the required resource could not be
found. Thus the search process will be finished by sending “NotFound” message to
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Fig. 4 The algorithm of resource discovery in THRD

the request sender. Otherwise the method CheckChildren() investigates the children
nodes for the required resource, and if the search was successful, the found resource
owner address is sent to the requester node.

If the requested resource could not be found in the children nodes, the node checks
the status of in-process messages in its parent indexing node. If the value of in-process
messages in the parent node is less than the threshold value, the request will be passed
to the parent. Otherwise the request is forwarded to the right hand sibling node to
search the required resource. Each receiving sibling node performs the above process
once receiving the request. If the receiving node is the first sibling node that initiated
the request circulation, it passes the request to its parent. This process continues until
reaching to the root node or finding the required resource.

With regard to the algorithms of request issue, join/leave events, resource discovery
and mathematical arguments presented in previous subsection, the order of different
algorithms are extracted. The resource request issues depend only to the number of
resources exist in the environment and considering the presented issue process, it has
the order of O(R), which R is the number of existing resources in the established
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Grid environment. For the join/leave events, the related algorithm needs
∑l

i=L(
n

bl
)

iterations that indicates the order of O(n), and n refers to the number of Grid nodes, b
is the number of branches in each level, l and L refer to the processing level and last
level of the hierarchical tree respectively. Also, for the resource discovery process,
in the best case, it has the order of logn

b iterations. But in the worst case, it has the
complexity of O(n).

4 Simulation results and evaluation of THRD

In order to perform the simulation experiments for the proposed threshold-based tech-
nique, different processes of join/leave events, random resource request issues, and
the search method are implemented in Java. The proposed technique is simulated by
GridSim 5.2 [30]. It is a well-known java-based simulation tool for Grid environments
which includes extensible information system and is able to model the interaction of
users, resource brokers, resources and the network.

The experiments are performed by different number of Grid nodes i.e. 1,000, 5,000,
10,000, and 20,000. Based on the literature [31], the scale of a Grid environment with
more than 5,000 nodes is considered as large. Thus, the ranges between 1,000 and
20,000 of nodes are chosen in the experiments in order to cover the small to large
scale Grid networks. Also as mentioned in the last section, three threshold values i.e.
50, 100, and 150 are considered for in-process messages to investigate its impact on
behaviour of the system in terms of the message load and response time. The nodes to
join and leave the Grid environment, and resource properties to be requested and the
requester nodes are chosen as random using the normal distribution. Moreover, the
confidence level of the simulation is 95 %. Furthermore, 1,000 resource requests are
issued for each experiment. The reported values of the response time and message load
are the average value resulted from all 1,000 resource requests. The experiments are
performed under the hardware platform including CPU Intel Core 2 Duo 2.93 GHZ
and 4 GB of RAM.

Moreover, to evaluate the performance of THRD in terms of the response time
and message load, its experimental results are compared with two existing hierarchi-
cal resource discovery techniques, [9] and [28] which are referred as HR1 and HR2
respectively in the rest of this paper. The algorithm of HR1, HR2 and THRD are
simulated in the same hardware and software platform. Also, to have the same com-
parison conditions for them, the hierarchical tree for all of them has five levels and
each indexing node has four children. In addition, to obtain the reliable results, 1,000
resource requests are issued per experiment and the average values of the message load
and response time are calculated. The message load refers to the number of messages
transferred per second during the experiment, and the response time indicates the time
between issuing the resource request and returning the found resource owner address
to the requester node.

Table 1 presents the message load of THRD for different number of Grid nodes and
threshold values. The results indicate that the upper level indexing nodes have higher
amounts of the message load. Also, increasing the threshold value causes THRD to
have the higher amounts of the message loads. It is because in the cases with high
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Table 1 The message load (msg/s) of THRD for different number of Grid nodes and threshold values

Threshold/level Number of grid nodes

1,000 5,000 10,000 20,000

Thresholds = 50

1 12.7 37.9 73.4 138.1

2 5.5 12.6 16.3 26.97

3 2.7 5.9 11.4 19.8

4 1.5 3.4 6.3 11.7

5 0.58 2.27 3.36 6.4

Thresholds = 100

1 13.1 41.3 76.6 141.9

2 5.74 13.2 18.57 34.6

3 2.75 6.1 11.88 20.66

4 1.54 3.47 6.8 12.01

5 0.59 2.27 3.37 6.42

Thresholds = 150

1 14.01 44.23 84.61 158.2

2 5.78 13.79 20.58 38.01

3 2.82 6.42 12.02 21.35

4 1.57 3.51 6.91 12.41

5 0.6 2.28 3.38 6.47

amount of threshold, the indexing nodes allow more number of messages being passed
to the parent nodes which it subsequently increases the message load of upper level
indexing nodes in the hierarchy. But it cannot impact significantly on the lower level
indexing nodes since their in-process messages are less probable to reach the threshold
limitation.

Figures 5 and 6 present the message load of all techniques for 20,000 Grid nodes
in high dynamic and low dynamic environments respectively. The resource modifi-
cation messages and resource requests received from descendant Grid nodes cause
that whatever the indexing nodes are located at the upper levels, they deal with more
amounts of message loads and the top most indexing nodes are prone to be the points
of the bottleneck problem. The environment is in the low dynamic condition when less
than 5 % of Grid nodes deal with join and leave events. As it is expected, HR2 acts
better than HR1 and our proposed technique in low dynamic conditions. It is because
of cache used in HR2 that makes it more efficient when the environment is lowly
dynamic. But relative to THRD, in high dynamic conditions, HR2 deals with more
message overhead to update the information of different levels and their organization.

With growing the number of nodes, the domain of search and resource information
updates will be increased. It also increases the rate of resource allocations because
more number of nodes increases the probability of resource request matches. The
results indicate that THRD, HR1 and HR2 act almost similar in lower levels of the
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Fig. 5 The message load (msg/s) of THRD, HR1, and HR2 for 20,000 Grid nodes in high dynamic
conditions

Fig. 6 The message load (msg/s) of THRD, HR1, and HR2 for 20,000 Grid nodes in low dynamic conditions

hierarchy since on these levels, the message load amounts are low and they are less
likely to reach the threshold value. But relatively, HR deals with more message loads
at upper levels as compared to THRD. It is because in THRD, some requests are not
allowed to be passed to upper levels and they are satisfied by the sibling nodes. Also,
HR2 suffers from high message overheads to handle different levels of organization.
It acts even worth in the highly dynamic conditions due to lack of cache usage.

Table 2 shows the reduction rates of message load in the root indexing node for
different number of Grid nodes and threshold values.

The indexing nodes located at lower levels of the tree transfer lower number of
messages because more number of indexing nodes is existed in such levels. For exam-
ple, level 2 of the tree consists of 4 indexing nodes however the forth level of the tree
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Table 2 The message load reduction rates of THRD for different threshold values

Number of nodes 1,000 (%) 5,000 (%) 10,000 (%) 20,000 (%) Overall reduction rate

Threshold = 50 21 25 26 26.2 24.5

Threshold = 100 18.5 19 23 24.3 21.2

Threshold = 150 13 13.9 15 15.5 14.3

Table 3 The average response time (s) of THRD for different threshold values compared to HR1 and HR2

Number of Grid nodes

1,000 5,000 10,000 20,000

HR1 0.31 0.45 0.53 0.6

HR2 0.35 0.53 0.67 0.88

Thresholds = 150 0.34 0.50 0.60 0.71

Threshold = 100 0.36 0.53 0.63 0.75

Threshold = 50 0.37 0.55 0.65 0.82

consists of 64 indexing nodes. This causes that each indexing node of level 4 transfers
less number of messages compared to the second level. But the threshold value is the
same for all the indexing nodes. Thus, the lower level indexing nodes less probably
reach to the threshold value of in-process queries compared to the upper level ones.
This means that upper level indexing nodes allow less rates of the receiving messages
to be passed to the parents. Also, Table 2 indicates that the message load is reduced
24.5 and 14.3 % for the threshold values equal to 50 and 150 respectively. It is because
for higher values of the threshold, less messages are required to be investigated in
sibling nodes and they will be passed to the parent. This subsequently causes to have
lesser rates of the message load reductions in the cases with higher amounts of the
threshold. The proposed technique also impacts on the response time of the resource
discovery.

Table 3 and corresponding Fig. 7 present the average response time of THRD for
different threshold values and different number of Grid nodes compared to HR1 and
HR2. Also, the rates of response time increases for different values of the threshold are
shown in Table 4. Although the message load of upper level nodes could be reduced by
applying the threshold for in-process messages in the proposed technique, the results
indicate that it increases the response time. With regard to delays of the queries during
the forwarding process caused by the threshold limitations, the response time of the
issued queries is increased. HR2 acts even worth than THRD because it deals highly
with organizational relationship updates in dynamic conditions. Moreover, HR2 acts
as the best case among the experimented techniques in the low dynamic conditions. It
is because of cache beneficiary in low dynamic environment that decreases the process
time of queries. However HR1 and THRD are not affected significantly by the percent
of join and leave events for Grid nodes.
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Fig. 7 The average response time (s) of THRD, HR1 and HR2

Table 4 The rates of response time increases for different threshold values

Threshold values Number of Grid nodes Overall increase rate (%)

1,000 (%) 5,000 (%) 10,000 (%) 20,000 (%)

Threshold = 150 9.5 11 13.2 18.3 13

Threshold = 100 16 17.7 18.8 25 19.3

Threshold = 50 19 22 22.6 36 24.9

The response time increasing rates shown in Table 4 indicate that higher values of
the threshold cause the queries being answered faster. The reason is that the indexing
nodes with higher values of threshold allow more number of queries being passed
to upper levels without waiting. Also, when a query is passed to the parent, it is
investigated as parallel in all children. But when a query is not allowed to be passed
to the parent, it will be investigated in the sibling nodes as serial that increases the
response time. This indicates that increasing the threshold value of indexing nodes
results to less rates of message load reductions however it accelerates the search
process.

With regard to the above results, the message load reduction and response time
increase rates shown in Tables 3 and 4 indicate that when the threshold is set to 150,
the message load is reduced 14.3 % and the response time is increased 13 %. These
rates are 21.2 and 19.3 % for message load reduction and response time increasing
rates respectively when the threshold is set to 100. Also, in the cases with lower values
of the threshold such as 50, the response time is increased with the higher rates relative
to the message load reduction.

With regard to the Eq. 6, after calculating all join/leave and request messages
received to an indexing node of each level, the value of threshold is subtracted from
these messages. It is because after reaching the threshold value, the received queries
are processed in the sibling nodes. So, the threshold value is subtracted from the
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received join/leave and request messages in each indexing node. The threshold values
were experimented between 5 and 15 % of the issued resource requests, and the results
showed that by choosing higher values of the threshold, the behaviour of the proposed
technique would be more similar to the typical hierarchical approach. The reason
is that by choosing higher values of the threshold, more number of messages can be
passed to the upper level indexing nodes as typical approach. Also, the number of Grid
nodes impacts on the number of children nodes that can issue the resource requests
and as it is shown in the results, the Grid environments with more number of Grid
nodes are affected more by the in-process message threshold values. Therefore, the
usefulness of THRD depends on the application requirements so that if the message
load is more important than quickness of the search process, THRD can be used as an
appropriate solution in the hierarchical structure.

5 Conclusion

This paper proposed a technique to reduce the message load of upper level indexing
nodes in the hierarchical resource discovery approach. For this purpose, it applied a
threshold value on the indexing nodes for the number of in-process messages. The
indexing nodes do not accept messages more than the threshold value to process. In
such cases, children nodes forward the requests to their sibling nodes instead of their
parent. By this manner, some requests are satisfied by the sibling nodes without needs
of passing to the upper level indexing nodes.

The proposed technique is simulated in GridSim and experimented with different
number of Grid nodes i.e. 1,000, 5,000, 10,000, and 20,000. Also, the impact of dif-
ferent threshold values i.e. 50, 100, and 150 for in-process messages is investigated.
The results of the performed experiments indicated that the message load of index-
ing nodes is reduced however the proposed technique affects negatively the average
response time. It is because the queries are delayed during the investigation when
they are not allowed to be passed to the parent nodes. In such cases the queries are
forwarded to the sibling nodes and investigated as serial. Such delays cause increasing
of the average response time for the issued queries.

As a result, applying the threshold for in-process messages of indexing nodes to
limit the receiving queries can be useful to reduce the message load of upper level
indexing nodes in the hierarchical structure. But the negative impacts of such manner
on the response time should be considered. The usefulness of the proposed technique
depends on the application requirements so that if the message load reduction is more
important than quickness of the search process, this technique is an appropriate solution
in the hierarchical structures.
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