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Abstract Energy consumption of the Information and Communication Technology
(ICT) sector has grown exponentially in recent years. A major component of the
today’s ICT is constituted by the data centers which have experienced an unprecedented
growth in their size and population, recently. The Internet giants like Google, IBM and
Microsoft house large data centers for cloud computing and application hosting. Many
studies, on energy consumption of data centers, point out to the need to evolve strategies
for energy efficiency. Due to large-scale carbon dioxide (CO2) emissions, in the process
of electricity production, the ICT facilities are indirectly responsible for considerable
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amounts of green house gas emissions. Heat generated by these densely populated
data centers needs large cooling units to keep temperatures within the operational
range. These cooling units, obviously, escalate the total energy consumption and have
their own carbon footprint. In this survey, we discuss various aspects of the energy
efficiency in data centers with the added emphasis on its motivation for data centers.
In addition, we discuss various research ideas, industry adopted techniques and the
issues that need our immediate attention in the context of energy efficiency in data
centers.

Keywords Energy efficiency · Data centers · Causal data

Mathematics Subject Classification 68-02

1 Introduction

The last two decades have seen a phenomenal growth in the Information and Com-
munication Technology (ICT) sector. But this exponential growth has come at a price
since the ICT sector has, not only, become a major consumer of energy but has been
an agent in the escalation of fuel prices, in fact, inhibiting the widespread deployment
of ICT equipment in some areas. Energy consumption is the largest single operational
cost of such environments. Due to the increasing demands of energy from ICT sector,
with the accompanying high energy cost and depletion of the natural resources, energy
efficiency in ICT sector has gained significant importance. Energy efficiency in this
sector has been the focus of significant research for the past 10 years or so [1–6].
The net energy consumption, as well as the per-device energy consumption, estimates
of these studies may vary but all of them predict a considerable rise in the energy
consumption of the ICT sector in the near future. In the USA alone, the networking
devices have contributed to 0.07 % of the total annual electricity consumption, in
the year 2000, amounting to more than 6 terawatt-hour (TWh) of electricity [7], the
capacity of a typical nuclear reactor unit in terms of cost [8]. Similar consumption
figures, for the year 2007, in the context of the UK [4], Italy [9] and Japan [4] are
reported to be 0.7, 1 and 4 % of the total electricity consumption, respectively, for
Japan the escalation has been 20 % as compared to 2006. In non-industrial countries,
like India, it is estimated that the networking devices consume about 5 % of the total
electricity production [4]. In 2009, the Internet usage has contributed to 9.4 % of the
total electricity sales in the USA. It is estimated that the European Telcos accounted
for 21.4 TWh of electricity in 2010 [2,3]. Currently, the ICT sector consumes 3 % of
the total electricity production worldwide and the amount is estimated to increase by
15–20 % per year [4].

Another important aspect in the need to go for “green energy” is to minimize the
emission of green house gases (GHG) by ICT sector. GHG are the major contributors to
the global warming. An annual increase of 6 % is predicted in CO2 emissions from the
ICT equipment which will result in 12 % share of ICT equipment in CO2 emissions
by 2020 [3]. A high energy consumption would imply a large carbon footprint of
ICT equipment and vice versa. The details of CO2 emissions, by the ICT sector, are
presented in Table 1 (after [10]).
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Table 1 CO2 emissions in the
ICT sector

ICT component % of total

PCs and monitors 40

Servers 23

Fixed-line Telecoms 15

Mobile Telecoms 9

LAN and office Telecoms 7

Printers 6

In recent years, various IT service providers—like IBM, Microsoft, Google and
similar large organizations—have deployed data centers for the provision of cloud
computing and grid computing services as well as hosting of Internet applications and
scientific research. Typically, such data centers have sizes of the order of thousands of
servers and switches. The mushroom growth of such data centers, and expansion of the
existing ones, has prompted many in-depth studies related to their energy consumption.
In 2007, a public law, in the USA, directed the Environmental Protection Agency (EPA)
to conduct an analysis on the data centers’ electricity demands. The analysis resulted in
the “EPA study” [1] that presented data center energy consumption figures, predictions
and recommendations for the energy efficiency. The EPA study estimated that the data
centers consumed 61 TWh of electricity in 2006 which was projected to grow to
107 TWh in 2011. The electricity consumption by these data centers was 1.5 % of the
total electricity sales in the USA for the year 2006. The worldwide electricity usage, in
data centers, experienced an average growth rate of 16.7 % from 2000 to 2005. These
averages are significantly high in the Asia-Pacific region (23 %) [4]. About 80 % of this
electricity usage growth is attributable to servers, while network devices and storage
equipments account for 10 %, each in individual capacity. This is due to the fact that
the servers are the most used commodity in a data center. It has been estimated, in the
said EPA report, that the annual electricity consumption growth of data centers will
be 76 % in 2010. Applying all energy efficiency techniques such as device reduction,
dynamic voltage/frequency scaling (DVFS), network port reduction, and improved
server and storage efficiency will lead to a saving of 25.1 TWh (36 %) in the current
electricity bill [1]. Another 31 TWh of electricity can be saved from reduced device
demands, uninterruptible power supply (UPS), transformer and cooling efficiency [4].
Moreover, the EPA study suggests stricter energy efficiency measures to achieve an
economy of around 80 % in the electricity costs of data centers. A similar study, by
ECONET, estimates 68 % savings in energy requirements of a network by applying
green technologies [2]. Greencloud simulations [11] for an energy-aware data center
put these savings at 31–37 % for different devices. Table 2 presents the percentage of
total electricity consumed by various ICT equipments, in the data centers, according
to the EPA study [1]. The figures show that network devices account for 5 % of
the total electricity consumed. Kliazovich et al. [11] puts this figure at 30 % for the
communication fabric. Another aspect of the large-scale data centers is the cost of
cooling such environments. Densely populated data centers need efficient cooling and
air flow techniques, since the servers are prone to higher failure rates if operated at
high temperatures. Cooling techniques further increase the energy consumption, as an
indirect outcome of the extensive use of the ICT equipment. The cost of cooling has
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Table 2 Data center electricity
consumption

ICT component 2006 electricity usage (TWh) % of total

Infrastructure 30.7 50

Network devices 3.0 5

Storage 3.2 5

Servers 24.5 40

Total 61.4 100

been variously put by many studies: the optimists quoting it at 25 % [12], whereas
the pessimists reporting it to be 45 % [13] of the total energy costs. Such conflicting
estimates notwithstanding even the optimistic estimate cannot steal the focus from the
green computing, green internetworking and green data centers due aspect of energy
economy.

Several performance metrics are used as indicators of a data center’s power effi-
ciency [14]. The most commonly used metric is the Power Usage Effectiveness (PUE)
that is computed as the ratio of total power consumption by a data center to its IT
power consumption. The PUE value of a data center may vary from 2 (legacy) to 1.2
(highly efficient) [15]. Therefore, a PUE value of 1.2 indicates that the data center has
applied state of the art energy efficiency techniques. Although Google claims that they
achieve an ideal PUE mainly by focusing on the data center’s cooling efficiency [15],
the most adopted energy efficiency technique in data centers is virtualization [16]. An
average PUE of 1.86 from a survey of 22 data centers reveals that most of the data
center facilities lack state of the art energy efficiency techniques [15].

The rest of the paper is arranged as follows. Section 2 dwells on the issue of various
energy efficiency techniques in the context of Dynamic Power Management (DPM),
DVFS and virtualization. The server and network resource management aspects are
being dealt in Sects. 3 and 4, respectively. A brief overview of various data center
simulation tools is also included in Sect. 5. Section 6 concludes the survey.

2 Energy-efficient techniques

Energy efficiency is seldom a design consideration, when networks and data centers
are constructed; the primary focus being better performance and high throughput.
Without much overhead, many energy efficiency techniques can be applied at the data
centers. These include the DPM or device reduction, DVFS, virtualization and the
improvement of port, server, storage, cooling, and electricity supply efficiency [5].
The state of the art energy efficiency techniques, thoroughly dealt in the literature,
are DPM, DVFS and virtualization. The focus of this survey is, therefore, these three
techniques. Some authors classify DVFS under DPM techniques [17]. In this survey,
we will classify DPM and DVFS as separate and non-overlapping techniques. DPM
is a technique in which the devices are powered on/off dynamically, while in DVFS,
the voltage/frequency of each device is changed dynamically. The basic premise of all
the energy efficiency techniques is that the data centers are built with redundant and
over provisioned resources to meet the workloads rarely experienced in practice. On
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the whole, the average workload on the ICT equipment and on the data center remains
at 30 % of the peak workload [18].

2.1 Dynamic power management

The concept of DPM was first proposed by Benini et al. [19]. DPM is a set of techniques
in which devices are dynamically powered off according to the current load. The
number of active electronic components is restricted to a minimum while conforming
to the required performance and QoS criteria. Typically, the electronic components,
both as a whole and as interconnected devices, experience non-uniform workloads
during the course of their operation. Future workload of these components can be
predicted, with some degree of uncertainty, using probabilistic techniques on the basis
of the recent workload history. An efficient power management solution exhibits the
following characteristics [6]:

– It is implementable in software, hardware, firmware or VM.
– It is limited to a component, server, cluster or data center.
– It is based on a local or global optimization metric.
– It has local or global resource distribution management.

Dynamic Power Manager or Autonomic Power Manager (APM) is a framework
that dynamically powers on/off electronic devices after predicting the future workloads
[6,20–22]. Khargharia et al. [21] have proposed a theoretical framework for optimiz-
ing the per watt performance of a data center at each level of hierarchy—cluster level,
server level and device level. The Autonomic Manager (AM) works in four phases,
viz. monitoring, analysis, planning, and execution wherein each phase is dependent
on the previous workload history. In order to comply the QoS requirements, the AM
calculates the minimal power state by solving the constraint optimization problem.
The constraints of the optimization problem are the energy consumed during a state
transition while executing a task and the time taken for the transition. This optimiza-
tion problem is first solved at the highest level of the hierarchy followed by the same
at the lower levels. The approach employed a discrete event modeling and simulation
technique to show that 72 % of the power savings can be achieved, by adopting the
framework, as compared to the static power management techniques. Mastroleon et al.
[20] have used a dynamic programming approach, to solve the power-delay trade-off,
that considers the workload and thermal status of the systems. The aftermentioned
model has a job buffer, a CPU pool and a thermal environment. The objective function
is formulated to process all jobs while minimizing the process time. A dynamic pro-
gramming recursion applied to compute the optimal parameters considers three types
of costs: cost of increasing job buffer, the cost of increasing the number of servers
and the cost of the configuration changes that are required during the transition of
the system from one state to another. Jiang et al. [22] have proposed a similar power
management system that uses embedded sensors with the computational models and
workload schedulers. The sensors are placed inside the data center to collect real-time
data of the operating environment such as the temperature, the humidity and the air
flow and send it to the online servers. The data are used by the AM to make decisions
on cooling and the air flow. The data are also integrated with the job scheduling process
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to analyze the heat and air distribution in the data center. The authors present a descrip-
tion of the implementation modus operandi of the framework using a GridMap/iZone
programming system. Raghavendra et al. [6] present a power management framework
that consists of (a) an efficiency controller that optimizes per-server power consump-
tion, (b) a server manager that limits the maximum thermal power consumption of the
server and (c) a group manager that implements maximum thermal power consumption
at rack and data center level. The aftermentioned managers work to manage individual
and group power budgets inside the data center. A virtual machine controller is used
to consolidate the workload on a minimum number of machines so that the rest of the
devices can be turned off. The power management and energy efficiency frameworks,
discussed above, have only taken into account the processor and memory resources.
There are, however, two frameworks worth to mention over here with regard to the
autonomic power management of network resources in a data center. The first one is
by Heller et al. [23] who propose the ElasticTree, a network-wide power manager for
data centers. Their proposed strategy keeps only those links, to be turned on, which
are required for the current workload. The rest of the links are powered off. The traces
from different data centers, in their study, show that data center workloads show pre-
dictable behavior at different times of the week. That is why the scheme relies on the
historical data for prediction. The power manager consists of the optimizer, routing
manager and power control. The optimizer finds the minimum subset of a network
that accommodates the current traffic requirements. The power controller decides, on
the basis of the power manager’s output, which ports, linecards and switches should
be powered on. The routing manger decides which paths should be followed. Open-
Flow1 is used to evaluate ElasticTree on testbeds formed using switches from various
vendors. Three testbeds have been formed using different tree architectures; SNMP
and NetFlow2 have been used to provide the traffic data while NetFPGA3 has been
employed for the traffic generation. Energy savings ranging from 25 to 62 % were
achieved for various traffic patterns. Switches from different vendors take 30–180 s
to pass from the powered-off state to the powered-on state, which means that a sig-
nificant difference in the traffic pattern from the predicted one may lead to the loss of
data and increased latency. In the second work, Costa et al. [24] have proposed the
GREEN-NET framework based on three principal components. The Energy Aware
Resource Infrastructure (EARI) component switches off unused resources, predicts
their next reservation and aggregates all the reservations. The resource management
system component uses the open source OAR4 to control the resources and job allo-
cations. The trust evaluation component selects the nodes that can be delegated to the
task of working as a proxy for the sleeping node(s). The Grid5000 platform [25] has
been used to evaluate the proposed system. Another aspect of the energy efficiency in
networks is that they are not energy proportional. Energy overheads are introduced by
fans and transceivers. The energy consumption does not vary with the traffic load on the

1 http://www.openflowswitch.org.
2 http://www.cisco.com/web/go/netflow.
3 http://tinyurl.com/ygcupdc.
4 http://code.google.com/p/google-summer-of-code-2009-oar/.
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devices. Although research has been carried out on efficient, energy-proportional links
and switches [8,26,27], the real exploitation of this potential lies in the implementation
of IEEE 802.3az standard.5 The IEEE 802.3az standard introduces a Lower Power Idle
(LPI) state that recognizes long periods of inactivity to put the device in a low energy
state. This technique is known as the Adaptive Link Rate (ALR), stated by many
[28,29] as the future of “Green Networking”. The ALR technique reduces the energy
consumption of a switch by either using it in the LPI state (power off) or by changing
the data rate of a link according to the current bandwidth requirement. The technique
requires a policy to decide link state switching and an ALR mechanism to implement
the policy decisions. The commonly used mechanisms for the ALR are:

1. the IEEE 802.3 Auto-Negotiation protocol,6

2. the ALR Medium Access Control (MAC) frame handshake [30] and
3. the IEEE 802.3az Energy-Efficient Ethernet.7

The ALR policies can be categorized on the basis of (a) the link sleep/shutdown
[8,31,32] and (b) the data/link rate scaling [33,30]. Most of the proposed ALR tech-
niques use the link sleep because it saves more energy as compared to the link rate
scaling. Nedevschi et al. [27] present a comparison between the link sleep and link
rate scaling and conclude that the link sleep strategy leads to more energy savings
when the links are idle. A detailed comparison of the various ALR techniques can be
found in [29].

2.2 Dynamic voltage/frequency scaling

This technique is based on the fact that power consumption in a processing chip
depends on voltage supplied and is described by the following equation,

P = V 2. f (1)

where P is the power consumed, V is the voltage and f is the corresponding frequency.
Therefore, by reducing the voltage or the switching frequency, the power consumption
can be reduced. The frequency reduction only applies to the CPU power since bus,
memory, and disks do not depend on the CPU frequency. Moreover, the hardware
support is essential to implement the DVFS technique. The Advanced Configuration
and Power Interface (ACPI) specification,8 is an OS-independent power management
and configuration standard adopted by most of the manufacturers, nowadays. ACPI
defines four power states for a server of which two, the G0 and G3, pertain to the
powered-on and powered-off states, respectively. The states G1 and G2 are further
divided into sub-states based on which components are powered on. Most of the
DVFS schemes depend on the ACPI standard implementation.

5 http://grouper.ieee.org/groups/802/3/az.
6 http://standards.ieee.org/getieee802/download/802.3-2008_section2.pdf.
7 http://grouper.ieee.org/groups/802/3/az.
8 http://www.intel.com/ial/powermgm/specs.html.
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DVFS has been explored in both server [34–37] and switch domains [38]. PowerNap
[34] designs a system that transitions between the active state and the idle state,
dynamically, in response to the workload detected through the Network Interface
Controller. The LPI state minimizes the response time of the workload that is high
in case of sleep mechanisms, but as the systems do not consume energy proportional
to the workload, idle state still consumes 70 % of the energy. This issue is addressed
in PowerNap by introducing the concept of Redundant Array of Inexpensive Load
Sharing (RAILS) that consists of multiple power supply units (PSUs). The PSUs do not
draw power for the idle servers, thus saving idle power usage. The design is evaluated
over a testbed of blade servers that shows 70 % power usage reduction. Horvath et al.
[35] have proposed a DVFS technique for a multi-tier web server architecture in which
higher-tier servers invoke services of lower-tier servers. It is assumed that there are
soft constraints of end-to-end delay. The DVFS is applied until the end-to-end delay
exceeds a threshold value. The convexity of the utilization-delay function implies a
common rule of thumb: increase the frequency of the most utilized server and decrease
the frequency of the under-utilized server. A prototype of the multi-tier web servers
has been built to demonstrates 30 % power savings. Pouwelse et al. [36] propose a
central controller that controls the clock speeds and processor voltages with the help
of a power-aware application that communicates its future demand to the controller.
The tasks are ordered according to the deadlines and priorities. The task with a lower
priority is scheduled over an interval such that it has lowest CPU utilization. Thus, low
priority tasks are scheduled first so that they can be preempted for higher priority tasks
that may arrive later. The algorithm is evaluated with a variable voltage processor,
supporting Linux drivers, clock scheduling daemon and power-aware application.
The ensued results demonstrate around 50 % power savings. Shang et al. [38] gave
the concept of DVFS in the communication fabric wherein each router port predicts the
future link load according to the workload history and adjusts the frequency of the link
accordingly. The local knowledge usage avoids the communication overhead. The
link and input buffer utilization are used as input parameters for the DVFS policy. To
evaluate the proposed system, the authors formed an 8×8 mesh network of 64 routers
(1 GHz each). The results showed that on average 4.6× power can be saved using
the proposed technique while bearing a small increase in the network latency and a
decrease in the network throughput.

2.3 Virtualization

Virtualization is a technique that allows the sharing of one physical server among
multiple virtual machines (VM), where each VM can serve different applications. The
CPU and memory resources can be dynamically provisioned for a VM according to
the current performance requirements. This makes virtualization perfectly fit for the
requirements of energy efficiency in data centers. The resources of a VM can be provi-
sioned dynamically as the workload demands change for an application. Virtualization
is the most adopted power management and resource allocation technique used by the
data center operators [16].
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Virtualization is implemented in both the server and switch domain but with dif-
ferent objectives. Server domain virtualization usually achieves energy efficiency by
sharing limited resources among different applications. While virtualization in the
network domain, on the other hand, aims to implement logically different addressing
and forwarding mechanisms on the same physical infrastructure. This latter type of
virtualization does not provide for energy efficiency [39]. In effect, network resources
are burdened by the virtualization techniques. Live migration of VMs in the data center
is an active area of research as data have to be transferred from one physical host to
another, generating significant amount of traffic [40]. Meng et al. [41] have proposed
a VM placement strategy that minimizes the distance between those VMs which have
large mutual bandwidth. The VMs are assigned to the hosts in close proximity in order
to reduce the distance. The NP-hard VM placement problem is approximated using
a two-tier algorithm that takes the traffic matrix between the VMs and cost matrix
between the hosts as input. The algorithm partitions the servers into clusters based on
the cost between clusters. The VMs are then partitioned into VM clusters in such a
manner that minimizes the inter-cluster traffic. Stage et al. [42] discuss the impact of
VM live migration on the network resources. A migration scheduler determines the
optimal schedule for the migrations, based on the knowledge of their duration, starting
time and deadline. The optimal scheduler schedules the live migrations in such a way
that the network is not congested by the VM live migration load. The live migrations
are also fulfilled in time. Beloglazov et al. [43] have proposed that live migration of
VMs can be used to concentrate the jobs on a few physical nodes so that the rest of the
nodes can be put in a power saving mode. The allocation, of new requests for VMs,
is done by sorting all the VMs in a Modified Best First Decreasing (MBFD) order
with respect to the current utilization. The VM is then allocated to a host based on the
least deterioration in the power consumption among the hosts. The current allocation
of VMs is optimized by selecting the VMs to be migrated on the basis of heuristics
related to utilization thresholds. If the current utilization of a host is below a threshold,
then all the VMs from that host should be migrated and the host is put in the power
saving mode. A similar approach [44] achieves energy efficiency with the help of
Limited Look Ahead Control (LLC). The LLC predicts the next state of the system by
a behavioral model that depends on the current state, environment input and control
input. A profit maximization problem, based on the Service Level Agreement (SLA),
is formulated to calculate the maximum number of physical hosts that can be powered
off.

In SecondNet [49], a central Virtual Data Center (VDC) manager controls all the
resources and VM requests. When the VDC manager creates a VM for the VDC, it
assigns the VM, a VDC ID and a VDC IP address, reserves the VM-to-VM and VM-to-
core bandwidths, as mentioned in the SLA for the application using the VM. Simula-
tions demonstrate that the system provides a guaranteed bandwidth and high network
utilization. A study to measure the impact of virtualization on network parameters—
such as throughput, packet delay, and packet loss—has been conducted by Wang et al.
[45]. The study is carried out on the Amazon EC29 data center where each instance

9 http://aws.amazon.com/ec2/.
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Table 3 Energy efficiency techniques in data centers

Energy efficiency technique Application Description and references Pros and cons

DPM Server Dynamically
power off servers
according to cur-
rent load [21]

A framework required to coordi-
nate, predict future workload

Network Dynamic network
shutdown [11]

Network shutdown degrades per-
formance and is considered taboo

DVFS Server Power consumption based
on V 2. f , can be reduced
[34]

A framework required to change
voltage, frequency according to
future workload. Provides negligi-
ble energy savings as compared to
DPM

Network ALR [8] A policy required to decide LPI
states, link rate. ALR is yet to be
discussed in data center context.
ALR achieves negligible energy
savings

Virtualization Server Dynamically provision
resources according to QoS
requirements, [16]

Most widely used, live migration
of VMs effect network resources

of the data center is a Xen VM.10 Processor utilization and TCP/UDP throughput are
measured by CPUTest and TCP/UDPTest programs, respectively. The packet loss is
measured by the Badabing tool [46]. The results show an unstable TCP/UDP through-
put and a very high packet delay among EC2 instances. The above discussion concludes
that although virtualization is a widely adopted power management and resource allo-
cation technique, the impact of VM live migrations has to be considered to reduce
the network traffic generated by such activity. Furthermore, live migrations can be
adopted to reduce VM-to-VM traffic and such a criterion should be built into the cur-
rent VM-based energy efficiency solutions. Table 3 summarizes the energy efficiency
techniques discussed above.

3 Server resource management

The best option for server resource management, in a data center, is the virtualization.
The pros and cons of virtualization have been discussed in Sect. 2.3. In this section,
we will focus on techniques, other than virtualization, for server resource manage-
ment. The cost of cooling for a densely populated data center may amount to around
half of its total energy expenditure [47]. Different techniques have been proposed in
the literature in order to lower the energy cost related to the cooling aspect of data
centers [48–54]. Abbasi et al. [48] have proposed a temperature- aware server pro-
visioning scheme. The data center is modeled as racks of blade servers with either
their front panels or back panels facing each other. The aforementioned is called a
hot/cold aisle arrangement. The data center energy consumption is modeled as the

10 http://xen.org/.
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aggregate of processing and cooling energy. The server provisioning is modeled as a
subset of servers for a specific time length (usually 1 h) that minimizes the total energy
and also provides the maximum CPU utilization. To solve the thermal-aware server
provisioning problem, minimax optimization, least re-circulated heat and Computer
Power Server Provisioning (CPSP) heuristics are used. A testbed of 30 blade servers,
with 4 cores each, was used to evaluate the heuristics. Results show that the mini-
max heuristic provides the best energy savings. In [49], the researchers have given a
similar approach for coordinated job and cooling management in data centers. The
intuition behind their highest thermostat setting (HTS) algorithm is that the higher ther-
mostat settings of the Computer Room Air Conditioner (CARC) lead to low energy
consumption for the cooling purposes. Researchers [50] have explored the benefits of
three schemes for the management of Information Technology (IT) and Cooling Tech-
nology (CT) from the aspect QoS and energy efficiency: (a) baseline, (b) coordinated
and (c) un-coordinated management. The data center is modeled as a coupled network
consisting of a computational network (cyber dynamics) and thermal network (physi-
cal dynamics). The computational network is modeled as a first-order queuing system
with workload defined in terms of job flow rate. The thermal network is modeled in
terms of input and output temperatures of each computing node. The input temper-
ature of a node is the amount of heat received from all of the other nodes while the
output temperature of the node is the amount of heat produced by a node. The baseline
strategy implements no coordination for the management of IT and CT domains and
is beneficial in case when the CT expenses are much smaller than the IT expenses. The
uncoordinated strategy represents the working of a typical data center where CT and
IT are managed by separate controllers. Because the uncoordinated strategy considers
IT and CT as two separate optimization problems, it cannot insure that all of the cyber-
physical QoS requirements are met. In the coordinated strategy, the controller adjusts
the number of servers according to the predicted and actual workloads while consid-
ering QOS and energy efficiency of both CT and IT in a single optimization problem.
The data center management strategies are evaluated on a small data center consisting
of 32 racks of servers and 4 computer room air conditioning (CRAC) units. The results
of the three strategies evaluated in terms of PUE show that while all strategies have
similar PUE in case of higher utilization of data center, the PUE is much lower for the
coordinated management strategy when the utilization is lower. Wang et al. [51] have
studied the joint optimization of energy consumed by computing and cooling units
under different prioritized constraints. The optimization problem finds the minimum
of cooling and computing energy under three constraints: the data center utilization
should provide the threshold performance, the respective component temperatures
should be within the safety limits and power consumed by the cooling and computing
servers should be within the budget. These constraints can be prioritized as soft or hard
constraints according to the preferences of the data center management. Although sev-
eral DPM techniques focusing on server resource management have been discussed in
the Sect. 2.1, one such technique is worth mentioning in this section. Gong et al. [55]
have studied the issue of energy-aware server provisioning and load dispatching for
connection-intensive applications. They have used real trace data from a data center
hosting Windows Live Messenger application. The clients connect to the data center
via the data center front-end servers which act as load dispatchers. The load dispatch-
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ers evenly distribute the incoming login requests to the connection servers (CS), which
authenticates the client. The CS have two hard constraints on them: Lmax is the max-
imum number of login requests a CS can facilitate per second and Nmax is the total
number of connections the CS has to maintain. Based on the forecasted number of login
requests L tot and number of connections Ntot for the next period of time t, number of
required servers are calculated based on the constraints that for each server L ≤ Lmax
and N ≤ Nmax. Three server provisioning algorithms are described: hysteresis-based
provision, forecast-based provision and short-term load forecasting. The server load
provisioning algorithms are tested on a testbed of 60 CS and a load dispatcher with
real data center traces. The trade-off between energy efficiency and server initiated
disconnections (SID) is studied. It is concluded that a hybrid approach achieves the
best energy SID trade-off. The hybrid approach distributes load evenly when the load
increases and concentrates load to minimum number of CS when the load decreases.
Le et al. [56] provide a geo-distribution optimization problem of data centers based
on the factors of electricity prices, time zones and green electricity production with
limited carbon foot-print. Valancius et al. [57] propose an unconventional model of
data centers, called the Nano data centers (NaDa), based on the geo-distribution of
data center elements. Services are delivered by the servers placed at the network edge.
These servers are controlled by a single ISP and hosted behind the gateways and DSL
modems hosted by it. The access to the services, hosted on these servers, is provided by
a managed peer-to-peer infrastructure. Cooling is not required in such data centers as
the servers are widely distributed. The model has been tested for a Video-on-Demand
(VoD) application and the results show about 20–30 % of energy savings as compared
to the conventional data centers; memory units, of the order 4 GB, are sufficient to sati-
ate the memory requirements of the data-intensive VoD applications. Another study
about the geo-distribution of data center resources can be found in [58].

Berral et al. [59] have used machine learning techniques to predict the future work-
load based on the models of the hosted applications and machine behaviors. A dynamic
scheduler calculates the impact of each job scheduling on power and performance
using machine learning models before allocating the resources. Two genetic algo-
rithms have been proposed in [60] for the minimization of both energy and makespan
of tasks. Lesser the makespan of a job, lower is its energy consumption. For genetic
algorithms, the initial population is created using the minimum completion time and
longest job to fastest resource heuristics. A goal programming approach to solve the
multi-optimization problem has been proposed by Khan et al. [61]. It has been shown
that the goal programming approach, for the minimization of energy and makespan,
converges to the compromised Pareto-optimal solution. The Nash Bargaining Solution
(NBS) has also been proposed for this problem in computational grids [62]. All the
machines of the grid arrive at a task allocation decision that minimizes the energy
consumption and makespan.

3.1 Research issues

As pointed in Sect. 2.3, live migrations of VMs in data center have a network overhead.
The optimal migration of VMs that limit the overhead on the network resources is
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an active area of research [40]. Moreover, live migrations of VMs may lead to non-
optimized VM placement. In this scenario, two VMs that have large mutual bandwidth
may be placed at distant physical machines increasing the network communications
significantly [41]. Moreover, the optimal placement of VMs such that it minimizes the
cooling cost is a topic of active research. Therefore, the problem of optimal placement
of VMs under the constraints of energy efficiency, cooling efficiency, QoS, SLAs,
network overheads and data center topology has many research issues to be explored.

As the heat is constantly dissipated from servers, device failure rate increases which
affects the reliability and availability of the systems. Cooling data center environments
almost double the cost of energy. The joint optimization problem of minimizing ther-
mal and computing energy under the constraints of budget, threshold component tem-
peratures, component utilization and required performance metrics is an active area
of research [48–52].

The research focus in data centers resource allocation has been on meeting SLA
and providing high performance with little attention to minimizing energy [63]. Due
to the variability of workload, the thought of energy efficiency is considered taboo
as it can lead to SLA violations. Different techniques of workload prediction have
their own pros and cons [55]. While history-based prediction is the most commonly
deployed technique, it is not efficient for all workload scenarios. The penalties paid in
terms of business impact due to violation of SLA can be huge. Therefore, intelligent
workload prediction strategies have to be formulated [52].

4 Network resource management

The commonly adopted network architectures, in data centers, are multi-tier, that is,
two-tier (2T), three-tier (3T) and three-tier high-speed architecture (3Ths) [64]. The 3T
architecture is the most common in large-scale data centers wherein the core layer con-
nects the data center to the Internet backbone, the aggregation layer provides diverse
functionalities (such as content switching, SSL and firewall) and the access layer con-
nects the internal data servers placed in a rack-blade assembly. There are multiple
links from one tier to another which, along with the multiple internal servers, ensure
availability and fault tolerance in the data center, though at the cost of some redun-
dancy. The 2T architecture does not have the aggregation layer. The 3T architecture
is graphically depicted in Fig. 1 (after [13]).

The 10 GE links are replaced by 100 GE while 1 GE links are replaced by 10 GE
links in 3Ths architecture. The 3Ths architecture provides higher bandwidth in the
core and aggregation layer of the data center. A higher bandwidth also helps to reduce
the number of switches in the core and aggregation layer but it comes with a price of
higher energy consumption and higher switch costs. Multi-tier network architectures
limit the size of a single L2 layer domain to around 4,000 servers. The size of the IP
subnet within a domain is further limited to a few hundred servers due to the overhead
of the broadcast traffic. VLANS are used to further divide a domain into subnets. These
multi-tier architectures are widely adopted but they are inherently dense, inflexible and
non-scalable for a wide range of applications that need thousands of servers to work
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Fig. 1 Three-tier (3T) network architecture

with, for example, MapReduce [65] and Hadoop.11 When an application expands over
several L2 domains, the resources are fragmented. Furthermore, multi-tier network
architectures do not provide server to server connectivity and servers have to route
data through L3 routers to communicate with each other. Server to server connectivity
with large and scalable L2 domains is the basic requirements of new state-of-the-art
Internet applications.

4.1 Network architectures

Most of the proposed network architectures for data centers focus on scalability,
fault-tolerance and high-speed connectivity for server-to-server and server-to-client
throughput. Some of these network architectures try to achieve a 1:1 oversubscription
ratio [12]. The oversubscription ratio is defined as the ratio of total bandwidth provided
by a layer to the total bandwidth provided by its higher layer. For example, a rack of
48 servers with 1 Gbps port each, having twenty 1 Gbps uplinks to the aggregation
switches, has an oversubscription ratio of 2.4—limiting the per server available band-
width to 416 Mbps. Conventional data center architectures have oversubscription ratio
greater than 1, at every tier, that significantly limits the theoretical throughput of the
data center. To achieve 1:1 oversubscription ratio and full aggregate bandwidth, the
state-of-the-art network architectures have the following salient features:

1. Accommodation of more switches at aggregation and core layers.
2. The use of commodity switches instead of high-end enterprise switches.
3. Be scalable to accommodate more links by adopting variants of mesh, Clos and

hierarchical architecture and
4. Building a routing protocol to support the architecture.

DCell [66] is a recursively built network architecture where high-level DCells are
formed from several low-level fully connected DCells. DCell Fault-tolerant Routing
protocol (DFR) is a single-path, recursively built routing protocol to support the recur-
sive architecture of DCell. When a packet arrives at a node, it checks whether it is

11 http://hadoop.apache.org/.
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the destination and if so, it sends the packet to the higher layer. Otherwise, it checks
whether the packet belongs to the same DCell and if so, broadcasts the packet within
the DCell; otherwise it uses the DCellRouting protocol to calculate the destination
path. BCube [67] is a modular data center network architecture based on the DCell.
BCube supports server-to-server communication in all forms: one-to-all and all-to-all.
The network architecture has additional ports attached to each server and Commodity
off-the-shelf (COTS) mini-switches as crossbars to support server-to-server communi-
cation. The BCube is a recursively defined structure with BCube0 a subset of n servers
connected to an n-port switch and BCubek consists of n Bcubek−1. Servers are named
according to their location in the BCube structure. A routing protocol, BSR, is defined
to support this architecture. BSR decides, which path a packet should follow from
the source to the destination, after probing the network and encoding the path in the
packet header. The source decides the routing path and the intermediate servers and
switches have to route the packet accordingly, without being involved in the routing
decisions. The routing protocol uses a Breadth First Search (BFS) strategy to find
parallel paths to the destination. The BCube protocol resides at layer 2.5, between
the TCP/IP protocol driver and the Ethernet Network Driver Interface Specification
(NDIS). A testbed, of 16 servers and eight 8-port mini-switches, is used to evaluate
the performance of BCube. The results show greater per-server and server-to-server
throughput than that of tree architectures.

Monsoon [68] is a mesh-like network architecture built from low cost commodity
switches. Load balancing servers are used to distribute the load on the servers and avoid
congestion within the data center. Commodity hardware is used to scale out, rather
than scale up, the data center. Server-to-server communication is provided by MAC-
in-MAC encapsulation.12 This results in the overhead of encapsulation/decapsulation
at each hop. Monsoon requires that each switch maintain an entry, in its forwarding
table, for every other switch. Switches track the IP and MAC address of their adjacent
switches and advertise them in a Link State Advertisement (LSA) to perform the
required encapsulation/decapsulation. Programmable switches are required to control
the forwarding table of switches. A fat-tree topology is proposed in [12,69]. Al-Fares
et al. [69] proposed a Clos-based fat-tree k-ary architecture using the commodity
switches. In fat-tree topology, all switching elements are identical, allowing the use of
commodity switches at all the tiers. A single routing path is defined between any two
hosts in this scheme. This may lead to bottlenecks, which are avoided by adopting an IP
forwarding technique. Greenberg et al. [12] proposed VL2 with similar characteristics.
VL2 uses Clos network topology to provide high server-to-server bandwidth, and
valiant load balancing to provide load distribution where each server randomly chooses
the path of its flow from the available paths. Portland [70] is a scalable and fault-tolerant
data center network fabric built from pods. The Portland protocol works on layer-2
forwarding mechanisms. Each switch is assigned a pseudo MAC (PMAC) address.
All forwarding is done on the basis of PMAC. The switch maintains the forwarding
table of MAC addresses of its attached servers. A Location Discovery Protocol is
used by the switches to establish their position within the topology. Although most

12 http://www.ieee802.org/1/pages/802.1ah.html.
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of the network architectures described in the above section overcome the drawbacks of
multi-tier architectures, they are not adopted in industry, mainly due to the support
of hardware industry (Cisco) for the multi-tier architecture.

The aforementioned data center network architectures provide energy savings by
deploying commodity switches instead of enterprise/high-end switches. Commod-
ity switches are cheaper than enterprise switches and also consume lesser energy.
Moreover, these network architectures over provision the resources and deploy mul-
tiple links between nodes. The over-provisioned resources provide energy efficiency
by supporting energy-efficient routing protocols and resource consolidation. Detailed
comparison of data center architectures can be found in [71,72].

4.2 Network protocols

Most of the data center architectures discussed in the above section use custom routing
protocols. Shang et al. [48] propose an energy-aware routing protocol that provides
efficient routing using fewer network devices and places the rest of the devices in the
sleep mode for energy efficiency. The minimum subset of network devices needed for
efficient routing is found by first calculating the total throughput of the data center.
Then, network devices are gradually removed from the topology until the throughput
decreases to a minimum tolerable performance level. The devices removed from the
topology are switched off. Chiaraviglio et al. [73] have proposed a mathematical
model of energy-efficient communication between a content provider and an ISP.
Many researchers [74–77] have discussed the drawbacks of Equal-Cost Multiple-Path
(ECMP) routing in data centers. As most of the network architectures deployed in
data centers are tree based, multiple equal cost paths exist between any two pairs of
systems. With ECMP, the router calculates the hash of a packet based on its header and
assigns a route to a hash value. Packets belonging to the same flow (header) are routed
to the same link to avoid an out-of-order delivery that may result in unbalanced traffic
on various links, in case of data centric flows. The remedies, related to the ECMP
routing, have been discussed in [74–77]. Energy-aware routing is a NP-hard problem
as formally proved by many researchers, for instance [78].

4.3 Research issues

Kliazovich et al. [13] argue that network load consolidation can result in substantial
energy savings. But the network traffic consolidation techniques are usually treated
as an unaffordable luxury by the data centers where the supreme business objective is
to provide maximum throughput at minimum latency. The exercise of shutting down
switches and consolidating traffic on other switches can have severe effects on network
throughput, latency, congestion and routing protocols. These issues have not been focus
of any research so far. We are particularly interested in the case of causal data in such
scenarios. Causality implies that the data sent in an order should be received in the
same order. Communication protocols like TCP/IP make sure that the causality of
data is complied with. The concept of causality is associated with the content sharing
websites and teleconferencing data. Content sharing websites produce Data Intensive
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Table 4 Energy efficiency-related research in data center networks

Project name Goal QoS Simulations

DENS [13] Server consolida-
tion while avoid-
ing hotspots

Yes GreenCloud [11]

ElasticTree [23] Keep minimum subset
of switches alive

No, predicted traffic may
conflict with actual traffic

OpenFlowa

GREEN-NET [24] Advance network resources
reservation

No, as application demands
may change

Grid 5000 [25]

A routing protocol [48] Keep minimum switches
on for tolerable throughput

Partially, as throughput is con-
sidered but latency is not

Not mentioned

a http://www.openflowswitch.org

Workloads (DIW) that have little computation but larger bandwidth requirements.
Despite the fact that web applications buffer the data, it is considered to be lost after a
threshold latency time. As mentioned earlier, the Dynamic Network Shutdown (DNS)
technique increases the latency and decreases the throughput of the network, therefore,
affecting QoS requirements of causal data. Different traffic scheduling techniques can
be applied to address this issue. Preemptive scheduling can be used to preempt the non-
causal data and provide priority to the causal data. This technique has two drawbacks.
First, all the data in a data center may be causal and preemption might not be a choice.
Second, preemption increases latency of the preempted data in any case. The concept
of advanced network resource allocation can also be used under this scenario. Internet
applications can reserve the network resources for a DIW and those resources may
not be part of the DNS exercise. These techniques can be adopted from the wireless
transmission domain [79]. Table 4 summarizes the research regarding energy efficiency
in data center networks.

5 Simulation tools

Most of the researchers have used testbeds to evaluate their proposed schemes of energy
efficiency in data centers [12,36,70,74]. The main disadvantage is, however, the issue
of scalability of the testbed to the real world data center environments that are many
times larger than the testbed environment. Ripcord [80] provides a modular platform
for data center networking and monitoring that employ a 160-node cluster forming
fat-tree architecture with programmable switches configured with OpenFlow. The
visualization of network states is provided by a GUI. Implementation of some of the
routing algorithms presented in previous sections has also been provided by Ripcord.
Three well-known data center energy-aware simulation environments are MDCSim
[81], CloudSim [82] and GreenCloud [11]. A comparison of the three environments is
provided in [11] which indicates that GreenCloud is by far the best choice for energy-
aware data center simulations. GreenCloud has several advantages over MDCSim and
CloudSim simulators. GreenCloud is an extension of NS2,13 a simulator that captures

13 http://www.isi.edu/nsnam/ns/l.
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the packet-level simulation details, while MDCSim and CloudSim are event-based
simulators that do not capture packet-level details. Both MDCSim and CloudSim do
not provide GUI support, while NS2-based simulators come with the support of Nam
animator.14 GreenCloud implements the detailed communication model capturing
the dynamics of various protocols, while MDCSim and CloudSim only implement
limited communication models. Energy consumption can be measured in GreenCloud
very accurately as energy levels are changed on packet arrival, task execution and
completion. CloudSim provides no energy model while MDCSim provides only rough
estimates. GreenCloud also implements three power saving algorithms in the form of
DPM, DVFS and DPM + DVFS. MDCSim and CloudSim are event-based simulators
and can simulate a data center of 100,000 nodes easily while GreenCloud can simulate
a data center of a few thousand nodes. As GreenCloud has the advantage of packet-
level detailed communication modeling and support of a GUI, its usage is preferred
in energy-aware data center simulations.

6 Conclusion

A typical data center consumes a large amount of electricity due to its redundantly
built architecture. The redundant elements of a data center can be placed in low-power
states to save energy. Workload consolidation is done on a minimum number of servers
according to the predicted workload. The contemporary research focuses on the issues
of workload prediction, virtualization and autonomic power management. Consolida-
tion of traffic on minimum number of switches has received little attention. We have
discussed both server and switch devices for energy efficiency purposes while dwelling
on the research issues regarding the energy efficiency in data center networks. The case
of causal data needs special attention as DNS techniques affect the latency of causal
data. Message queue preemption at switches and wireless transmission scheduling
techniques are proposed as a solution for such scenarios.
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