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Abstract
In this paper, we first establish the local well-posedness for the Fornberg–Whitham-
type equation in theBesov spaces Bs

p,r (R)with 1 ≤ p, r ≤ ∞ and s > max{1+ 1
p , 3

2 },
which improve the previous work in Sobolev spaces Hs(R) = Bs

2,2(R) with s > 3
2

(Lai and Luo in J Differ Equ 344:509–521, 2023). Furthermore, we prove the solution
is not uniformly continuous dependence on the initial data in the Besov spaces Bs

p,r (R)

with 1 ≤ p ≤ ∞,1 ≤ r < ∞ and s > max{1 + 1
p , 3

2 }.

Keywords Non-uniform dependence · Fornberg–Whitham-type equation · Local
well-posedness · Besov spaces
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1 Introduction

The following Fornberg–Whitham (FW) equation

{
Wt − Wxxx − Wx + 3

2W Wx = 9
2Wx Wxx + 3

2W Wxxx , x ∈ R, t > 0,

W (x, 0) = W0(x), x ∈ R,
(1.1)

which was proposed by Fornberg andWhitham [1] as a model for breaking waves. Eq

(1.1) has a peakon solution W (t, x) = 8
9e− 1

2 |x− 4
3 t |. We can rewrite (1.1) in non-local

Communicated by Adrian Constantin.

B Xueyuan Qi
qixueyuan@stu.xmu.edu.cn

1 Xiamen University, Xiamen 36100, People’s Republic of China

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00605-024-01974-y&domain=pdf
http://orcid.org/0009-0008-6989-6147


X. Qi

form {
Wt + 3

2W Wx = ∂x (1 − ∂2x )−1W , x ∈ R, t > 0,

W (x, 0) = W0(x), x ∈ R.
(1.2)

In this form, the FW equation was compared with the CH equation [2, 3]

Wt + W Wx = ∂x

(
1 − ∂2x

)−1
(

W 2 + 1

2
W 2

x

)
.

The CH equation has a bi-Hamiltonian structure and is completely integrable in
the sense of Lax pair [2]. The local well-posedness and ill-posedness of the Cauchy
problem for the CH equation in Sobolev spaces and Besov spaces have been studied
in [4–8]. Moreover, the CH equation has more proposition, such as, global strong
solution, wave breaking phenomena, global weak solutions and so on, we can find in
[9–16]. Further, the non-uniform dependence of solution map for the CH equation in
Sobolev spaces and Besov spaces have been investigated in many papers, see [17–19].

Unlike the CH equation, the FW equation (1.1) is non-integrable and lakes enough
useful conserved quantities, which make it is difficult to study the properties of solu-
tions to the equation. Recently, The local well-posedness of the Cauchy problem for
the FW equation (1.1)in Sobolev spaces and Besov spaces are obtained in [20, 21].
And they demonstrated that the date-to-solution map is not uniformly continuous
but Hölder continuity in some given topology and existence of weak solution to FW
equation are investigated in [22–24].

Recently, Lai and Luo studied a shallow water wave equation called Fornberg–
Whitham-type equation in [25],

Wt − Wxxx − kWx + mW Wx = 9

2
Wx Wxx + 3

2
W Wxxx . (1.3)

and the non-local form{
Wt + 3

2W Wx = ∂x (1 − ∂2x )−1(kW + 3−2m
4 W 2), x ∈ R, t > 0,

W (x, 0) = W0(x), x ∈ R.
(1.4)

where m > 0 and m ≥ 0 are constants. which is viewed as a generalization of Eq.
(1.1) and the structure of this equation the non-local term with both W and W 2 is
complicated in comparison with the only W in (1.1). Especially, if k = 1 and m = 3

2 ,
equation (1.4) is reduced to the classical FW equation (1.1).

In [25], the authers estiblished the local-well-posedness in Sobolev spaces Hs(R)

with s > 3
2 and study the blow-up phenomena of solutions. However, the local-

well-posedness for equation in the Besov spaces Bs
p,r (R) with 1 ≤ p, r ≤ ∞ and

s > max{1+ 1
p , 3

2 }(Hs(R) = Bs
2,2(R)with s > 3

2 ) has not been studied. In this paper,
view the idea of [8, 18, 26], we will study the local well-posedness and non-uniform
dependence on initial data for the Fornberg–Whitham-type equation (1.4) in Besov
spaces.
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Well-posedness and non-uniform dependence...

The first results concerning the local well-posedness for Fornberg–Whitham-type
equation (1.4) in Besov spaces. Which yields the following theorem.

Theorem 1.1 Let 1 ≤ p, r ≤ ∞ and s > max{1 + 1
p , 3

2 } and the initial date
u0 ∈ Bs

p,r (R). Then, there exists a time T > 0 such that the cauchy problem (1.4)
has a unique solution W ∈ Es

p,r (T ), and the map W0 �→ W is continuous from a
neighborhood of W0 in Bs

p,r into

C([0, T ]; Bs′
p,r (R)) ∩ C1([0, T ]; Bs′−1

p,r (R))

s′ < s when r = +∞ whereas s′ = s when r < +∞. Furthermore, for all t ∈ [0, T ],
we have

‖W (t)‖Bs
p,r (R) ≤ C‖W0‖Bs

p,r (R). (1.5)

From our well-posedness result, we know that the data-to-solution map W0 �→ W
is continuous from any bounded subset of Bs

p,r into Es
p,r (T ), Moveover, by construct-

ing the initial data, we can demonstrate the data-to-solution map of Eq. (1.4) is not
uniformly continuous as follows.

Theorem 1.2 Let s > max{1 + 1
p , 3

2 } and 1 ≤ p ≤ ∞, 1 ≤ r < ∞. Then the data-
to-solution map for Eq. (1.4) is not uniformly continuous from any bounded subset in
Bs

p,r (R) into C([0, T ]; Bs
p,r (R)). That is, there exists two sequences of solutions W n

and V n such that

‖W n
0 ‖Bs

p,r
+ ‖V n

0 ‖Bs
p,r

� 1, lim
n→∞ ‖W n

0 − V n
0 ‖Bs

p,r
= 0,

lim
n→∞ inf ‖W n(t) − V n(t)‖Bs

p,r
� t, t ∈ (0, T0],

with small positive time T0 ≤ T .

Remark Note that when p = 2, r = 2, one has Bs
p,r (R) = Hs(R). Thus, Theorem

1 and Theorem 2 imply that under the condition u0 ∈ Hs(R) with s > 3
2 , we can

obtain the local well-posedness(see [25]) and the non-uniform continuity for the data-
to-solution map in sobolev spaces.

Notation The symbol A � B means that there is a uniform positive constant C
independent of A and B such that A ≤ C B.

2 Preliminaries

Before proceeding, we recall the following properties in Besov spaces. In addition,
we need to review the transport equation theory, which will be used in the paper.

Definition 2.1 (Littlewood–Paley Decomposition) There exists a couple of smooth
functions (χ, ϕ) valued in [0,1], such that χ is supported in the ball B � {ξ ∈ R :
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|ξ | ≤ 4
3 }, and ϕ is supported in the ring C � {ξ ∈ R : 3

4 ≤ |ξ | ≤ 8
3 }. Moreover,

∀ξ ∈ R
d , χ(ξ) +

∑
j≥0

ϕ(2− jξ) = 1,

∀ξ ∈ R
d\{0},

∑
j∈Z

ϕ(2− jξ) = 1,

| j − j ′| ≥ 2 ⇒ Suppϕ(2− j ·) ∩ Suppϕ(2− j ′ ·) = ∅,

j ≥ 1 ⇒ Suppχ(·) ∩ Suppϕ(2− j ·) = ∅.

Then, we can define the nonhomogeneous dyadic blocks � j and nonhomogeneous
low frequency cut-off operator S j as follows:

� j u = 0, j ≤ −2, −1u = χ(D)u = F−1(χFu),

� j u = ϕ(2− j D)u = F−1(ϕ(2− j ·)Fu), i f j ≥ 0,

S j u =
j−1∑

j ′=−∞
� j ′ u.

Definition 2.2 [27] Let s ∈ R and 1 < p, r ≤ ∞. The nonhomogeneous Besov space
Bs

p,r (R
d) (Bs

p,r ) consists of all tempered distribution u such that

‖u‖Bs
p,r (R

d ) � ‖(2 js‖ � j u‖L p(Rd )) j∈Z‖lr (Z) < ∞.

We introduce a function spaces Es
p,r (T ) as follows.

Es
p,r (T )

{
C([0, T ]; Bs

p,r ) ∩ C1([0, T ]; Bs−1
p,r ), if r < ∞,

Cw([0, T ]; Bs
p,∞) ∩ C0,1([0, T ]; Bs−1

p,∞), if r = ∞

Therefore, we have the product laws as follows.

Lemma 2.1 [27]

1. Algebraic properties: ∀s > 0, Bs
p,r ∩ L∞ is a Banach algebra. Bs

p,r is a Banach

algebra ⇔ Bs
p,r ↪→ L∞ ⇔ s > d

p or s = d
p , r = 1.

2. For any s > 0 and 1 ≤ p, r ≤ ∞, there have

‖uv‖Bs
p,r

≤ C(‖u‖L∞‖v‖Bs
p,r

+ ‖v‖L∞‖u‖Bs
p,r

).

3. Let 1 ≤ p, r ≤ ∞ and s > max{ 32 , 1 + d
p }. Then, we have

‖uv‖Bs−2
p,r

≤ C‖u‖Bs−1
p,r

‖v‖Bs−2
p,r

.

4. Density: C∞
c is dense in Bs

p,r ⇔ 1 ≤ p, r < ∞.
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Well-posedness and non-uniform dependence...

5. Fatou lemma: If {un}n∈N is bounded in Bs
p,r and un → u in S′, then u ∈ Bs

p,r
and

‖u‖Bs
p,r

≤ lim inf
n→∞ ‖un‖Bs

p,r

6. Let n ∈ R and g be an Sn-multiplier. Then, the operator g(D) is continuous from
Bs

p,r to Bs−n
p,r .

Next, we give some useful results in the transport equation theory, which are crucial
to show our main theorem.

Lemma 2.2 (Theorem 3.38, [27]) Assume 1 ≤ p, r ≤ ∞ and s > − d
p . Let v be a

vector field such that ∇v ∈ L1([0, T ]; Bs−1
p,r ) if s > 1+ d

p or to L1([0, T ]; B
d
p
p,r ∩ L∞)

otherwise. Suppose also that f0 ∈ Bs
p,r ,g ∈ L1([0, T ]; Bs

p,r ) and the function f ∈
L∞([0, T ]; Bs

p,r )∩C([0, T ]; S′) solves the d-dimensional linear transport equations

∂t f + v · � f = g, f |t=0 = f0. (2.1)

Then there exists a constant C = C(d, p, r , s) such that the following statement
hold:

1. If r = 1 or s �= 1 + d
p , then

‖ f (s)‖Bs
p,r

≤ ‖ f0‖Bs
p,r

+
∫ t

0
‖g(τ )‖Bs

p,r
dτ + C

∫ t

0
Vp(τ )‖ f (τ )‖Bs

p,r
dτ (2.2)

or

‖ f (s)‖Bs
p,r

≤ CeCVp(t)
(

‖ f0‖Bσ
p,r

+
∫ t

0
e−CVp(τ )‖g(τ )‖Bs

p,r
dτ

)
, (2.3)

where Vp(t) = ∫ t
0 ‖∇v(τ)‖

B
d
p

p,r ∩L∞
dτ if s < 1+ d

p and Vp(t) = ∫ t
0 ‖∇v(τ)‖Bs−1

p,r
dτ

else.
2. If f = v, then for all s > 0 the estimate (3.3) holds with

Vp(t) =
∫ t

0
‖�v(s)‖L∞(Rd )ds.

3. If r < +∞, then f ∈ C([0, T ]; Bs
p,r ). If r = +∞, then f ∈ C([0, T ]; Bs′

p,r ) for
all s′ < s.

Lemma 2.3 [27](Existence and uniqueness) For 1 ≤ p, r , p1 ≤ ∞ and s >

−d min{ 1
p′ , 1

p1
} with 1

p + 1
p′ = 1. suppose that initial data f0 ∈ Bs

p,r (R),g ∈
L1([0, T ]; Bs

p,r ). Letv be a time-dependent vector field such thatv ∈ Lρ([0, T ]; B−M∞,∞)

for some ρ > 1, M > 0 and ∇v ∈ L1([0, T ]; B
d
p
p,r ∩ L∞) if s < 1 + d

p1
and
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∇v ∈ L1([0, T ]; Bs−1
p1,r ) if s > 1+ d

p or s = 1+ d
p1

and r = 1. Then the Eq. (3.1) have

a unique solution f ∈ L∞([0, T ]; Bs
p,r ∩ (∩s′<sC([0, T ]; Bs′

p,1)) and the inequalities
in Lemma 2 hold true. Moreover, r < ∞, then we have f ∈ C([0, T ]; Bs

p,1).

3 Local well-posedness

In this section, we will study the local well-posedness of the Cauchy problem (1.4) in
Besov spaces. we divide four steps to prove the Theorem 1.1.

Step 1. Uniqueness and continuity with respect to the initial data W0 are immediate
consequence of the following Lemma:

Lemma 3.1 Assume 1 ≤ p, r ≤ ∞ and s > max{1 + 1
p , 3

2 }. Let W , V ∈
L∞([0, T ]; Bs

p,r ) ∩ C([0, T ]; S′) be two solutions of the Eq. (1.4) with initial data
W0, V0 ∈ Bs

p,r . Thus, for any t ∈ [0, T ], we have

‖W (t) − V (t)‖Bs−1
p,r

≤ ‖W0 − V0‖Bs−1
p,r

e
C

∫ t
0 (1+‖W (τ )‖Bs

p,r
+‖V (τ )‖Bs

p,r
)dτ

, (3.1)

Proof Let U = W − V , we can know that W , V ∈ L∞([0, T ]; Bs
p,r ) ∩ C([0, T ]; S′),

which implies U ∈ C([0, T ]; Bs−1
p,r ), and U is the solution of the following equations

{
Ut + 3

2WUx = − 3
2U Vx + ∂x (1 − ∂2x )−1(kU + 3−2m

4 U (W + V )),

U (x, 0) = W0 − V0.
(3.2)

For s > 3
2 , Lemma 2.2 implies that

‖U (t)‖Bs−1
p,r

≤ ‖U0‖Bs−1
p,r

+
∫ t

0
‖∂x W‖Bs−2

p,r
‖U‖Bs−1

p,r
dτ

+ C
∫ t

0
(‖U∂x V ‖Bs

p,r
+ ‖∂x (1 − ∂2x )−1(kU + 3 − 2m

4
U (W + V ))‖Bs−1

p,r
)dτ.

(3.3)

The algebraic property for Bs−1
p,r for s > 1 + 1

p , we can obtain

‖U∂x V ‖Bs−1
p,r

≤ C‖U‖Bs−1
p,r

‖∂x V ‖Bs−1
p,r

≤ C‖U‖Bs−1
p,r

‖V ‖Bs
p,r

. (3.4)

Since the operator(1−∂2x )−1 is a S−2-multiplier, applying Lemma 2.1(6). We have

‖∂x (1 − ∂2x )−1(kU + 3 − 2m

4
U (W + V ))‖Bs−1

p,r

≤ C(‖U‖Bs−2
p,r

+ ‖U (W + V )‖Bs−2
p,r

)

≤ ‖U‖Bs−1
p,r

+ C‖U‖Bs−1
p,r

(‖W‖Bs
p,r

+ ‖V ‖Bs
p,r

). (3.5)
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Well-posedness and non-uniform dependence...

Plugging (3.4), (3.5) into (3.3) gives

‖U (t)‖Bs−1
p,r

≤ ‖U0‖Bs−1
p,r

+ C
∫ t

0
‖U‖Bs−1

p,r
(‖W‖Bs

p,r
+ ‖V ‖Bs

p,r
+ 1)dτ. (3.6)

By using the Gronwall’s inequality, which yield the Lemma 3.1.
Step 2. Next, will start the proof of Theorem 1.1, which is motivated by the proof of
the Cauchy problem about Camassa-Holm-type equation [7]. We can use the classical
Friedrichs regularization method to construct approximate solution to Eq. (1.4).

Lemma 3.2 , Let 1 ≤ p, r ≤ ∞ and s > max{1 + 1
p , 3

2 }. Assume W 0 = 0, there
exist a sequence of smooth function {W n}n∈N solves the following linear transport
equation:

{
∂t W n+1 + 3

2W n∂x W n+1 = ∂x (1 − ∂2x )−1(kW n + 3−2m
4 (W n)2),

W (x, 0) = W0(x).
(3.7)

Then, we have {W n}n∈N is uniformly bounded in Es
p,r (T ) and {W n}n∈N is a Cauchy

sequence in C([0, T ]; Bs−1
p,r ).

Proof From Lemma 2.2, we know that the Eq. (3.7) has a global solution W n+1 ∈
Es

p,r (T ) with s > max{1 + 1
p , 3

2 } and the following inequality

‖W n+1(t)‖Bs
p,r

≤ Ce
C

∫ t
0 ‖W n(τ )‖Bs

p,r
dτ

(
‖W0‖Bs

p,r

+C
∫ t

0
e
−C

∫ τ
0 ‖W n(τ ′)‖Bs

p,r
dτ ′ (‖∂x (1 − ∂2x )−1

(
kW n + 3 − 2m

4
(W n)2

)
‖Bs

p,r

)
dτ

)
. (3.8)

We know that Bs
p,r , Bs−1

p,r are Banach algebras and the embedding Bs
p,r ↪→ Bs−1

p,r ↪→
L∞ for s > 1 + 1

p . Note that the operator (1 − ∂2x )−1 is a S−2-multiplier. Thus, we
have

‖∂x (1 − ∂2x )−1
(

kW n + 3 − 2m

4
(W n)2

)
‖Bs

p,r
≤ C(‖W n‖Bs

p,r
+ ‖W n‖2Bs

p,r
).

(3.9)

Thus, we can obtain

‖W n+1(t)‖Bs
p,r

≤ e
C

∫ t
0 ‖W n(τ )‖Bs

p,r
dτ

(‖W0‖Bs
p,r

+ C
∫ t

0
e
−C

∫ τ
0 ‖W n(τ ′)‖Bs

p,r
dτ ′

(‖W n(τ )‖Bs
p,r

+ ‖W n(τ )‖2Bs
p,r

)dτ. (3.10)

If we choose Mn(t) = ‖W n(t)‖Bs
p,r

+ 1, M0 = ‖W0‖Bs
p,r

+ 1. Then, we have

Mn+1(t) ≤ eC
∫ t
0 Mn(τ )dτ M0 + C

∫ t

0
eC

∫ t
τ Mn(t ′)dt ′(Mn(τ ))2dτ. (3.11)
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Fix T > 0, such that T ≤ 1
4C M0

, by induction, we can claim that

Mn(t) ≤ M0

1 − 2C M0t
≤ 2M0, ∀t ∈ [0, T ]. (3.12)

Plugging (3.12) into (3.11), for any0 ≤ τ < t ≤ 1
4C M0

, we have

eC
∫ t
τ Mn(t ′)dt ′ ≤ e

C
∫ t
τ

M0
1−2C M0 t ′ dt ′ =

(
1 − 2C M0τ

1 − 2C M0t

) 1
2

.

and

Mn+1(t) ≤ M0

(1 − 2C M0t)
1
2

+ M2
0

(1 − 2C M0t)
1
2

∫ t

0
(1 − 2C M0τ)−

3
2 dτ

= M0

(1 − 2C M0t)
1
2

+ M0

(1 − 2C M0t)
1
2

{
1

(1 − 2C M0t)
1
2

− 1

}

= M0

1 − 2C M0t
≤ 2M0. (3.13)

Thus, {W n}n∈N is uniformly bounded in C([0, T ]; Bs
p,r ) and

‖W n(t)‖Bs
p,r

≤ 2‖W0‖Bs
p,r

, ∀t ∈ [0, T ]. (3.14)

Using the Eq. (3.7), we can easily showed that {∂t W n}n∈N is uniformly bounded in
C([0, T ]; Bs−1

p,r ). Thus, the sequence {W n}n∈N is uniformly bounded in Es
p,r (T ).

Step 3. we will prove that {W n}n∈N is a Cauchy sequence in C([0, T ]; Bs−1
p,r ). For

any n, j ∈ N, we have

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂t (W n+ j+1 − W n+1) + 3
2W n+ j∂x (W n+ j+1 − W n+1)

= 3
2 (W n − W n+ j )∂x W n+1+

∂x (1 − ∂2x )−1[k(W n+ j − W n) + 3−2m
4 (W n+ j − W n)(W n+ j + W n)],

(W n+ j+1 − W n+1)(x, 0) = 0.

(3.15)

Applying Lemma 2.2 again, and the uniform boundedness of W n , Bs−1
p,r is a Banach

algebra, we have

‖W n+ j+1 − W n+1‖Bs
p,r

≤ e
C

∫ t
0 ‖W n(τ )‖Bs

p,r
dτ

∫ t

0
e
−C

∫ τ
0 ‖W n(τ ′)‖Bs

p,r
dτ ′

(‖W n+ j (τ ) − W n(τ )‖Bs−1
p,r

)dτ

≤ C
∫ t

0
(‖W n+ j (τ ) − W n(τ )‖Bs−1

p,r
)dτ. (3.16)
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Well-posedness and non-uniform dependence...

Thus, employing the induction procedure, we can obtain

‖W n+ j+1 − W n+1‖L∞
T (Bs

p,r )
≤ (T C)n+1

(n + 1)! ≤ C2−n . (3.17)

Which implies that {W n}n∈N is a Cauchy sequence in C([0, T ]; Bs−1
p,r ).

Step 4. We prove the existence and uniqueness for Eq. (1.4) in Besov space.

Proof of Theorem 1.1 From Lemma 3.2, we know that the sequence{W n}n∈N is a
Cauchy sequence in C([0, T ]; Bs−1

p,r ). Hence, {W n}n∈N converges to some limit func-
tion W ∈ C([0, T ]; Bs−1

p,r ). Now, we need to show that the limit functionW ∈ Es
p,r (T )

and solves Eq. (1.4). Because {W n}n∈N is uniformly bounded in L∞([0, T ]; Bs
p,r ),

we can deduce that W ∈ L∞([0, T ]; Bs
p,r ) by the Fatou property for Besov spaces.

Thanks to

W n → W in C([0, T ]; Bs−1
p,r ) (3.18)

and the interpolation inequality, we have

W n → W in C([0, T ]; Bs′
p,r ) f or any s′ < s.

Thus, it is a routine to pass the limit in Eq. (4.7) and show that W is a solution of
Eq. (1.4).

For the case r < ∞, Lemma 2.2 tell us that W ∈ C([0, T ]; Bs′
p,r ) for anys′ < s.

Using Eq. (1.4), it is easy to obtain that ∂t W ∈ C([0, T ]; Bs−1
p,r ) if r < ∞, and

∂t W ∈ C([0, T ]; Bs−1
p,r ) otherwise. Thus, the solutionW ∈ Es

p,r (T ).
The continuity with respect to initial data for s′ < s in

C([0, T ]; Bs′
p,r (R)) ∩ C1([0, T ]; Bs′−1

p,r (R)),

can be get by Lemma 3.1 and interpolation property. For the cases′ = s can be get
though the viscosity approximation method for Eq. (1.4), The approximation solution
{Wε}ε>0 converges uniformly in

C([0, T ]; Bs
p,r (R)) ∩ C1([0, T ]; Bs−1

p,r (R))

imply the continuity of the solutionW in Es
p,r (T ). Then, we have finished the proof

of Theorem 1.1. ��

4 Non-uniform continuous dependence

In this section, we will give the proof of Theorem 1.2. The local well-posedness
result in Theorem 1.1 yield that the data-to-solution map is continuously dependence
on the initial. Furthermore, we show that this data-to-solution map is not uniformly
continuous inBesov space Bs

p,r with s > max{1+ 1
p , 3

2 } and 1 ≤ p ≤ ∞, 1 ≤ r < ∞.
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Next, we need to introduce smooth, radial cut-off functions to localize the frequency
region. Let φ̂ ∈ C∞

0 (R) be an even, real-valued and non-negative function on R and
satisfy

φ̂(ξ) =
{
1, i f |ξ | ≤ 1

4

0, i f |ξ | ≥ 1
2 .

(4.1)

Next, we recall the following Lemma in [18]

Lemma 4.1 For any p ∈ [1,∞], there exists a positive constant M such that

lim
n→∞ inf ‖φ2(x) cos

(
17

12
2−n x

)
‖L p ≥ M . (4.2)

Proof we can assume that p ∈ [1,∞). Using the Fourier inversion formula and the
Fubini’s theorem, we see that

‖φ‖L∞ = sup
x∈R

1

2π

∣∣∣∣
∫
R

φ̂(ξ) cos(xξ)dξ

∣∣∣∣ ≤ 1

2π

∫
R

φ̂(ξ)dξ, (4.3)

where

φ(0) = 1

2π

∫
R

φ̂(ξ)dξ > 0.

Since φ is a real-valued and continuous function on R, then there exists some δ > 0
such that

φ(x) ≥ φ(0)

2
, x ∈ Bδ(0).

Therefore, we deduce

‖φ2 cos

(
17

12
2n x

)
‖p

L p ≥ φ(0)2

4

∫ δ

0
|cos

(
17

12
2n x

)
|pdx

= δ

4
φ2(0)

1

2n δ̃

∫ 2n δ̃

0
|cos x |pdx wi th δ̃ = 17

12δ
.

With the following fact

lim
n→∞

1

2n δ̃

∫ 2n δ̃

0
|cos x |pdx = 1

π

∫ π

0
|cos x |pdx .

Hence, we conclude the desired result.
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Lemma 4.2 Let s ∈ R and (p, r) ∈ [1,∞] × [0,∞). Define the hight frequency
function fn by

fn = 2−nsφ(x) sin

(
17

12
2n x

)
, n � 1.

Then for any σ ∈ R we have

‖ fn‖Bσ
p,r

≤ 2n(σ−s)‖φ‖L P . (4.4)

Proof It is easy to compute that

f̂ = 2−ns−1i

[
φ̂

(
ξ + 17

12
2n

)
− φ̂

(
ξ − 17

12
2n

)]
,

which implies

supp f̂n ⊂
{
ξ ∈ R : 17

12
2n − 1

2
≤ |ξ | ≤ 17

12
2n + 1

2

}
,

we deduce

 j ( fn) =
{

fn, i f j = n,

0, i f j �= n.

Hence, the definition of the Besov spaces tells us that the desired result.

Lemma 4.3 Let s ∈ R and p ∈ [1,∞]. Define the low frequency function gn by

gn = 12

17
2−nφ(x), n � 1.

Then we have

‖gn‖Bs
p,r

≤ C2−n,

other there exists a positive constant M̃ such that

lim
n→∞ inf ‖gn∂x fn‖Bs

p,∞ ≥ M̃ . (4.5)

Proof We know that

suppĝn ⊂
{
ξ ∈ R : 0 ≤ |ξ | ≤ 1

2

}
,
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combing suppϕ, we can get

�̂ j (gn) = ϕ(2− j ·)ĝn ≡ 0, j ≥ 0,

therefore

‖gn‖Bs
p,r

= 12

17
2−s · 2−n‖ �−1 φ‖L p ≤ 2−n‖φ‖L p .

Then, we have

suppĝn∂x fn ⊂
{
ξ ∈ R : 17

12
2n − 1 ≤ |ξ | ≤ 17

12
2n + 1

}
,

which implies

 j (gn∂x fn) =
{

gn∂x fn, i f j = n,

0, i f j �= n.

Using the definitions of fn and gn , we have

‖gn∂x fn‖Bs
p,∞ = 2ns‖n(gn∂x fn)‖L p = 2ns‖gn∂x fn‖L p

= ‖φ2(x) cos

(
17

12
2n x

)
+ 17

12
2−nφ(x)∂xφ(x) sin

(
17

12
2n x

)
‖L p

≥ ‖φ2(x) cos

(
17

12
2n x

)
‖L p − C2−n .

Thus, the Lemma 4.1 enables us to finish the proof of the Lemma 4.3.
Assume that W n is a solution of Eq. (1.4) with the initial data W n

0 := fn(x). Then,
we have the following estimate

Proposition 4.1 . Let (s,p,r) meet the condition in Theorem 1.2, we have for j = ±1

‖W n‖
Bs+ j

p,r
≤ C2 jn, (4.6)

and

‖W n − W n
0 ‖

Bs+ j
p,r

≤ C2−εs n, (4.7)

where 2εs = min{s − 1 − 1
p , 2}.

Proof The well-posedness result Theorem 1 insures that the solution {W n}n∈N ∈
C([0, T ]; Bs−1

p,r ) with a lifespan T � 1. Moreover, we have

‖W n‖L∞
T (Bs

p,r )
≤ C‖W n

0 ‖Bs
p,r

≤ C, (4.8)
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and the similar as (3.8), we have for any t ∈ [0, T ] and j = ±1,

‖W n(t)‖
Bs+ j

p,r
≤ ‖W n

0 ‖
Bs+ j

p,r

+ C
∫ t

0
(‖∂x (1 − ∂2x )−1

(
kW n + 3 − 2m

4
(W n)2

)
‖Bs+k

p,r
)dτ

≤ C‖W n
0 ‖

Bs+ j
p,r

+ C
∫ t

0
(‖W n‖

Bs+ j
p,r

+ ‖W n(t)‖2
Bs+ j

p,r
)dτ. (4.9)

Applying the Gronwall’s inequality and (4.4), we have for all t ∈ [0, T ]

‖W n‖Bs−1
p,r

≤ C2−n, ‖W n‖Bs+1
p,r

≤ C2n . (4.10)

Since s − εs − 1 > 1
p , the embed property leads to

‖W n‖L∞ ≤ C‖W n‖Bs−εs−1
p,r

. (4.11)

Now, we estimate ‖W n − wn
0‖Bs

p,r
. Using the fundamental theorem of calculus we

have

‖W n − W n
0 ‖Bs

p,r
≤

∫ t

0
‖∂τ W n(τ )‖Bs

p,r
dτ. (4.12)

Applying the Eq. (1.4), embed property and (4.4), we have

‖W n − W n
0 ‖Bs

p,r
≤ C

∫ t

0
‖W n∂x W n‖Bs

p,r

+
∫ t

0
(‖∂x (1 − ∂2x )−1

(
kW n + 3 − 2m

4
(W n)2

)
‖Bs+k

p,r
)dτ

≤ C(‖W n‖Bs
p,r

‖∂x W n‖L∞ + ‖W n‖L∞‖∂x W n‖Bs
p,r

)

+ C(‖W n(t)‖Bs−1
p,r

+ ‖W n(t)‖2
Bs−1

p,r
)

≤ C(2−εs n + 2−(εs+1)n2n + 2−n)

≤ C2−εs n + C2−n

≤ C2−εs n . (4.13)

The proof of this proposition is completed.

In order to prove that the nun-uniform continuous dependence result, we construct
another sequence of approximate solutions to Eq. (1.4) with initial data

V n
0 = fn + gn .
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Proposition 4.2 . Let (s,p,r) meet the condition in Theorem 1.2. Assume V n is a solution
of Eq. (1.4) with initial data V n

0 . Then, for all t ∈ [0, T ], we have

‖V n − V n
0 + 3

2
tV n

0 ∂x V n
0 ‖Bs

p,r
≤ Ct2 + C2−εs n . (4.14)

Proof Applying the Theorem 1.1 yields that the solution V n ∈ C([0, T ]; Bs
p,r ) with

T � 1, and Lemma 4.2, Lemma 4.3, we have

‖V n‖
Bs+ j

p,r
≤ C‖V n

0 ‖
Bs+ j

p,r
≤ C(‖ fn‖

Bs+ j
p,r

+ ‖gn‖Bs+ j
p,r

) ≤ C2 jn f or j = ±1,

(4.15)

and

‖V n
0 ∂x V n

0 ‖
Bs+ j

p,r
≤ C(‖V n

0 ‖
Bs+ j

p,r
‖∂x V n

0 ‖L∞ + ‖∂x V n
0 ‖

Bs+ j
p,r

‖V n
0 ‖L∞)

≤ C2 jn + C2−n2( j+1)n

≤ C2 jn f or j = 0,±1. (4.16)

Thus, we can obtain that

‖V n, V n
0 ,

3

2
V n
0 ∂x V n

0 ‖Bs−1
p,r

≤ C‖V n, V n
0 , V n

0 ∂x V n
0 ‖

B
s− 1

2
p,r

≤ C2− 1
2 n . (4.17)

Next, we estimate ‖ηn‖Bs
p,r
, where ηn = V n − V n

0 − t Pn
0 with Pn

0 = − 3
2V n

0 ∂x V n
0 .

We know that ηn is a solution of the following equation

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂tη
n + 3

2V n∂xη
n = − 3

2 tV n∂x Pn
0 − 3

2 (V n − V n
0 )∂x V n

0

+t∂x (1 − ∂2x )−1(k Pn
0 + 3−2m

4 V n Pn
0 )

+∂x (1 − ∂2x )−1
[(

k + 3−2m
4 V n

)
ηn + kV n

0 + 3−2m
4 V n V n

0

]
,

ηn(x, 0) = 0.

(4.18)

Using Lemma 2.2 and (4.11), we have

‖V n∂x Pn
0 ‖Bs−1

p,r
≤ C(‖V n‖L∞‖∂x Pn

0 ‖Bs−1
p,r

+ ‖V n‖Bs−1
p,r

‖∂x Pn
0 ‖L∞)

≤ C(‖V n‖Bs−1
p,r

‖V n
0 ∂x V n

0 ‖Bs
p,r

+ ‖V n‖Bs
p,r

‖∂x Pn
0 ‖Bs−1−εs

p,r
)

≤ C2−n + C2−εs n

(4.19)

and

‖V n∂x Pn
0 ‖Bs

p,r
≤ C(‖V n‖L∞‖∂x Pn

0 ‖Bs
p,r

+ ‖V n‖Bs
p,r

‖∂x Pn
0 ‖L∞)

≤ C(‖V n‖Bs−1
p,r

‖V n
0 ∂x V n

0 ‖Bs+1
p,r

+ ‖V n‖Bs
p,r

‖∂x Pn
0 ‖Bs−1

p,r
)

≤ C (4.20)
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Applying Lemma 2.2 again, we have

‖(V n − V n
0 )∂x V n

0 ‖Bs−1
p,r

≤ C‖V n − V n
0 ‖Bs−1

p,r
‖∂x V n

0 ‖Bs−1
p,r

≤ C2−n, (4.21)

and

‖(V n − V n
0 )∂x V n

0 ‖Bs
p,r

≤ C(‖V n − V n
0 ‖L∞‖∂x V n

0 ‖Bs
p,r

+ ‖V n − V n
0 ‖Bs

p,r
‖∂x V n

0 ‖L∞)

≤ C(‖V n − V n
0 ‖Bs−1

p,r
‖V n

0 ‖Bs+1
p,r

+ ‖V n − V n
0 ‖Bs

p,r
‖∂x V n

0 ‖Bs−1
p,r

)

≤ C .

(4.22)

Using the fact Bs−1
p,r is a Banach algebra, and Lemma 2.2(6),the operator (1 − ∂2x )−1

is S−2-multiplier, we get

‖∂x (1 − ∂2x )−1
(

k Pn
0 + 3 − 2m

4
V n Pn

0

)
‖Bs−1

p,r

≤ C‖Pn
0 ‖Bs−2

p,r
+ C‖V n Pn

0 ‖Bs−2
p,r

≤ C‖Pn
0 ‖Bs−1

p,r
+ C‖V n‖Bs−1

p,r
‖Pn

0 ‖Bs
p,r

≤ C2−n,

(4.23)

and

‖∂x (1 − ∂2x )−1
(

k Pn
0 + 3 − 2m

4
V n Pn

0

)
‖Bs

p,r

≤ C‖Pn
0 ‖Bs−1

p,r
+ C‖V n Pn

0 ‖Bs−1
p,r

≤ C‖Pn
0 ‖Bs−1

p,r
+ C‖V n‖Bs−1

p,r
‖Pn

0 ‖Bs
p,r

≤ C2−n,

(4.24)

The same procedure of estimates as above, we also obtain

‖∂x (1 − ∂2x )−1
[(

k + 3 − 2m

4
V n

)
ηn + kV n

0 + 3 − 2m

4
V n V n

0

]
‖Bs−1

p,r

≤ C‖ηn‖Bs−2
p,r

+ C‖V nηn‖Bs−2
p,r

+ C‖V n
0 ‖Bs−2

p,r
+ C‖V n V n

0 ‖Bs−2
p,r

≤ C‖ηn‖Bs−1
p,r

+ C2−n,

(4.25)

123



X. Qi

and

‖∂x (1 − ∂2x )−1
[(

k + 3 − 2m

4
V n

)
ηn + kV n

0 + 3 − 2m

4
V n V n

0

]
‖Bs

p,r

≤ C‖ηn‖Bs−1
p,r

+ C‖V nηn‖Bs−1
p,r

+ C‖V n
0 ‖Bs−1

p,r
+ C‖V n V n

0 ‖Bs−1
p,r

≤ C‖ηn‖Bs−1
p,r

+ C2−n,

(4.26)

Applying the Gronwall’s inequality and (4.19), (4.21), (4.23), (4.25), we have

‖ηn‖Bs−1
p,r

≤ Ct22−n + C2−nεs . (4.27)

Applying the Gronwall’s inequality and (4.19), (4.21), (4.23), (4.25), (4.27), we have

‖ηn‖Bs
p,r

≤ Ct2 + Ct2−n + C
∫ t

0
‖ηn(τ )‖Bs−1

p,r
dτ ≤ Ct2 + C2−nεs (4.28)

Thus, we completed the proof of Proposition 4.2.

With the proposition 4.1, proposition 4.2, we gives the proof of Theorem 2.

Proof of the Theorem 1.2 Using The Lemma 4.3, we have

‖W n
0 − V n

0 ‖Bs
p,r

= ‖gn‖Bs
p,r

≤ C2−n . (4.29)

Thus, we can obtain

lim
n→∞ ‖W n

0 − V n
0 ‖Bs

p,r
= 0. (4.30)

Moveover, we have

‖W n − V n‖Bs
p,r

= ‖W n − fn − gn − ηn − t Pn
0 ‖Bs

p,r

≥ C‖t Pn
0 ‖Bs

p,r
− C‖W n − fn‖Bs

p,r
− C‖gn‖Bs

p,r
− C‖ηn‖Bs

p,r

≥ Ct‖Pn
0 ‖Bs

p,r
− Ct2 − C2−nεs .

(4.31)

Since

Pn
0 = −3

2
( fn∂x fn + fn∂x gn + gn∂x fn + gn∂x gn)

by simple calculation, we can get

‖( fn∂x fn‖Bs
p,r

≤ ‖ fn‖L∞‖ fn‖Bs+1
p,r

+ ‖∂x fn‖L∞‖ fn‖Bs
p,r

≤ C2−nεs ,

‖ fn∂x gn‖Bs
p,r

≤ ‖ fn‖Bs
p,r

‖gn‖Bs+1
p,r

≤ C2−n,

‖gn∂x gn‖Bs
p,r

≤ ‖gn‖Bs
p,r

‖gn‖Bs+1
p,r

≤ C2−n .
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Thus, we have

‖W n − V n‖Bs
p,r

≥ Ct‖gn∂x fn‖Bs
p,∞ − Ct2 − C2−n .

Thank to (4.5), we can get

lim inf
n→∞ ‖W n − V n‖Bs

p,r
� t, t ∈ [0, T0], (4.32)

for T0 small enough. This completes the proof of Theorem 1.2.
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