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Abstract
In this paper, we study the classical problem of the wind in the steady atmospheric
Ekman layer with classical boundary conditions and the eddy viscosity is an arbitrary
height-dependent function with a finite limit value. We present existence and unique-
ness and smooth results to justify computing first order approximation of solutions.
Using a different argument that in previous works, we construct the Green’s function
to derive the solution by a perturbation approach.
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1 Introduction

The atmospheric boundary layer has three parts [1,2], i.e., the lamina sublayer, surface
(Prandtl) layer and the Ekman layer. The Ekman layer covers 90% of the atmospheric
boundary layer and it is driven by a three-way balance among frictional effects, pres-
sure gradient and the influence of the coriolis force [1,3,4]. In general, textbooks on
geophysical fluid dynamics and dynamic meteorology contain the derivation for the
Ekman layer with a constant eddy viscosity k [5,6]. However k usually varies with
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the height. As a result it is necessary to find the explicit solution of Ekman flows
with a non-constant eddy viscosity, but unfortunately explicit solutions are scare in
the literature and are restricted to linear [7,8] or quadratic and cubic poly-nominal [9].
For arbitrary k(z) or k(z, t), we often have to rely on approximation and numerical
simulation; the authors in [10–13] apply theWentzel, Kramers and Brillouin’s method
to get the approximation solution.

Constantin and Johnson [14] studied Ekman flows with variable eddy viscosity
k(z) and they derived the explicit solution through an unclosed form and verified the
existence of the solution by transformation and the iterative technique. The authors
in [15] studied the horizontal wind drift currents which spiral and decay with depth
and they obtained the solution by a perturbation approach. In this paper, we adopt the
linearization approach to establish existence and uniqueness results and we consider
the smoothness of solutions, which justify computing first order approximation of
solutions. Also, based on [15], we regard the eddy viscosity k(z) as perturbations of
the asymptotic reference value and we perform the variable change and get a linear,
non-homogeneous second order differential equation and then we show the existence
of a solution using the Green’s function.

2 Model description

The Ekman layer is governed by the following equations, see [1,2]

{
Du
Dt = − 1

ρ
d P
dx + f v − ∂u′w′

∂z ,

Dv
Dt = − 1

ρ
d P
dy − f u − ∂v′w′

∂z ,

where u, v and w are the components of the wind in the x, y and z directions respec-
tively, P is the atmospheric pressure, ρ is the reference density, f = 2�sinθ is the
Coriolis parameter at the fixed latitude θ , � ≈ 7.29 × 10−5 is the angular speed of
the roattion of the earth in the northern Hemisphere, and θ ∈ (0, π/2] is the angle
of latitude in right-handed rotating spherical cooridates, t is time and k is the eddy
diffusivity for momentum.

Assuming a steady state we get Du
Dt = 0, Dv

Dt = 0. From the geostrophic balance,
we have {

1
ρ

d P
dx = f vg,

1
ρ

= − f ug.

From the Flux-Gradient theory, we get

{
u′w′ = −k( ∂u

∂z ),

v′w′ = −k( ∂v
∂z ),

where k is the eddy viscosity coefficient. Then we obtain
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Existence and uniqueness and first order approximation of solutions… 625

{
f (v − vg) = − ∂

∂z (k
∂u
∂z ),

f (u − ug) = ∂
∂z (k

∂v
∂z ),

(1)

where ug and vg are the corresponding constant geostrophic wind components. We
use the traditional boundary conditions for (1) as

u = 0, v = 0 at z = 0, (2)

u → ug, v → vg for z → ∞. (3)

Let � = (u − ug) + i(v − vg), and from (1), we will get

k
∂2�

∂z2
+ ∂k

∂z

∂�

∂z
− i · f � = 0. (4)

If k =constant, we have{
u(z) = ug − e−γ z[ug cos(γ z) + vg sin(γ z)],
v(z) = vg + e−γ z[ug sin(γ z) − vg cos(γ z)], (5)

where γ =
√

f
2k . However, the eddy viscosity k always varies with height [10], so (4)

will become {
k′(z) dv

dz + k(z) d2v
dz2

= f (u − ug),

−k′(z) du
dz − k(z) d2u

dz2
= f (v − vg).

(6)

Here, we regard the physically relevant eddy viscosity k(z) as perturbations of the
asymptotic reference value k∗ = lim

z→∞ k(z) > 0, so

k(z) = k∗ + εk1(z), at z ≥ 0, (7)

where ε 	 1, and the asymptotic rate of convergence is faster than quadratic [14],
that is, there exist constants a, b, c > 0 such that

|k1(z)| ≤ a

1 + b|z|2+c
, z ≥ 0.

3 Main results

3.1 Existence and uniqueness

Let

x = k(z)
∂u

∂z
,

y = k(z)
∂v

∂z
,
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so (1) is replaced with ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂u
∂z = k̂(z)x,
∂v
∂z = k̂(z)y,
∂x
∂z = − f (v − vg),
∂ y
∂z = f (u − ug)

(8)

for k̂(z) = 1
k(z) . The affine system (8) has a unique equilibrium

p = (ug, vg, 0, 0) (9)

with the linearization ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂u
∂z = k̂(z)x,
∂v
∂z = k̂(z)y,
∂x
∂z = − f v,
∂ y
∂z = f u

(10)

When ε = 0, k(z) = k∗ is a constant function, and then the matrix

A =

⎛
⎜⎜⎝
0 0 k̂∗ 0
0 0 0 k̂∗
0 − f 0 0
f 0 0 0

⎞
⎟⎟⎠

has eigenvalues

λ1 = −
√

f k̂∗
2

(1 + i), λ2 = −
√

f k̂∗
2

(1 − i), λ3 =
√

f k̂∗
2

(1 − i), λ4 =
√

f k̂∗
2

(1 + i)

with corresponding eigenvectors

⎛
⎝− (1 + i)

√
k̂∗√

2
√

f
,− (1 − i)

√
k̂∗√

2
√

f
, i, 1

⎞
⎠

⎛
⎝− (1 − i)

√
k̂∗√

2
√

f
,− (1 + i)

√
k̂∗√

2
√

f
,−i, 1

⎞
⎠

⎛
⎝ (1 − i)

√
k̂∗√

2
√

f
,
(1 + i)

√
k̂∗√

2
√

f
,−i, 1

⎞
⎠

⎛
⎝ (1 + i)

√
k̂∗√

2
√

f
,
(1 − i)

√
k̂∗√

2
√

f
, i, 1

⎞
⎠ .
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Existence and uniqueness and first order approximation of solutions… 627

Thus the linear system (10) has a stable space

Xs =

⎡
⎢⎢⎣

(
−

√
k̂√

2
√

f
,−

√
k̂√

2
√

f
, 0, 1

)
(

−
√

k̂√
2
√

f
,

√
k̂√

2
√

f
, 1, 0

)
⎤
⎥⎥⎦ .

Introduce a linear subspace

W = {(0, 0, x, y) | x, y ∈ R}, (11)

and condition (2) means (u(0), v(0), x(0), y(0)) ∈ W . Note

R
n = Xs ⊕ W .

First we study a general affine system

q ′(z) = (A + εB(ε, z))(q(z) − p) (12)

for A ∈ L(Rn), B : (−δ, δ)×R+ → L(Rn), δ > 0 and p ∈ R
n , where R+ = [0,∞)

and L(Rn) is the space of linear maps on R
n . We suppose

(A1) A is hyperbolic, i.e., the real parts of eigenvalues of A are nonzero.
(A2) B(ε, z) has continuous partial derivatives ∂ i

ε B(ε, z) with

sup
(ε,z)∈(−δ,δ)×R+

‖∂ i
ε B(ε, z)‖ < ∞

for i = 0, 1, · · · , r .

Recall that (A1) is equivalent to the existence of constants K > 0,α > 0 and a splitting
R

n = Xs ⊕ Xu such that A(Xs) = Xs , A(Xu) = Xu along with ‖eAs z‖ ≤ K e−αz

and ‖e−Au z‖ ≤ K e−αz for z ∈ R+, where As = A/Xs and Au = A/Xu . We consider
a projection P : R

n → R
n with ker P = Xu and im P = Xs .

Let W ⊂ R
n be a linear subspace such that R

n = Xs ⊕ W , i.e., W is transversal to
Xs . We look for solutions of (12) satisfying

q(0) ∈ W , lim
z→∞ q(z) = p. (13)

Let Q : R
n → R

n be a projection with ker Q = W and im Q = Xs .

Proposition 3.1 Assume (A1) and (A2). Set

B∞ = sup
(ε,z)∈(−δ,δ)×R+

‖B(ε, z)‖.

For any ε ∈ (−δ, δ) satisfying,

|ε| <
α

4K B∞(‖P‖ + (1 + K‖Q‖)‖I − P‖) , (14)
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628 M. Fečkan et al.

there is a unique solution q(ε, z) of (12) satisfying (13). Moreover, q(ε, z) is Cr -
smooth in ε.

Proof Following [16], any bounded solution of (12) is given by

q(z) = p + eAzqs + ε

∫ z

0
eA(z−r) P B(ε, r)(q(r) − p)dr

−ε

∫ ∞

z
eA(r−z)(I − P)B(ε, r)(q(r) − p)dr (15)

for qs ∈ Xs . We consider a Banach space Cb(R+, R
n) of all bounded and continuous

functions q : R+ → R
n endowed with a norm ‖q‖ = supz∈R+ |q(z)|. A solution of

(15) is a fixed point of the map

H(ε, qs, q)(z) = p + eAzqs + ε

∫ z

0
eA(z−r) P B(ε, r)(q(r) − p)dr

−ε

∫ ∞

z
eA(r−z)(I − P)B(ε, r)(q(r) − p)dr .

Now H is linear in q and Cr -smooth in ε. For any q1, q2 ∈ Cb(R+, R
n), we have

|H(ε, qs, q1)(z) − H(ε, qs, q2)(z)|
≤ |ε|

∫ z

0
|eA(z−r) P B(ε, r)(q1(r) − q2(r))|dr

+ |ε|
∫ ∞

z
|eA(z−r)(I − P)B(ε, r)(q1(r) − q2(r))|dr

≤ |ε|K‖P‖B∞
∫ z

0
e−α(z−r)dr‖q1 − q2‖

+ |ε|K‖I − P‖B∞
∫ ∞

z
eα(z−r)dr‖q1 − q2‖

≤ |ε|K B∞α−1(‖P‖ + ‖I − P‖)‖q1 − q2‖.

Condition (14) guarantees the contraction of H(ε, qs , q) in q, so theBanach fixed point
theorem ensures a unique solution q̂(ε, qs, z) of (15). Next, for any qs1, qs2 ∈ Xs , we
have

|H(ε, qs1, q)(z) − H(ε, qs2, q)(z) ≤ |eAz(qs1 − qs2)| ≤ K |qs1 − qs2|.

Consequently, q̂(ε, qs, z) is globally Lipschitz in qs with a constant

l1 = K

1 − |ε|K B∞α−1(‖P‖ + ‖I − P‖)
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Existence and uniqueness and first order approximation of solutions… 629

and Cr -smooth in ε. To finish the proof, we need to solve

Qq̂(ε, qs, 0) = 0. (16)

We set

q̂(ε, qs, 0) = p + qs − εq̃(ε, qs).

From (15), for any qs1, qs2 ∈ Xs , we have

|q̃(ε, qs1) − q̃(ε, qs2)| ≤
∫ ∞

z
|eA(z−r)(I − P)B(ε, r)(q̂(ε, qs1, r) − q̂(ε, qs2, r))|dr

≤ K B∞α−1‖I − P‖l1‖q1 − q2‖.
Clearly (16) is equivalent to

εQq̃(ε, qs) − Qp = qs . (17)

Assumption (14) ensures that the map

qs → εQq̃(ε, qs) − Qp

is a contraction. Thus (17) has a unique solutions qs(ε). Next, by using [16, Proposition
1, p. 34], we see that (12) is dichotomous for any ε satisfying (14). Consequently,
q(ε, z) = q̂(ε, qs(ε, z) is the desired unique solution of (12) satisfying (13). The
proof is finished. ��
Nowwe apply Proposition 3.1 to (8). We already verified (A1). To show (A2), we note
that

B(ε, z) =

⎛
⎜⎜⎝
0 0 k̂2(ε, z) 0
0 0 0 k̂2(ε, z)
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠

for

k̂2(ε, z) = k1(z)

k∗(k∗ + εk1(z))
.

Thus supposing that k1(z) ≥ 0 is continuous with supz∈R+ |k1(z)| < ∞, condition
(A2) holds. Consequently, we have the following result.

Theorem 3.2 Assume k1(z) ≥ 0 is continuous with supz∈R+ |k1(z)| < ∞. Then for
any ε small, there is a unique solution of (8) satisfying (13) with p and W given by
(9) and (11), respectively. This solution is C∞ smooth in ε.

Since k(z) is continuous, here we have a solution u(z), v(z) of (12) such that u(z),
v(z), ∂u(z)

∂z , ∂v(z)
∂z , ∂

∂z (k(z) ∂u(z)
∂z ) and ∂

∂z (k(z) ∂u(z)
∂z ) exist and are continuous on R+.
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3.2 First order approximation

We use Theorem 3.2 to consider first order approximations of solutions. Consider the
following second order boundary-value problem

{
w′′(s) − i · f

k∗ w(s) = 0, s ∈ (0, t) ∪ (t,∞), k∗ > 0,

w(0) = 0, w′(t−) − w′(t+) = 1, w(s) → 0 as s → ∞.
(18)

Lemma 3.3 If w(·) := G(·, t), t ∈ (0,∞) (called the Green’s function) solves (18),
then

w(s) =
{

a1x1(s) + a2x2(s), s ∈ (0, t),

bx2(s), s ∈ (t,∞),

where

x1(s) =e(1+i)λs, x2(s) = e−(1+i)λs, λ = √
f /2k∗,

a1 = 1

2(1 + i)λ
e−(1+i)λt , a2 = − 1

2(1 + i)λ
e−(1+i)λt ,

and

b = − 1

2(1 + i)λ
e−(1+i)λt + 1

2(1 + i)λ
e(1+i)λt .

Proof Note x1 and x2 are two linearly independent solutions of w′′(s)− i · f
k∗ w(s) = 0.

Suppose

w(s) =
{

a1x1(s) + a2x2(s), s ∈ (0, t),

b1x1(s) + b2x2(s), s ∈ (t,∞),

is a solution of (18). Then using the boundary conditions one obtains

b1 = 0, a1 + a2 = 0,

and

a1(1 + i)λe(1+i)λt − a2(1 + i)λe−(1+i)λt = −b2(1 + i)λe−(1+i)λt + 1.

Using the continuity of w at s = t , we find

a1e(1+i)λt + a2e−(1+i)λt = b2e−(1+i)λt .

From the above we get the value of a1, a2, b1 and b2, and therefore we obtain

w(s) =
{

1
2(1+iλ)

[e(1+i)λ(s−t) − e−(1+i)λ(s+t)], s ∈ (0, t),
1

2(1+iλ)
[e(1+i)λt − e−(1+i)λt ]e−(1+i)λs, s ∈ (t,∞).
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Existence and uniqueness and first order approximation of solutions… 631

The proof is complete. ��
Let

s = s(z) = k∗
∫ z

0

1

k(t)
dt . (19)

Then

ds

dz
= k∗

k(z)
.

Let

k2(s) = f

k2∗
k1(z), 
(s) = U (s) + iV (s), (20)

where

U (s) = u(z) − ug, V (s) = v(z) − vg. (21)

Set


(s) = 
0(s) + εϕ(s) + o(ε), s ≥ 0, (22)

where 
0(s) is the classical Ekman solution


0(s) = −e−(1+i)λs(ug + ivg).

Theorem 3.4 The function defined by (22) is the solution of (6) with (2) and (3) if

ϕ(s) = vg − iug

2(1 + i)λ

∫ s

0
k2(t)e

−(1+i)λ(s+t)(e(1+i)λt − e−(1+i)λt )dt

+ vg − iug

2(1 + i)λ

∫ ∞

s
k2(t)(e

(1+i)λ(s−t) − e−(1+i)λ(s+t))e−(1+i)λt dt .
(23)

Proof Suppose for simplicity that k(z) is C2-smooth. From the definition of 
(s), we
have


 ′(s) = k(z)

k∗
dU

dz
+ i

k(z)

k∗
dV

dz
(24)

and


 ′′(s) = k′(z)k(z)

k2∗
dV

dz
+ k2(z)

k2∗
d2U

dz2
+ i(

k′(z)k(z)

k2∗
dV

dz
+ k2(z)

k2∗
d2U

dz2
). (25)
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632 M. Fečkan et al.

Using (21), (6) becomes

{
k′(z) dV

dz + k(z) d2V
dz2

= f U ,

k′(z) dU
dz + k(z) d2U

dz2
= − f V .

From (24) and (25) we obtain


 ′′(s) = i
k(z)

k2∗
f 
(s), (26)

and the corresponding boundary conditions are


(s) = − (ug + ivg), at s = 0,


(s) →0, as s → ∞.

Inserting (22) and (7) into (26) one obtains


 ′′
0 (s) + εϕ′′(s) = i

(
f

k∗
+ εk2(s)

)
(
0(s) + εϕ(s) + o(ε)).

From the definition of 
0(s), we have


 ′′
0 (s) = i f

k∗

0(s).

Dividing by ε and letting ε → 0, this yields a second order differential equation for
ϕ, namely

ϕ′′(s) − i f

k∗
ϕ(s) = ik2(s)
0(s), (27)

The boundary conditions are transformed to

ϕ(0) = 0, ϕ → 0 as s → ∞. (28)

From Lemma 3.3, we know that G(·, ·) is the Green’s function of (27) and (28), and
the solution can be expressed as the convolution

ϕ(s) = i
∫ ∞

0
k2(t)
0(t)G(s, t)dt s ≥ 0.

Therefore the solution to (27) and (28) is given by (23). ��
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4 An example

Constantin and Johnson [14] considered the case of an eddy viscositywhich is constant
above a certain height, with a non-constant below, that is

k(z) =
{

a + bz, 0 ≤ z ≤ z0,

a + bz0, z > z0,
(29)

where a > 0, z0 > 0, b ∈ R. Motivated by [14], we change (29) to

k(z) =
{

a + bz, 0 ≤ z ≤ z0,

k∗ + e−z, z > z0,

here a > 0, z0 > 0, and we assume a + bz0 = k∗ + e−z0 for continuity. Here, ε = 1.
From (19), we get

s =
{

k∗
b ln a+bz

a , 0 ≤ s ≤ s0,

s0 + ln k0ez+1
k0ez0+1 , s > s0,

with s0 = k∗
b ln k∗

a > 0. Note that

k3(s) = f

k2∗
k(z) =

⎧⎨
⎩

a f
k2∗

e
bs
k∗ , 0 ≤ s ≤ s0,

f
k∗ + f

k∗
1

(k∗ez0+1)es−s0−1
, s > s0,

(30)

with z0 = a
b (e

bs0
k∗ − 1).

For the solution in the lower part of the layer s ∈ [0, s0], we set


(s) = �(x), with x = e
bs
2k∗ .

Then (26) will be transformed into the Bessel equation

x2
d2�

dx2
+ x

d�

dx
− 4ia f

b2
x2� = 0.

Let β =
√

− 4ia f
b2

= 2
√

a f
|b| e− π

4 i , and the general solution of above Bessel equation
can be expressed as

�(x) = c1 J0(βx) + c2Y0(βx),

where J0(x) and Y0(x) are the first and second kind of the Bessel functions with order
0 respectively. In the upper part of the layer, s ∈ (s0,∞), we obtain the solution ϕ(s)
by (23).
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634 M. Fečkan et al.

Also motivated by [14] and (7) with

k1(z) =
{

e−z0 − bz0 + bz, 0 ≤ z ≤ z0,

e−z, z > z0,

we could change (29) to

k(z) =
{

k∗ + ε(e−z0 − bz0 + bz), 0 ≤ z ≤ z0,

k∗ + εe−z, z > z0,

with k� > 0, b > 0 and z0 > 0. It follows from (19) that

s =
{

k∗
bε

ln k∗+e−z0 ε−εbz0+εbz
a , 0 ≤ s ≤ s0,

s0 + ln k∗ez+ε
k∗ez0+ε

, s > s0,

with s0 = k∗
bε

ln k∗+e−z0ε

k∗+e−z0ε−bεz0
> 0. From (20), we see that

k2(s) =
⎧⎨
⎩

f e
bεs
k∗ (e−z0−bz0+ k∗

ε
)

k2∗
− f

εk∗ , 0 ≤ s ≤ s0,
f

k∗(k∗ez0+ε)es−s0−ε
, s > s0,

(31)

then we obtain the solution ϕ(s) by (23) and (31).
Next, we change (29) to

k(z) =
{
5e−z − 2, 0 ≤ z ≤ z0,

5e−z0 − 2, z > z0,

where z0 satisfies k∗ = 5 · e−z0 − 2 > 0. From (19), we have

s =
{

− k∗
2 ln a+bz

a , 0 ≤ s ≤ s0,

s0 + ln k0ez+1
k0ez0+1 , s > s0,

with s0 = − k∗
2 ln 5−2ez0

3 > 0. Then we have

k3(s) = f

k2∗
k(z) = f

k2∗

(
5 · 2

5 − 3e− 2
k∗ s

− 2

)
= 2 f

k2∗

3
5e− 2

k∗ s

1 − 3
5e− 2

k∗ s
, 0 < s ≤ s0.

Therefore

k3(s) =

⎧⎪⎨
⎪⎩

2 f
k2∗

3
5 e

− 2
k∗ s

1− 3
5 e

− 2
k∗ s

, 0 ≤ s ≤ s0,

f
5e−z0−2

, s > s0.

(32)
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For the solution in the upper part of the layer, s > s0, we have


 ′′(s) = i
f

5e−z0 − 2

(s) = (1 + i)2

2

f

5e−z0 − 2

(s),

so the general solution can be expressed by


(s) = c1e
(1+i)

√
f

2(5e−z0−2)
s + c2e

−(1+i)
√

f
2(5e−z0−2)

s
.

For the solution in the lower part of the layer s ∈ [0, s0], we set

ζ = 3

5
e− 2

k∗ s
, 
(s) = �(ζ).

From (32), k3(s) can be expressed by

k3(s) = 2 f

k2∗
ζ

1 − ζ
.

Now (26) can be written as

36

25k2∗
e− 4s

k∗
d2�(ζ)

dζ 2 + 12

5k2∗
e− 2s

k∗
d�(ζ)

dζ
= i

2 f

k2∗
ζ

1 − ζ
�(ζ ),

and then we get the hypergeometric equation

d2�(ζ)

dζ 2 + 1

ζ

d�(ζ)

dζ
= i f

25

18

ζ

1 − ζ
�(ζ ). (33)

If we let

β = 5(1 + i)

6

√
f , γ = −β,

then the solution of (33) is

�(ζ) = c�(β, γ, 1, ζ ),

where c is an arbitrary complex constant and � is the Gauss hypergeometric function.
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636 M. Fečkan et al.

3. Ekman,V.W.:On the influence of the earth’s rotatioin on ocean-currents.Arkiv forMatematikAstronmi
Och Fysik 2, 1–52 (1905)

4. Zdunkowski, W., Bott, A.: Dynamic of the Atmosphere. Cambridge University Press, Cambridge
(2003)

5. Haltinar, G.J., Williams, R.T.: Numercial Prediction and DynamicMetorology.Wiley Press, NewYork
(1980)

6. Pedlosky, J.: Geophysical Fluid Dynamic. Springer, New York (1987)
7. Madsen, O.S., Secher, O.: A realistic model of the wind-induced boundary layer. J. Phys. Oceanogr.

7, 248–255 (1977)
8. Miles, J.: Analytical solutions for the Ekman layer. Bound. Layer Meteorol. 67, 1–10 (1994)
9. Nieuwstadt, F.T.M.: On the solution of the stationary, baroclinic Ekman-layer equations with a finite

boundary-layer height. Bound. Layer Meteorol. 26, 377–390 (1983)
10. Grisogono, B.: A generalized Ekman layer profile with gradually varying eddy diffusivities. Q. J. R

Meteorol. Soc. 121, 445–453 (1995)
11. Parmhed, O., Kos, I., Grisogono, B.: An improved Ekman layer approximation for smooth eddy

diffusivity profiles. Bound. Layer Meteorol. 115, 399–407 (2002)
12. Tan, Z.M.: An approximate analytical solution for the baroclinic and variable eddy diffusivity semi-

geostrophic Ekman boundary layer. Bound. Layer Meteorol. 98, 361–385 (2001)
13. Zhang, Y., Tan, Z.M.: The diurnal wind variation in a variable eddy viscosity semi-geostrophic Ekman

boundary-layer model: analytical study. Meteorol. Atmos. Phys. 81, 207–217 (2002)
14. Constantin, A., Johnson, R.S.: Atmospheric Ekman flows with variable eddy viscosity. Bound. Layer

Meteorol. 170, 395–414 (2019)
15. Bressan, A., Constantin, A.: The deflection angle of surface ocean currents from the wind direction. J.

Geophys. Res. Oceans 124, 7412–7420 (2019)
16. Coppel, W.A.: Dichotomies in Stability Theory. Springer, Berlin (1978)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Affiliations
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