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Abstract
Damaged rock mass contains a great number of microstructures and defects at various scales, which could influence wave 
propagation significantly. In this paper, investigation of low-amplitude stress wave attenuation in rocks with different damage 
degrees was undertaken to determine the effects of parameters including damage degree, heterogeneity and type of waveforms 
on wave propagation, attenuation and slowness. The numerical method was validated through comparison with laboratory 
measurements. The damage was induced by conducting uniaxial compression tests on the intact rocks and was defined with 
the acoustic emission. The results showed that the attenuation ratio of low-amplitude stress wave increases with increasing 
rock damage degree. The rock heterogeneity was incorporated into the numerical model using a digital image processing 
technique with the combination of X-ray micro-computerized tomography. We found that the rock heterogeneity has great 
influence on the wave amplitude attenuation. Three types of waveforms, i.e., half-sine wave, square wave and exponential 
decay wave, were utilized to analyze influences of waveforms on attenuation characteristics in damaged rock specimens. The 
attenuation ratio of the exponential decay wave is the highest for rock specimens with the same damage degree, attributed 
to its highest dominant frequency. Moreover, detailed spectrum analysis suggested that the dominant frequency of the wave 
signal decreases with increasing damage degree. Based on derived simulating results, an improved classification scheme for 
determining rock fracturing degree, which groups the rock into zones of slightly fractures, moderately fractured and strongly 
fractured, was established by considering the relationship between wave amplitude and damage, since wave amplitude, other 
than wave velocity, is more sensitive to rock damage. The findings in this paper could facilitate a better understanding of 
wave propagation through rock and provide another means to determine rock fracturing degree.

Keywords  Wave propagation · Rock damage · Rock fracturing degree · Heterogeneity

1  Introduction

Rock material is a heterogeneous and anisotropic compound 
structure, containing many discontinuities, such as voids, 
fissures and joints. The growth and extension of these dis-
continuities under the external load or during geological pro-
cess are identified as the evolution of damage in continuum 
damage mechanics (Kachanov and Krajcinovic 1986). The 
existence of these damages could notably affect wave propa-
gation and attenuation in rocks. Therefore, it is of great sig-
nificance to understand stress wave propagation and attenu-
ation through damaged rock (Xie et al. 2020).

Continuum damage mechanics use internal state variables 
to correlate the microdefects to the macroscopic material 
properties. A reasonable definition of damage variables 
is the focus of this theory and has been discussed widely. 
Whether based on the physical meaning of damage under 
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a continuity assumption or based on test operability, there 
have been many proposed methods to calculate and evalu-
ate damage evolution of brittle materials quantitatively. 
As a straightforward extension of Kachanov’s concept of 
damage (Kachanov and Krajcinovic 1986), Lemaitre and 
Chaboche (1994) defined an isotropic damage model by the 
effective elastic modulus. Taylor et al. (1986) and Kuszmaul 
(1987) defined the crack density as the damage variable. The 
acoustic emission (AE) events that are related to the devel-
opment of fractures and the spatial evolution of microcracks 
(Lei et al. 2004; Yang and Jing 2011) also have been used 
to define material damage (Tang et al. 1997; Tuffen et al. 
2008). With the application of X-ray computed tomogra-
phy (CT) in solid mechanics, the CT value of the scanned 
images can be adopted to characterize damage evolution of 
rocks quantitatively during loading or unloading (Ma et al. 
2016; Duan et al. 2019). Although the application of damage 
mechanics into rock materials needs to be explored further, 
the abovementioned definition methods and corresponding 
damage evolution models have made outstanding contribu-
tions to the understanding of rock failure.

Wave propagation and attenuation in rock has received 
considerable attentions (Moustachi and Thimus 1997; Pers-
son 1997; Cadoret et al. 1998; Zhao and Cai 2001; Li 2013; 
Li et al. 2014, 2015, 2017a). Moustachi and Thimus (1997) 
suggested that the propagation of stress waves in natural 
media can be characterized by their velocity and attenua-
tion. The wave attenuation in various rock materials, such as 
limestone (Cadoret et al. 1998), sandstone (Xue et al. 2013) 
and coal (Feng et al. 2016), has been investigated extensively 
in the laboratory. The mechanical behavior of joints in rocks 
and their effects on wave propagation are also investigated 
by theoretical or experimental methods (Zhao and Cai 2001; 
Zhu et al. 2019). Variations of wave-related parameters, such 
as particle peak velocity, are adopted to evaluate the degree 
of rock damage (Persson 1997). Ultrasonic pulse velocity 
could be used conveniently for nondestructive testing of the 
physical and mechanical properties of materials and struc-
tures, and the wave velocity slowness indicates increasing 
damage inside the structure (Carpinteri and Lacidogna 2007; 
Faella et al. 2012). The dominant frequency was used to 
evaluate the stress wave propagation through rock (Fan and 
Wu 2016). More laboratory tests examining the cracks or 
joints in rock materials (Huang et al. 2014; Yang et al. 2019) 
or concrete strength (Akkaya et al. 2003) are based on non-
destructive low-amplitude wave propagation.

With advances in computer technology, various numeri-
cal methods have been developed to date to investigate the 
effects of the microdefects or joints on wave attenuation 
in rocks. Wang et al. (2008) studied blast-induced wave 
propagation and spalling in rock based on the finite element 
method. Zhu and Tang (2006) studied the failure of rocks 
under dynamic impact. Bansal et al. (2008) modeled S-wave 

splitting in anisotropic media with finite difference method. 
Huang et al. (2015) conducted a numerical simulation of 
stress wave propagation through filled joints by a particle 
model. Wave attenuation with considerations of discontinu-
ous deformation in rock was studied by Gu and Zhao (2010). 
Wave transmission across jointed rock masses was investi-
gated by Zhu et al. (2013) with a universal distinct element 
code. However, most previous studies were focused on intact 
rock or jointed rock mass; the understanding of wave propa-
gation across damaged rock is still at its infancy.

Numerical models were established by a FEM-based 
programme Rock Failure Process Analysis (RFPA) in this 
study to investigate the relationship between rock damage 
and wave attenuation, especially the effect of damage degree, 
rock heterogeneity and waveform on wave propagation. 
Low-amplitude stress waves were loaded on models with 
different degrees of damage, where the damage was gener-
ated by static compression. The wave amplitude and wave 
velocity were employed to characterize the attenuation of 
the wave in the damaged rock. The digital image processing 
(DIP) technique was employed to establish different types 
of rock models to analyze the influence of rock heterogene-
ity on wave attenuation. After validation of the numerical 
method through comparison with laboratory measurement, 
three different incident waveforms were loaded in the same 
model to study the effect of waveform on wave attenuation. 
In addition, using the simulation results, an improved rock 
quality classification chart based on the relationship between 
damage and wave amplitude attenuation was established. 
This study is helpful for better understanding of the rela-
tionship between damage evolution and wave attenuation in 
rocks, and is significant for rock damage detection.

2 � Numerical Model and Methods

2.1 � Implement of Rock Heterogeneity in RFPA

Rock material generally is considered to be heterogeneous, 
discontinuous and anisotropic. The mechanical behavior 
of rock varies significantly on account of grain-scale het-
erogeneity (Li et al. 2017b). To describe the heterogeneous 
behavior of rock, the mechanical parameters of elements are 
assumed to follow the Weibull distribution (Weibull 1951), 
which is expressed as

where x is a certain variable such as elasticity modulus, 
strength or density, x0 is the corresponding mean value of the 
whole elements, and m defines the shape of the distribution 
function representing the degree of material homogeneity, 
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and has been widely called the homogeneity index (Tang 
1997, Liao et al. 2016). The material is more homogeneous 
when the value of m is greater.

2.2 � Definition of Damage of Rock Sample

Kachanov and Krajcinovic (1986) defined the damage as:

where Ds refers to the macroscopic damage of the rock sam-
ple, Ad is the damaged area and A is the area of overall cross 
section. Tang (1997) suggested that if the constitutive law 
of elements before damage is linearly elastic, the energy in 
an element will be released as elastic energy when it fails. 
Hence, in RFPA code, one AE event is counted if the ele-
mental status satisfies the maximum tensile strain criterion 
or the Mohr–Coulomb criterion, and each AE event will be 
orderly recorded and counted for every loading step. The 
rock macroscopic damage using cumulative AE counts was 
proposed (Tang et al. 1997) referring to Eq. (2):

where N represents the accumulated AE counts obtained at 
a certain loading step before sample failure, and the param-
eter N0 represents the total accumulated AE count when the 
sample fails.

2.3 � Simulation Details

The size of the numerical model is designed with reference 
to the uniaxial compression test, whose cylindrical length 
and diameter are 100 mm and 50 mm, respectively. The 
simulation of the low-amplitude wave propagation through 
damaged rock is divided into two loading stages, i.e., static 
loading stage and dynamic loading state. At the first loading 
stage, static load is conducted with the external displace-
ment of 0.002 mm and applied to the specimen step by step 
in the axial direction. The different damage degrees of the 
rock can be captured in any loading step, and the damage 
degree is quantified by Eq. (3). At the second loading stage, 
dynamic load is applied on one side of model along the axial 
direction. A half-sine pulse wave is employed in the analysis 
of wave attenuation and heterogeneity effects. Other types 
of waveforms, i.e., rectangular wave and exponential decay 
wave, are adopted to study the dependence of wave propa-
gation and attenuation on waveforms. It should be noted 
that the amplitude of the pulse wave must be sufficiently 
low to avoid damage generation and AE events during the 
wave propagation. The viscoelastic nonreflecting boundary 

(2)Ds =
Ad

A
,

(3)Ds =
N

N0

,

is applied to the other three boundaries to eliminate the 
reflected wave at boundaries.

Moreover, dynamic loading tests were performed in 
advance to determine the mesh ratio (ratio of mesh size to 
wavelength) and, thus, improve the calculation efficiency 
without losing accuracy. The ratio of the simulated to theo-
retical wave velocities (one-dimensional wave velocity in a 
homogeneous material) is used as the criterion to determine 
the mesh ratio. Figure 1 shows the dependence of the ratio 
of the simulated to theoretical wave velocities on the mesh 
ratio. It was found that the velocity ratio is close to 1 when 
the mesh ratio of the mesh is smaller than 0.02. Therefore, 
a mesh ratio of 0.02 is used in the numerical simulation in 
this paper.

2.4 � DIP‑Based Model Setting

DIP is a method of converting image information into digital 
signals and storing them in computers. Some imperceptible 
but important image information then could be obtained by 
mathematical algorithms. DIP techniques have been used 
widely in recent years to detect discontinuity geometry 
(Hadjigeorgiou et al. 2003), to analyze rock failure process 
(Zhu et al. 2006), and to predict rock failure (Itoh et al. 
1996). DIP techniques are employed in this study to build a 
mesostructured model and characterize rock heterogeneity.

DIP technique Digital images are represented by a finite 
number of numerical pixels. The color information of true 
color digital images, such as location and intensity, is dis-
crete when compared to the rectangular array of pixels. The 
location of each pixel usually is determined by cross lines 
in a coordinate system, and the color generally is described 
by color space, such as RGB space or HSI space (Gonzalez 
1997). The RGB color space is established by three primary 
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Fig. 1   The ratio of simulated to theoretical wave velocities vs. the 
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colors, i.e., red, green and blue, and each pixel has three inte-
ger variables ranging from 0 to 255 in terms of those three 
primary colors (Yue et al. 2003). Based on how humans 
perceive colors, the HSI space is an alternative to the true 
color space (Smith 1978). The hue component H means the 
dominant wavelength of the color stimulus, whose value 
is from 0 to 360. The saturation component S denotes the 
bright-colored degree of color, ranging from 0 to 1. The 
intensity component I (from 0 to 1) refers to the color’s light-
ness. This color space could express human visual percep-
tion more directly. As a special case, the gray digital image 
represents that each pixel is only one sample color, and the 
gray level range is from 0 (black) to 255 (white) in an imita-
tion of the RGB color space.

The mesoscopic structure of the surface or internal char-
acteristics of rock samples could be observed by macro-
scopic observation, photograph, or CT scanning technology. 
The color information of each pixel could be distinguished 
according to the discrete color space when the mesoscopic 
structure is recorded by digital images. The numerically 
similar pixels in the color space could be identified as one 
material, which may be one type of mineral or a cluster of 
voids (Zhu et al. 2006). The color thresholds are set to dis-
tinguish one group of pixels from another. Each group can be 
specified with particular material properties, such as elastic 
modulus or compressive strength. Consequently, the mate-
rial property could correspond to every pixel to reflect the 
mesoscopic characteristic of the rock material.

Numerical model In this paper, gray digital images 
retrieved from Hunan granite (HNG), Shandong granite 
(SDG), Shandong sandstone (SDS) and Inner Mongolia 
basalt (IMB) specimens by X-ray CT scanner are incorpo-
rated into RFPA. Note that an X-ray Micro-CT XRM 500 
scanner was used. It has a 160-kV X-ray light source with 
an exposure time of 18 s. The maximum scanning range is 
100 × 100 mm, and the corresponding pixel of its charge 
coupled device is 2000 × 2000, which satisfy the requirement 
of model establishment. The gray level of a pixel in the CT 
image is dependent on the density. Due to the small differ-
ence among the mineral densities and the influence of image 
noise, the gray histogram of the sample generally shows a 
single-peak feature as shown in Fig. 2, which is not condu-
cive to determine the gray thresholds (Qajar and Arns 2016).

To precisely determine the gray thresholds, another 
method of Chen et al. (2004) and Zhu et al. (2007) was uti-
lized. Taken the HNG as an example, the specific process 
of such method is briefly introduced herein. As shown in 
Fig. 3, where HNG meso-structure model is established, 
the resolution of the digital image in Fig. 3a is 300 × 600 
pixels, and each pixel is considered one element. It retains 
the original heterogeneous information of the HNG. The 
main minerals in HNG are quartz, feldspar and mica, and 
their distributions in CT images are shown in Fig. 3a. The 

differences in the grayscale of different minerals are small 
but visible to the naked eye. A horizontal line containing 
those three minerals is selected as the scanning line and the 
gray level corresponding to each pixel on this line could be 
obtained, as shown in Fig. 3b. The peak/valley of the curve 
in Fig. 3b corresponds to the position of the mineral on the 
scanning line, and the abrupt change of curve corresponds to 
the boundary of the mineral. The density of the mica (3.12 g/
cm3) is significantly larger than that of quartz (2.65 g/cm3) 
and feldspar (2.57 g/cm3). Therefore, in Fig. 3b, the three 
peaks with the gray level of around 181–200 indicate the 
position of the mica on the scanning line. To highlight the 
mica as much as possible, we set 181 as the gray threshold, 
and the pixels with gray values greater than 181 are identi-
fied as mica. Most of the valleys in Fig. 3b indicate the loca-
tion of feldspar as it has the smallest density. As shown in 
Fig. 3b, a gray threshold line with a value of 151 could well 
distinguish the valleys representing feldspar from the peaks 
representing quartz.

The segmented result of HNG is presented in Fig. 3c. 
The mechanical parameters of three minerals are listed in 
Table 1 (Bass 1995; Fei 1995; Ichikawa et al. 2001). The 
model establishment of the other three samples (shown as 
Fig. 4) is similar to that of the HNG. The minerals examined 
in SDG are the same as those in HNG. Combined with spe-
cific CT image, the gray thresholds used in the SDG model 
are 116 and 150. Sandstone is mainly composed of quartz, 
feldspar and a small amount of clay minerals. Herein, we 
take chlorite as the representative of clay minerals, and its 
input parameters are listed in Table 1 (Zhou et al. 2011). 
And the gray thresholds of SDS are 86 and 100. The effect 
of the primary pores in the basalt (IMB) on the mechani-
cal properties of the sample is significant. Therefore, the 
pixels with grayscale less than 60 are identified as pores, 
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Fig. 3   Establishment of HNG 
meso-structure model: a recon-
structed digital images after 
CT scanning and the scanning 
line; b the distribution of gray 
level on the scanning line; c the 
segmented result for meso-
structured characterization
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Table 1   Mechanical parameters of minerals

Mineral type Young’s modu-
lus (GPa)

Uniaxial compressive 
strength (MPa)

Uniaxial tensile 
strength (MPa)

Poisson’s ratio Internal friction 
angle (°)

Density (g/cm3)

Quartz 96 700 47 0.08 38 2.65
Feldspar 67 400 33 0.27 35 2.57
Mica 40 250 25 0.25 30 3.12
Chlorite 19 53 5 0.38 21 3.30
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and the gray threshold of 178 is used to divide the two main 
minerals in the solid phase, namely quartz and feldspar. It 
is worth noting that the amendment of input parameters 

through attempts is necessary when considering the fuzzy 
treatment of the grid boundary and the limitations of the 
two-dimensional model.

Fig. 4   The CT-scan images of 
rock samples, the segmentation 
results and the corresponding 
gray thresholds: a SDG; b SDS; 
c IMB
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3 � Verification

To calibrate the numerical model, we experimentally inves-
tigated damage evolution of HNG under static uniaxial 
compression and its effect on P-wave propagation during 
loading process. During testing, the stress–strain evolution, 
AE behaviors and low-amplitude wave propagation in HNG 
samples were monitored, as shown in Fig. 5. The compres-
sion test was performed on an MTS 647 machine with a 
displacement control mode of 0.075 mm/s. AE behaviors 
during loading process were continuously recorded using the 
PCI-2 AE system with its acquisition rate and threshold trig-
ger value setting at 1.0 MHz and 40 dB, respectively. Low-
amplitude P-wave propagation in HNG sample along the 
loading direction was monitored using an Olympus 5077PR 
ultrasonic system.

To assess the effect of damage on low-amplitude wave 
propagation, the HNG samples were first loaded to constant 
stress values with respect to UCS of the HNG. The sam-
ples were unloaded when the axial stress reached the setting 
values. During loading, low-amplitude wave propagation in 
HNG along axial direction was recorded at the setting stress 
levels. AE behaviors were continuously detected during the 
entire compression process. Meanwhile, low-amplitude wave 
propagation in HNG before and after loading was also meas-
ured to evaluate the influences of loading-induced damage 
on wave propagation in HNG samples. Notably, the loading-
induced damage in the HNG samples during physical tests 
is also defined as the ratio of the accumulated AE counts in 
the process of loading divided by the total accumulated AE 
counts during the entire loading period (Ohtsu and Watanabe 
2001), which can be determined by the Eq. (3).

To verify the correctness of the simulation method, we 
established a numerical model in RFPA after CT scanning of 
HNG and reconstruction of internal structure of sample by 
DIP technique. The ultimate failure modes and stress–strain 
curves from laboratory tests and numerical simulations are 
shown in Figs. 6 and 7, respectively.

The ultimate failure mode in numerical simulation is 
similar to that from the laboratory test and shows obvious 
shear failure characteristics. The angle between the normal 
direction of rupture surface and the longitudinal axis of 
the sample in numerical simulation is approximately 70°, 
which is slightly less than that in the laboratory test, i.e., 
80° approximately. The difference may be due to the two-
dimensional limitations of the numerical model.

As shown in Fig. 7, the elastic modulus from numerical 
simulation agrees well with that obtained from laboratory 
test. The brittleness of the numerical rock sample is also 
demonstrated through the rapid stress drop of stress dur-
ing failure. The nonlinearity of the stress–strain curve at 
the initial stage of laboratory test, which is attributed to the 
closure of voids and microcracks, could not be captured by 
the constitutive model in RFPA. There is also a minor dif-
ference in the magnitudes of the peak stress obtained from 
laboratory test and numerical simulation. We believe those 
differences are because of the limitations of the 2D numeri-
cal model. The complexity of cracks in three-dimensional 
solids (Zhou et al. 2019, 2020) cannot be fully described by 
the numerical model built from a single CT slice.

We also studied the dependence of wave amplitude on 
rock damage with the numerical simulation and labora-
tory tests. Figure 8 shows the P-wave amplitude variation 
(the ratio of amplitudes of transmitted wave through dam-
aged rock to intact rock) for HNG from laboratory test and 
numerical simulation. In general, the numerical results are 
in good agreement with the experimental ones. The ampli-
tude of the P-wave decreases as the damage increases, and 
it rapidly drops when the damage is high in both simula-
tion and testing results. When the damage degree is low, 
the relatively lower wave amplitude from numerical mod-
eling with contrast to laboratory measurements may be 
caused by the compaction of the rock. This process cannot 
be reproduced in RFPA. When the damage degree is 0.4, 
the P-wave amplitude variation obtained from the labora-
tory test is smaller than that obtained from the numeri-
cal modelling. One probable reason is the limitation of 
2D numerical model. Meso- or macro-cracks have been 
induced in the samples when D = 0.4 and the geometry 
of these cracks is more intricate in the real 3D materials. 
Thus, the amplitude attenuation obtained by experiments 
is greater than that obtained by 2D numerical modelling. 
Another possible reason is the accuracy of the test data at 
the high-damage stage. In fact, the failure of the samples Fig. 5   Diagram of the experimental setup for P-wave propagation 

measurement and AE detection during uniaxial compression
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when approaching the ultimate compressive strength is 
instantaneous, and the data of rock damage of 0.4 and 
above are insufficient. This is also why the experimental 
results for the damage of 0.4 or higher are not presented 
in Fig. 8. However, the effective value of damage in simu-
lation can reach approximately 0.8 through finer loading 
control, which is an advantage of numerical simulation 
over laboratory test.

4 � Wave Propagation in Different Types 
of Damaged Rocks

In this section, the numerical models of HNG, SDG, SDS 
and IMB samples were employed to investigate wave 
attenuation in rock. A half-sine pulse wave was applied to 
the numerical models of different damage degrees, which 

Fig. 6   The ultimate failure 
modes for HNG under uniaxial 
compressive loading from: a 
laboratory test; and b numerical 
simulation (the Young’s modu-
lus contour)
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were achieved by loading the samples at different stress 
levels in static compression tests. The wave signal after 
propagating 95 mm in the sample (100 mm long) was 
recorded, and the amplitude and arrival time of the first 
wave signal were employed to analyze the wave attenua-
tion and slowness, respectively.

The wave attenuation ratio is used to describe the wave 
attenuation, which is defined as

where Ai and AD are the measured amplitude at the same 
point in the intact rock and the damaged rock, respectively. 
Figure 9 shows the relationship between wave attenuation 
ratio and the damage of different rocks.

The amplitude attenuation ratio and its increasing rate 
both increase with increasing damage, regardless of rock 
types, which is coincident with laboratory observations 
(Jaeger et al. 2007). With increasing loading or damage, 
the microstructure and micro-pores were crushed in the 
initial loading stage followed by the generation of local 
cracks and the major fracture. The effect of large-scale 
local cracks on amplitude attenuation is much greater than 
that of microstructures for the low-amplitude stress wave 
(Goodman 1980). Therefore, with increasing damage, the 
generation of large-scale cracks and fractures leads to the 
sharp increase in attenuation ratio and the upward concave 
exponential curve of attenuation ratio vs damage, as shown 
in Fig. 9.

The dependence of wave attenuation ratio on damage 
follows exponential function in a form of

(4)
Ai − AD

Ai

× 100%,

where constants a, b and the correlation coefficients R2 for 
four types of rocks were determined after best fitting and 
are listed in Table 2. The constant a reflects the magnitude. 
As seen in Table 2, the SDG has the greatest value of a, i.e., 
201.1; while the value of a (3.01) for IMB is the smallest. 
The constant b describes the concaving degree of the fitting 
curve and a large value of b indicates a more concave curve, 
and vice versa. As seen in Table 2, the value of b (4.10) for 
SDS and IMB is the greatest, while SDG’s b value is the 
smallest. The difference among the values of a and b for 
those four types of rocks could be explained by the different 
features of pre-existing damage and damage evolution dur-
ing loading of those rocks.

Figures 10 and 11 present the evolutions of damage and 
AE counts of different rocks during the whole uniaxial com-
pressive loading process, respectively. In Fig. 10, Ds was 
calculated by Eq. (3) under different stress levels. And the 
black cells in Fig. 10 indicate the defects whose mechani-
cal strength is a nonzero infinitesimal and set to 1e−9 MPa. 
As observed in Fig. 10, with increasing loading, the micro-
structure and micro-pores were crushed in the initial loading 
stage followed by generation of local cracks, which were 
subsequently interconnected to form a major fracture eventu-
ally resulting in the sample failure. The same evolutionary 
process is also reflected in the changes in the AE counts. 
As shown in Fig. 11, the red bar indicates the AE counts 
in each calculation step. At the low stress stage, the num-
ber of AE events was small, indicating very few damages 
were generated except for several jump points. Those jump 
points reflect the form of local cracks. When the sample 
approached failure, a great number of AE events appeared, 
meaning catastrophic failure of the sample. Meanwhile, the 
damage increases steadily until the samples are close to fail-
ure and it grows sharply. 

In Eq. (5), the constant a describes the magnitude of the 
attenuation of the wave amplitude, which is mainly deter-
mined by the proportion of damage from cracks. In our 
simulation results, this is obvious during the initial loading 
phase. As shown in Fig. 10, when the damage value is low, 
the number of cracks generated in the SDG and HNG mod-
els is much larger than that in the SDS and IMB models. 

(5)a × (exp(b × Ds) − 1),
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Fig. 9   Wave attenuation ratio as a function of damage in HNG, SDG, 
SDS and IMB

Table 2   Constants and correlation coefficients for four types of rocks 
after best fitting

Fitting equation 
a × (exp(b × Ds) − 1)

HNG SDG SDS IMB

a 40.9 201.1 5.23 3.01
b 1.58 0.35 4.10 4.10
R2 0.97 0.99 0.98 0.98



3992	 J. Zhu et al.

1 3

Fig. 10   Damage evolution of 
different rock models during 
the whole compressive loading 
process (the maximum principal 
stress contour): a HNG; b SDG; 
c SDS; and d IMB and the cir-
cle, oval and dotted line refer to 
the micro-defects, meso-defects 
and macro-defects, respectively
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Therefore, the amplitude attenuation ratio of SDG and HNG 
models is greater than that in SDS and IMB models. This is 
due to the large differences in mechanical properties between 
the minerals in the granite. Minerals with lower compressive 
strength first fail under external load, forming micro-pores. 
These defects are further expanded under concentrated stress 
to form cracks that have an effect on wave amplitude attenu-
ation (Fig. 10a, b). However, in the relatively homogene-
ous SDS and IMB models, the initial damage of the rock 
is dominated by micro-pores at the initial stage of loading 
(Fig. 10c, d). Hence, the amplitude attenuation ratio of this 
stage is lower than that of the first two models, that is, the 
constant a is small.

As the external load increases, the formation of macro-
scopic cracks in the model leads to a rapid increase in the 
amplitude attenuation ratio. The rate of increase can be rep-
resented by the constant b in Eq. (5). The larger the value of 
b, the greater the impact of damage on the attenuation of the 

amplitude as the damage increases, that is, the proportion of 
macroscopic cracks increases. The statistics of acoustic emis-
sion in Fig. 11 indicate the difference in constant b. For the 
SDG model with the smallest b value (0.35), there are three 
obvious jump points in the cumulative number of AEs during 
the whole loading process (Fig. 11b). However,  the AE counts 
of the other three models, i.e., HNG model, SDS model and 
IMB model, shows continuous growth until a sharp increase at 
failure. At the same time, through comparing the AE evolution 
process of the four models, we can find that the smoother the 
increase of AE counts before failure, the larger the b value.

To describe the decay of wave velocity, the wave slowness 
ratio is proposed:

(6)
V
i
− VD

V
i

× 100%,
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where Vi and VD are the velocities in intact and damaged 
rocks, respectively. Figure 12 shows the dependence of wave 
slowness ratio on damage for HNG, SDG, SDS and IMB. It 
could be seen that the wave slowness ratio increases as the 
rock damage increases. The wave slowness is the highest 
for low-amplitude wave propagation in HNG, which is the 
same as the wave attenuation shown in Fig. 9. However, the 
distinction among four curves in Fig. 12 is smaller than that 
in Fig. 9, indicating that wave velocity is less sensitive to 
rock damage compared with wave amplitude.

5 � Propagation of waves of different 
waveforms in damaged rocks

In nature, the wave might be of different forms, e.g., half-
sine wave, rectangular wave and exponential decay wave (Li 
2014). In this study, we investigated low-amplitude half-sine, 
rectangular and exponential decay wave propagation in dam-
aged rock, whose waveforms follow the Eqs. (7), (8) and (9), 
respectively:

(7)�(t) =

{

� sin(�t), t ∈ (0,�∕�)

0, others

(8)�(t) =

{

�, 0 ≤ t ≤ �

0, others

(9)𝜎(t) =

{

0, t < 0

𝜎 exp (−𝜆t), t ≥ 0
,

where ω is angular frequency and λ is a time constant. In 
above equations, σ is set to 10 MPa to ensure that there is no 
induced damage during the stress wave loading phase. We 
set the angular frequency of the half-sine wave as 30π kHz, 
and τ in Eq. (8) equals 33 μs, to ensure that the duration of 
wave is consistent. For exponential decay waves, assuming 
that the duration of the pulse wave ends as its amplitude 
decreases from σ to 1e−8 Pa, the parameter λ can be calcu-
lated as 4.7e5. The model size is 50*100 mm and consists of 
150 × 300 cells, whose homogeneity index, m, equals to 3.

Figures 13 and 14 show the wave attenuation ratio and 
wave slowness ratio vs rock damage, respectively, where the 
incident waves include half-sine wave, rectangular wave and 
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exponential decay wave. It was found that the wave attenu-
ation ratio increases, i.e., the wave amplitude decreases, 
with increasing damage regardless of waveforms. When the 
damage is low, Ds < 0.3, square wave attenuation ratio is 
the largest; while the damage is higher, exponential decay 
wave attenuation ratio is the largest. The waveforms have 
very few effects on the wave velocity in damaged rocks, as 
shown in Fig. 14.

6 � Rock Quality Evaluation and Classification 
Scheme for Rock Fracturing Degree

Wave propagation features could be adopted to evaluate rock 
quality, as defects in rock could affect wave properties, e.g., 
velocity and amplitude. Wave velocity has been widely used 
to assess rock quality. Using P-wave velocities, Fourmain-
traux (1976) introduced a quality index IQV of the rock:

where VP,meas is the measured P-waves velocity in rock, and 
VP,theor is the P-wave velocity in an “intact” rock without 
cracks and pores.

In this paper, it is confirmed that compared with wave 
velocity, wave amplitude is more sensitive to rock damage/
rock porosity. Therefore, an updated rock quality index using 
wave amplitude was proposed,

where IQA is quality index defined by wave amplitude, AD 
is the amplitude of transmitted wave through the damaged 
rock, and AI is the amplitude of transmitted wave through 
the “intact” rock. The results of the updated quality index, 
IQA, versus the damage of different samples are shown in 
Fig. 15a.

The defects at different scales in rock sample could be 
reflected by rock damage. For rock samples with the same 
porosity or damage, those with larger-scale defects, e.g., 
joints, could more significantly influence wave propagation, 
e.g., more wave velocity slowness and more wave amplitude 
attenuation (Goodman 1980). Therefore, according to the 
dominant scale of defects in rock, the state of rock damage 
was divided into three types, i.e., the micro-defect dominant 
damage, the meso-defect dominant damage, and the macro-
defect dominant damage. And we classified and linearly fit-
ted the scattered data and obtained the relationship between 
IQA and Ds for those three conditions, as shown as Fig. 15b.

For the micro-defect condition, the relationship between 
IQA and Ds be expressed as:

(10)IQV% =
VP,meas

VP,theor

× 100%,

(11)IQA% =
AD

AI

× 100%,

The Pearson’s coefficient is 0.869, showing a strong 
correlation.

For the meso-defect condition, the relationship between IQA 
and Ds could be expressed as:

For the macro-defect condition, the relationship between 
IQA and Ds could be expressed as:

(12)IQA% = 100 − 33Ds.

(13)IQA% = 93 − 58Ds.

(14)IQA% = 57 − 45Ds.
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To maintain consistency and to facilitate future applica-
tions, the linear fitting is still employed in the macro-defects 
stage, in spite of the small correlation coefficient (− 0.343) 
probably due to the great difference of macroscopic fracture 
distributions in different rock samples.

According to the constitution of the micro-, meso- and 
macro-defects, the rock fracturing degree could be divided 
into three regions, namely slightly fractured region, moder-
ately fractured region and strongly fractured region. There-
fore, it is necessary to determine the critical lines of these 
three regions. To generalize the critical lines and for con-
venient application, the three fitting lines in Fig. 15b are 
unified in the following linear form:

where i represents different defect scales, α and β are con-
stants. α is the same for all three fitting lines to guarantee 
their parallelization, which could be determined by the aver-
age of the three fitting lines in Fig. 15b, i.e.,

And then, the parameter βi could be calculated by averag-
ing the IQAi and Dsi at different defect scales, i.e.,

For micro-defect condition, since the IQA must equal to 
100% when the damage is zero, β should be 100 in micro-
defects states. Thus, the critical line for slightly fractured 
region is

Similarly, the critical line for moderately fractured region 
is

And the critical line for strongly fractured region is

Therefore, the improved classification scheme for rock 
fracturing degree using wave amplitude attenuation and rock 
damage was established, as shown in Fig. 16.

In Fig. 16, the strongly fractured region means a great 
number of macro-scale discontinuities are formed; while, 
slightly fractured region indicates that the damage is mainly 
from micro-scale defects. For example, when the damage of 
HNG is 0.18, the corresponding IQA is 86%, and the defined 
point falls in Zone I in Fig. 16, indicating that the HNG is 
slightly fractured. When the damage of HNG increases to 
0.26, and corresponding IQA decreases to 78%, the defined 
point falls in Zone II in Fig. 16. It means that the HNG 

(15)IQAi = �i − � × Dsi,

(16)� =

∑3

i=1
�
i

3
=45.

(17)�i = IQAi(mean) + � × Dsi(mean).

(18)IQA% = 100 − 45Ds.

(19)IQA% = 87.83 − 45Ds.

(20)IQA% = 56.59 − 45Ds.

has some large-scale defects and moderately fractured. 
And when the damage of HNG is 0.63 and corresponding 
IQA decreases to 30%, the defined point falls in Zone III 
in Fig. 16. The HNG is viewed as strongly fractured and 
close to failure. These are coincident with the observations 
in Fig. 10.

7 � Discussion

Findings in this paper show that damage has great effects 
on wave attenuation. The wave amplitude and wave velocity 
decrease as rock damage increases, and their relationships 
are shown in Figs. 9 and 12, respectively. However, there 
are two significant differences through comparison. First, 
at the same damage degree, the attenuation ratio of wave 
amplitude is approximately 5–10 times higher than that of 
wave velocity. Second, the effect of rock type on amplitude 
attenuation is stronger than that on wave velocity. The com-
parison shows that when evaluating rock damage (or rock 
quality), more accurate results will be obtained based on the 
wave amplitude parameters. Past experimental observations 
also proved this point, regardless of the rock damage caused 
by external loading (Suazo et al. 2016), heating (Chaki et al. 
2008) or other means. This is mainly because amplitude is 
more sensitive than the others to rock damage (Watanabe 
and Sassa 1996; Deng et al. 2015; Zhu et al. 2016). Addi-
tionally, Svitek et al. (2017) claimed that the effect of rock 
anisotropy on wave velocity and amplitude is also different.

Figure  9 shows that wave attenuation ratio always 
increases with the increase of damage degree. However, its 
growth trend is different for different types of rocks. This 
might be caused by the heterogeneity of the rock. The homo-
geneity index m is assumed to be 2 for all numerical mate-
rials in the numerical modelling. The rock heterogeneity 
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is affected by the particle size, distribution, and physical 
and mechanical properties of the numerical materials in the 
models among others (Zhu et al. 2006). Figure 17 illustrates 
the wave attenuation as functions of damage for rocks with 
different rock types (HNG, SDG, SDS and IMB) and dif-
ferent homogeneity indexes, where the influence of rock 
minerals is neglected and rock density, elastic modulus and 
compressive strength are set to be constant. The depend-
ence of wave attenuation ratio on Ds is closer to linear with 
decreasing homogeneity index m. This finding further vali-
dates the results in Sect. 4. In the case of complex min-
eral composition and large differences in the properties and 
sizes of mineral grains, such as the SDG, the development 
of micro-cracks will be likely to be dominated by large-grain 
hard minerals, resulting in poor continuity of fractures. With 
increasing damage, the wave attenuation linearly grows. 
Nevertheless, the micro-cracks appear and join rapidly in 
the vicinity of the failure for more homogeneous rocks with 
simple mineral composition and small particle differences, 
e.g., SDS, forming a relatively penetrating fracture, and the 
wave attenuation vs damage follows a nonlinear exponential 
relation. Through comparing the curves of m = 1.5 and SDS 
in Fig. 17, it can be seen that it is insufficient to define rock 
heterogeneity only by homogeneity index m. Reconstruct-
ing rock meso-structures using DIP technique has obvious 
advantages in this regarding. In addition, although the dif-
ferences in mineral properties and particle size in IMB are 
much larger than that in SDS, the growth trend of the ampli-
tude decay ratio is similar. This may be because the evolu-
tion of cracks is affected by the primary porosity (Zhu et al. 
2018). It indicates that more complex rock mass structures 

need to be considered in future study of the effects of rock 
heterogeneity on wave attenuation.

Considering that the propagation medium has the effect 
of selective absorption on sound waves (Müller et al. 2010), 
the wave features in the frequency domain could help us 
analyze the difference of attenuation among varied wave-
forms in the damaged rock mass. Through the fast Fourier 
transform, the frequency spectra for the incident wave and 
the transmitted waves in intact rock and damaged rock for 
half-sine wave, square wave and exponential decay wave 
(damage degree equals to 0.64) are shown in Fig. 18. In 
Fig. 18a, the amplitudes of high-frequency components of 
exponential decay wave and rectangular wave clearly are 
higher than half-sine wave. Therefore, due to the high-fre-
quency filtering properties of rock materials (Müller et al. 
2010), the exponential and rectangular waves attenuate more 
significantly. By comparing the spectra of the transmitted 
waves through the intact and damaged rocks (Fig. 18b, c), 
rock damage greatly enhances the rock high-frequency fil-
tering function. The dominant frequencies of the half-sine, 
rectangular and exponential decay waves decreased by 25%, 
34% and 26%, respectively, in damaged rocks when com-
pared to intact rocks.

Figure 10a shows the defects of different scales in dam-
aged rock (HNG), where the circle, oval and dotted line 
refer to the micro-defects, meso-defects and macro-defects, 
respectively. Notably, the state of rock damage could be 
divided into three types, i.e., micro-defects dominant dam-
age, meso-defects dominant damage and macro-defects 
dominant damage, respectively. In addition, results in 
Fig. 15b demonstrated that the quality indexes of rocks are 
remarkably different for those three damage states even for 
the exactly same damage degree. For example, as shown in 
Fig. 15b, when the rock damage degree is about 0.48, the 
quality index of rock whose damage state is micro-defects 
dominated is as high as 86%. However, this value directly 
falls to about 70% and 38% when the rock damage is domi-
nated by meso-defects and macro-defects although the dam-
age degree is still equal to 0.48. Therefore, it could be sug-
gested that for rock samples with same damage degree, those 
with larger-scale defects have more significant effect on rock 
quality, i.e., wave propagation.

Many efforts have previously been devoted to estab-
lishing a classification chart for rocks. From the per-
spective of porosity, Fourmaintraux (1976) established a 
chart of rock fissuring degree based on the decay of wave 
velocity. Differently, damage parameter directly can show 
the deterioration of rock properties, and wave amplitude 
is more sensitive to damage. Therefore, defining the 
quality index with wave amplitude is more accurate than 
that with velocity. However, there are many methods to 
define rock damage. Whether the damage defined by the 
other physical or mechanical parameters than that used in 
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this paper is more suitable needs further study. In addi-
tion, the classification scheme for rock fracturing degree 
proposed in this paper requires further testing and field 
verifications.

8 � Conclusions

Main conclusions of this paper are summarized as follows:

(1)	 Rock damage has a significant impact on the propaga-
tion of low-amplitude stress waves. Amplitude, wave 
velocity and dominant frequency all decrease as dam-
age increases. Among them, the variation of amplitude 
is the most sensitive to rock damage.

(2)	 Rock heterogeneity affects the damage evolution in rock 
during loading, and hence, determines the amplitude 
attenuation characteristics. In the relatively homogene-
ous rock, the concentration of meso-scale discontinui-
ties leads to a rapid increase of amplitude attenuation 
ratio when the damage is large. While in relatively het-
erogeneous rock, the rock damage is mainly from the 
generation of micro-scale cracks during loading, and 
the amplitude attenuation ratio increases linearly.

(3)	 The wave attenuation characteristics vary for wave 
signals with different waveforms in damaged rocks. 
Among half-sine wave, square wave and exponential 
decay wave, the amplitude attenuation of the rectangu-
lar wave and exponential decay wave with more high-
frequency components is stronger than that of the half-
sine wave. The wave velocity slowness is not related 
directly to the incident waveform. Rock damage could 
enhance the high-frequency filtering function of rocks.

(4)	 By establishing a relationship between the damage and 
the rock quality index defined by wave amplitude, an 
improved rock quality classification for rock fractur-
ing degree was introduced, which groups the rock into 
zones of slightly fractures, moderately fractured and 
strongly fractured.
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