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Abstract Mining methods such as block caving or sub-

level caving rely on the characteristics of the rock mass to

cave efficiently to fulfill an economical production. The

identification of influencing parameters and cavability

assessment are, thus, a prime geotechnical focus for all

potential caving projects. In the caving operation, many

factors, such as natural and induced factors, affect the

caving performance. In this study, after discussing the

caving process and identifying all effective parameters, the

interaction matrix based on the rock engineering system

(RES) is introduced to study the influencing parameters in

rock mass cavability. The interaction matrix analyzes the

interrelationship between the parameters affecting rock

engineering activities. As the interaction matrix codes are

not unique, probabilistic coding can be performed non-

deterministically, allowing consideration of uncertainties in

the RES analysis. As a result, the parameters with the

highest probability of being dominant or subordinate, and

also the parameters with the highest probability of being

interactive, are introduced. The proposed approach could

be a simple but efficient tool in the evaluation of the

parameters affecting the cavability of rock mass in block

caving mines and, hence, useful in decision-making under

uncertainties.

Keywords Cavability of rock mass � Rock engineering

system (RES) � Probabilistic coding

1 Introduction

Block caving is an underground mass production system of

ore extraction, which, under favorable conditions, has

lower mining costs than any other underground method.

Additional necessary features for block caving are a well-

developed fracture system within the orebody and a cap-

ping material that is weak enough to cave along with the

orebody (Julian 1974). Cavability refers to the capability of

an in situ rock mass to unravel when undercut, and con-

siders all three stages of caving: initiation, propagation, and

continuous caving. Once the undercut has been blasted and

removed, the ore column is unsupported from below and, if

a failure or collapse of the cave back occurs, then the cave

initiation has been achieved (Mawdesley 2002).

Predicting the cavability of a rock mass is an important

issue in block cave design (Lorig et al. 1995). The reliable

prediction of cavability is critical in determining the

undercut dimensions required to initiate and continuously

cave an orebody. The cavability of the rock mass will

affect mine design and economic issues for a given geo-

logical environment, and is a fundamental issue in estab-

lishing a successful block caving mine. The cavability and

resulting fragmentation of the ore zone, host rock, and cap

rock must be determined when evaluating the applicability

of block caving as a mining method (Mawdesley et al.

2001). Many researchers have attempted to assess the rock

mass cavability. The earliest reported empirical system for

predicting cavability was the cavability characterization of

the Climax orebody based on rock type, fracture spacing,

and mineralization (Mahtab and Dixon 1976). In later

years, several parameters, including the rock quality des-

ignation (RQD) and powder factor for secondary blasting,

were related to ore cavability to define a cavability index

(CI), which represented the ease of caving (Obert et al.
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1976). The application of Barton’s Q-value as a predictor

of cavability was first raised by White (1977). McMahon

developed a CI based on the caving experience from the

Climax and Urad mines, to predict the cavability, frag-

mentation, and secondary blasting requirements based on

the RQD value. Laubscher’s caving chart (Diering and

Laubscher 1987; Laubscher 1990, 1994, 2000b) is the

general industry standard method of assessing cavability

mass based on the hydraulic radius and modified rock mass

rating (MRMR) value. In this method, the precise form of

the caving boundary on the caving chart for MRMRs

greater than 50 was not known due to the limited caving

experience for rock masses with higher MRMR values.

Finally, the extended Mathews’ stability graph based on

logistic regression was proposed by Mawdesley (2002). In

all those methods, the authors did not consider all the

parameters and their interactions completely.

The rock engineering system (RES) is one of the most

powerful approaches in rock engineering, which was first

introduced by Hudson in 1992 to deal with complex

engineering problems, as it combines adaptability, com-

prehensiveness, repeatability, efficiency, and effectiveness

(Hudson and Harrison 1992; Jiao and Hudson 1995, 1998).

In this approach, the main factors are arranged along the

main diagonal elements of a matrix, a so-called interaction

matrix, and the interrelations between pairs of factors are

identified in off-diagonal elements. Many researchers have

attempted to develop this method in various fields of rock

mechanics, such as Shang et al. (2000), Zhang et al. (2004),

Rozos et al. (2008), Budetta et al. (2008), Younessi and

Rasouli (2010), and Zare Naghadehi et al. (2013).

There are several techniques for coding the interaction

matrix in the RES method. One of the most often used

techniques is the ‘‘expert semi-quantitative’’ (ESQ) coding

method, in which only one value is deterministically

assigned to each interaction. Hence, in this method, no

uncertainties are considered in coding the interaction

matrix. To overcome this problem, a probabilistic ESQ

(PESQ) approach is proposed by Naghadehi et al. (2011).

In this approach, the probabilities considered for each

possible coding value address the uncertainties in the

coding of the interaction matrix.

In this study using the PESQ method, the parameters

with the highest probability of being dominant or subor-

dinate, and also the parameters with the highest probability

of being interactive in rock mass cavability, are found.

2 Rock Mass Cavability

The cavability of a deposit defines the ability of the ore-

body and overlying rock mass to cave freely and sponta-

neously, once undercut to a sufficient dimension.

The cavability of orebodies is important to various

mining methods from different aspects. The block caving

mining method relies on caving to extract massive ore

economically, whereas other methods rely on the stability

of the orebody and host rock to extract ore selectively.

Block caving methods require more developments before

the start of production than most other methods. Therefore,

they have comparatively high initial capital costs and are

relatively inflexible. If the cavability of the orebody is not

determined with adequate accuracy, expensive and time-

consuming measures may subsequently be required in

order to initiate or sustain caving (van As and Jeffrey

2000).

The monitoring of many caving operations has shown

that two types of caving can occur: stress caving and

subsidence caving. The caving mechanism depends on the

relations between the strength of the rock mass, the

induced stresses, and the geometry and strengths of the

discontinuities in the rock mass. Stress caving occurs when

the induced stresses in the cave back exceed the strength of

the rock mass, causing yielding and fragmentation of the

rock mass into a caved rock state. Under these circum-

stances, the dominant mechanism of failure is brittle frac-

ture of the intact rock (Heslop and Laubscher 1981).

Subsidence caving is characterized by low mining-

induced stresses and is often analyzed by knowledge of the

joint fabric and simple kinematics. Gravity-induced

unraveling is expected to occur in the cave back (roof) as a

tensile failure mechanism under low-stress conditions.

Failure can occur through slip along pre-existing joints as

the rock is unconfined from below, or through bending/

deflection of the rock layers. Subsidence caving usually

results in coarser drawpoint fragmentation, since a little

damage is induced to the rock mass during its mobilization.

Primary fragmentation in this case is usually close to the

in situ block size.

3 Factors Influencing Cavability

The cavability of a deposit is a function of natural factors

such as the geomechanical properties of the rock mass and

mining-induced factors. Pre-mining stresses and rock mass

properties fall into the category of natural factors, whilst

induced stresses and mining-related effects are induced

factors which influence cavability. In Fig. 1, the main

factors affecting the cavability of a rock mass are shown.

3.1 Natural Factors

A host of geologic, geometric, and physical parameters are

recognized to contribute to the cavability of a rock mass in

a block cave (Kendorski 1978).
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3.1.1 Geology Structures

Fractures with a low shear resistance, favorable incline,

and close spacing are important for caving an orebody

(Mahtab and Dixon 1976). The determination of disconti-

nuities orientation is one of the most important issues in

cavability assessment. The orientation of the in situ stresses

with respect to the orientation of the main discontinuity

sets is an important consideration in determining the

effectiveness of arching and locking-in of rock blocks

(Kendorski 1978). Several sets of fractures are essential to

develop a good caving. Low-angle structures lead to a

suitable vertical displacement in the rock mass during the

mining operation. They can accommodate both shear and

gravity failure (Laubscher 2000b). A combination of one

low-angle (0� to 30� dip) set of fractures and another nearly

vertical (75� to 90� dip) set of fractures is the most effec-

tive two-dimensional fracturing configuration for ease of

cavability of an orebody. In an actual three-dimensional

situation, one set of low-angle fractures and two sets of

nearly vertical fractures will be the most effective in

improving the cavability. These observations, concerning

favorable joint orientations, may be valid for environments

lacking lateral confinement (Mahtab and Dixon 1976).

Based on the simplistic cave demonstration models pre-

sented in Fig. 2, the following conclusions can be made:

• Joints that are orientated perpendicular to the direction

of draw (i.e., in most cases, horizontal joints) are

favorable for cave propagation. The mobilized zone

advances vertically at the most rapid rate. In this case,

the rate at which the mobilized zone progresses far

exceeds the production draw rate.

• Joints that are orientated parallel to the direction of draw

(i.e., in most cases, vertical joints) are not favorable for

cave propagation. Minimal displacement of the rock

mass is achieved above the mining footprint.

• Joints that are orientated at an angle to the direction of

draw result in a preferred cave propagation direction.

Filling and persistence of discontinuities have a bearing

on the cavability of the rock mass because these properties

have an important role in the strength of rock mass. Such

properties should be accurately measured by detailed scan-

line mapping and considered when assessing the cavability.

3.1.2 In Situ Stress Regime and Direction

The orientation and magnitude of the in situ stress field can

influence rock mass cavability. The ratio of the in situ

horizontal to vertical stresses will affect the magnitude of

the stresses induced in the cave back as caving initiates and

will, in association with joint orientation, strongly influ-

ence cave propagation and the caving rate.

The orientation of a rectangular mining block with

respect to the in situ principal stress direction has an effect

on the cavability of rock mass. It is now understood that the

redistribution of the maximum principal stress over a

shorter footprint axis will promote cave propagation, since

the cave back experiences greater stress concentrations

when the maximum principal stress hits the cave ‘‘broad-

side’’ as opposed to ‘‘end-on’’. In the case of ‘‘end-on’’, the

cave presents a larger obstacle to stress (Sainsbury 2012).

The concept is presented in Fig. 3.

High confining stress may limit the cave initiation and

propagation, despite favorable structure and geomechanical

properties of the rock mass (Brady and Brown 2004). High

horizontal stress can make the blocks interlocked and sta-

bilize the rock mass against cave propagation in the

absence of low-angled discontinuities within the rock mass

(Kendorski 1978).

The amount and direction of in situ stress can affect the

direction and dimension of undercut, fragmentation of rock

Fig. 1 The main factors

affecting the cavability of a rock

mass
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mass, caving rate, and the geometry and strength properties

of discontinuity.

3.1.3 Uniaxial Compressive Strength (UCS)

The compressive strength can be considered as the most widely

used and quoted rock engineering parameter. The strength of

rock is used as an important parameter in many rock classifi-

cation systems, such as the rock mass rating (RMR) and the

MRMR. The uniaxial compressive strength (UCS) is

influenced by many rock characteristics, such as weathering or

alteration rate, microcracks and internal fractures, density, and

porosity. It is clear that the cavability of rock mass decreases

when the strength of rock mass increases.

3.1.4 Water

Surface and groundwater management is of little concern

in some caving operations, but it is vitally important in

others. It is, therefore, necessary to consider issues such as

Fig. 2 Cave scale model results

for varying joint orientations

(Sainsbury 2012)
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Fig. 3 Conceptual diagram of the effect of the principal stress direction on cavability (Sainsbury 2012)
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the location of surface water paths and storages and rain-

water drainage. Water in the potential cave zone can assist

caving by reducing the friction on joints or by the effect of

increased pore water pressure. The source of water can be

ground water or water introduced during the rainy seasons.

3.2 Induced Factors

Although the cavability of orebody is a function of natural

properties of rock mass, it is also significantly affected by

induced factors. Induced parameters are a function of

engineering decisions based on how the orebody is mined.

The induced factors are not directly related to the natural

properties or the immediate geomechanical characteristics

of a particular orebody. However, the undercut geometry

and sequence can be designed to take advantage of geo-

technical domains and natural variability within the rock

mass to cave for a reduced undercut area.

3.2.1 Block Height

The block height depends on the geometry of the ore, and

fragmentation and properties of the cap rock. The vertical

distance between mining levels will affect the rock mass

cavability (Kendorski 1978). Secondary fragmentation of

caving material occurs through attrition as the ore is drawn

down through the column. Thus, the cavability of ore, cap

rock, and the result of fragmentation influence the deter-

mination of the optimal block height.

3.2.2 Undercut Condition

The undercut extraction strategy can influence the cav-

ability of a rock mass through the magnitude of the induced

stresses developed in the cave back. Regarding the nature

and importance of undercutting, Butcher (2000) has sug-

gested that undercutting has three aims:

• To extract a void of sufficient dimensions to allow

caving to occur;

• To achieve the required undercut dimension to initiate

caving with minimum damage to the surrounding rock

mass;

• To advance to caving hydraulic radius, initiate caving,

propagate the cave, and, consequently, reduce the

undercut abutment stress.

The choice of the starting or initiation point for the

undercut and the preferred direction of undercut advance

can be influenced by several factors, including (Laubscher

2003):

• The shape of the orebody,

• The distribution of grades within the orebody,

• The in situ stress directions and magnitudes,

• The strength of the orebody and its spatial variation,

• The presence and orientations of major structural

features in the orebody,

• The presence of caved areas adjacent to the block or

panel to be undercut.

The direction of undercut developing into the principal

stress direction will influence the magnitude of abutment

stresses. Therefore, to reduce clamping stresses in the cave

back, the undercuts are usually extracted in the direction of

the maximum principal stress (Laubscher 2000b).

In the San Manuel mine, advancing an undercut from

weak to strong rock led to caving problems and coarse

fragmentation; however, when the undercut direction was

changed from strong to weak rock, caving did occur and

the fragmentation improved (Laubscher 2003).

If possible, the undercut direction should not be

advanced towards structures that could initiate massive

wedge failures, as shown in Fig. 4.

3.2.3 Hydraulic Radius

The hydraulic radius is derived by dividing the area by the

perimeter. The hydraulic radius influences the levels of

stress induced on the extraction level. If the hydraulic

radius is larger, the cave rating increases and develops

more fractures and discontinuities. To propagate the cave,

the hydraulic radius must be chosen based on the highest

MRMR. The minimum span is considered by the hydraulic

radius, as can be seen in Fig. 5, which shows how the

hydraulic radius will vary for the same area if the minimum

span is decreased.

3.2.4 Caving Rate

The rate of upward advance of the yield zone is known as

the ‘‘caving rate’’. Block caving is a low-selectivity mining

method, and the caving rate is the only means of delaying

dilution ingress into the broken ore in the cave. The control

of the caving rate significantly affects the caving and

fragmentation behavior (Brady and Brown 2004). The

caving rate influences the rock mass quality, induced

stresses, and the rate of development joints.

Fig. 4 Favorable and unfavorable undercut directions (Laubscher

2000a)
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The rate of caving can be increased by advancing the

undercut more rapidly, but problems may arise if this allows

an air gap to be formed over a large area. In this situation,

the intersection of major structures, heavy blasting, and the

influx of water can result in damaging air blasts (Laubscher

2003). The very favorable rate of caving follows the relation

RC [ RU [ RD, which means that the rate of undercutting

(RU) is slower than the rate of caving (RC) but faster than

the rate of damage (RD) in the undercut drifts, and a very

unfavorable rate of caving occurs when RC \ RU \ RD.

3.2.5 Fragmentation

The overall success and profitability of a block caving

operation will significantly depend on the fragmentation

produced in the orebody during the caving process. The

prediction of rock fragmentation during block caving

requires understandings of the natural fragmentation of the

rock mass and of the fragmentation processes that take

place in the draw column. The design and operating

parameters influenced by fragmentation include drawpoint

size and spacing, equipment selection, draw control pro-

cedures, production rates, etc.

The degree of fragmentation of the ore occurs as a result

of the caving process and influences the drawpoint spacing

and design, equipment selection, and performance. The

factors that affect fragmentation are as follows (Laubscher

2003):

• The in situ network of discontinuities as defined by

their orientation, size, spacing, condition, and

termination,

• In situ stresses and the stresses induced in the cave face

or back (varying with cave height),

• Rock strengths,

• Draw column height and residence time.

The orientation of the undercut with respect to the joint

sets and the direction of principal stress can have a sig-

nificant effect on fragmentation. Advancing an undercut

towards the principle stress will result in high abutment

stresses, which will induce caving and improve the frag-

mentation, but could result in damage on the undercut and

production levels (Laubscher 2003).

The rate of draw has an influence on the time that a

block remains in the draw column, which, in turn, influ-

ences the fragmentation. A faster draw rate is assumed to

result in larger rock fragments and, inversely, a low draw

rate results in a better fragmentation (Brown 2007).

4 Establishment of the Interaction Matrix

The RES approach can be used for the analysis of coupled

mechanisms in rock engineering problems (Hudson 1992).

The RES uses a top-down analytic model to treat the rock

mass, the boundary conditions, and the engineering activ-

ities as a complete, interactive, and dynamic system. The

interactions between parameters in the RES approach are

represented using an ‘‘interaction matrix’’, as illustrated in

Fig. 6. In the interaction matrix, all factors influencing the

system are arranged along the leading diagonal. The

influence of each individual factor on any other factor is

included at the corresponding off-diagonal position of the

Fig. 5 Undercut plan areas

illustrating how the hydraulic

radius reflects changes in the

minimum span (Laubscher

2000b)
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matrix, so that the (A, B)-th element represents the influ-

ence of parameter A on parameter B. In principle, there is

no limitation to the number of factors that may be included

in an interaction matrix.

A more common illustration of a higher-dimensional

interaction matrix is shown in Fig. 7. The row passing

through Pi represents the influence of Pi on all the other

factors in the system, while the column through Pi repre-

sents the influence of the other factors, or the rest of the

system, on parameter Pi.

To quantify the importance of the interactions, a coding

method is required. The most common approach is the ESQ

method proposed by Hudson (1992). Typically, coding

values between 0 and 4 are employed with ESQ coding

schemes, as shown in Table 1.

After coding the matrix, from the matrix construction,

the rows and columns of the interaction matrix are added so

that each classification category represents the cause and

effect of the influence on the entire system. The degree of

influence of each classification category (i) on the entire

system as a ‘‘cause’’ is denoted with Cpi and as an ‘‘effect’’

with Epi. Cpi is specified on the right of each row and Epi is

specified below each column, as illustrated in Fig. 7. The

two categories can be expressed as follows:

Cpi ¼
Xn

j¼1

aij ð1Þ

Epj ¼
Xn

j¼1

aij ð2Þ

The effective role of each factor is shown in the cause

versus effect diagram (Fig. 8). In this figure, the diagonal

of the diagram is the locus of points that have the same

value. Along this diagonal and far away from the center of

the coordinate system, the summation of cause and effect

(C ? E) increases. The factors located in the bottom-right

portion of the diagram are ‘‘dominant’’ in the system. In a

similar manner, the ‘‘subordinate’’ factors are defined as

those which are highly dominated by the system and are

located in the top-left corner of the diagram. The cause–

effect plot is a helpful tool in understanding the behavior of

each factor individually, as well as studying the whole

system. For example, the points that tend to distribute

perpendicularly to the C = E diagonal show a low level of

interactivity between factors, whereas a high interactivity

will result in the points being distributed along the main

diagonal line (Hudson 1992).

The ESQ method often requires a deep understanding of

rock engineering and the ability to determine the relative

intensity of the effects among leading diagonal terms. The

user must also be an expert in rock engineering. It is well

known that the bottleneck of expert systems is the gaining

and representation of experts’ knowledge, so this bottle-

neck also exists in this method (Yang and Zhang 1998).

Due to the existence of uncertainties in the characterization

of parameters, their relations, or even in the mechanics of

Fig. 6 The principle of the interaction matrix (Jiao and Hudson

1995)

Fig. 7 Summation of coding values in the row and column through

each parameter to establish the cause and effect coordinates (Hudson

1992)

Table 1 Expert semi-quantita-

tive (ESQ) coding of the

parameters’ interaction intensity

(Hudson 1992)

Coding Description

0 No interaction

1 Weak interaction

2 Medium interaction

3 Strong interaction

4 Critical interaction
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the problem, an accurate and unique code cannot be

selected. The unique codes cannot, thus, fully express the

correct particular interaction (Naghadehi et al. 2011).

To cope with the problem of uncertainty in the interaction

matrix coding, Naghadehi et al. (2011) proposed to consider

a PESQ coding method. In this method, different probability

values are assigned to each interaction matrix. In other

words, to each interaction, the probabilities of having one of

the possible considered coding values (e.g., from 0 to 4 in this

case) are assigned. This information can be represented as a

set of matrices (five matrices will be employed in the case

that a 0–4 coding is used), where each such matrix contains,

in its (i, j)-th position, the probability that such a particular

code represents the influence of Pi on Pj.

We implemented the new coding (PESQ) in the RES

method by forming the five interactions matrices discussed

above (one for each code value of 0 to 4). These matrices

are called M0 to M4. The 14 principal parameters are

placed in the leading diagonal positions of the matrices,

together with the ‘‘potential cavability’’ of the rock mass,

which is considered as the 15th parameter of the analysis.

So, based on the typical RES methodology, the column of

interactions through this parameter represents how the

other selected parameters affect potential cavability, while

the row through the box of potential capability represents

the influence of potential cavability on the selected

parameters.

As previously mentioned, in the PESQ method, the

probability codes are considered for each interaction cod-

ing value. So, instead of specifying a unique code value for

every interaction, the probability of different values of the

codes (from 0 to 4 in this case) is assigned for interactions.

This can be expressed by five matrices (M0–M4, one for

each code value from 0 to 4), where the off-diagonal ele-

ments of each matrix contain the probabilities for occur-

rence of that particular code for that particular interaction

(Tables 2, 3, 4, 5, 6).

As an example of the coding process, the influence of

joint persistence parameter (P6) on the fragmentation

(P12) is explained [i.e., element (6, 12) in matrices M0–

M4; see Tables 2, 3, 4, 5, 6]. This interaction is con-

sidered to be a ‘‘strong interaction’’; thus, probabilities

are assigned 0 % for the occurrence of code 0 (no

interaction), 5 % for the occurrence of code 1 (weak

interaction), 10 % for the occurrence of code 2 (medium

interaction), 65 % for the occurrence of code 3 (strong

interaction), and 20 % for the occurrence of code 4

(critical interaction). It is worth mentioning that the

PESQ is somehow subjective, but it has the advantage

that it allows us to incorporate our best estimates of

uncertainties into the analysis.

5 Results

As explained in the previous section, in the coding of

the interaction matrix using a conventional method

(ESQ), the effect of each parameter on the system, as

well as the effect of the system on the each parameter,

can be calculated (respectively) as the sum of the codes

in the parameter’s row and column within the interaction

matrix.

In the PESQ coding method, the code probabilities are

in the off-diagonal elements of the matrix, which means

that, in this method, instead of unique Ci and Ei values, the

probability distributions of Ci and Ei parameters can be

calculated. Also, when the distributions are known, the

expected values of Ci and Ei for each parameter (Pi) can be

computed.

Since we have 15 parameters in the interaction matrix,

the corresponding cause or effect for any parameter is the

sum of 14 different interaction values. As the array element

aij is considered to be the effect of the i-th parameter on

parameter j, one can write:

Fig. 8 The cause–effect (C,

E) plot for the supposed case

comprising N influencing

factors (Hudson 1992)
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Table 2 Interaction matrix M0

for the probabilities of code 0

for cavability

P1 UCS, P2 in situ stress, P3

joint spacing, P4 joint

orientation, P5 joint aperture, P6

joint persistence, P7 joint

roughness, P8 joint filling, P9

water, P10 hydraulic radius, P11

caving rate, P12 fragmentation,

P13 block height, P14 undercut

direction, P15 potential of

cavability

P1 5 5 20 20 0 0 80 90 10 0 0 5 0 5

15 P2 5 0 0 0 0 60 5 0 0 0 10 0 0

60 5 P3 70 10 5 15 100 10 0 0 0 10 5 0

90 5 35 P4 35 35 35 70 5 5 0 0 10 0 0

100 5 35 100 P5 5 5 0 0 5 0 5 30 30 0

100 5 15 100 15 P6 25 5 5 0 0 0 10 20 0

100 25 20 100 5 5 P7 5 15 0 0 0 5 10 0

100 100 100 100 5 70 0 P8 5 5 0 0 65 100 0

5 5 100 100 20 10 0 5 P9 0 0 0 20 25 0

100 5 20 90 5 5 90 100 80 P10 0 0 5 20 0

100 5 15 80 5 10 75 100 100 35 P11 0 5 25 0

100 90 80 100 100 85 100 100 100 100 5 P12 20 25 0

100 0 15 50 5 10 5 90 90 5 0 0 P13 0 0

100 70 80 95 35 55 70 100 80 5 0 0 90 P14 0

100 100 100 100 100 100 100 100 100 100 100 100 100 100 P15

Table 3 Interaction matrix M1

for the probabilities of code 1

for cavability

P1 UCS, P2 in situ stress, P3

joint spacing, P4 joint

orientation, P5 joint aperture, P6

joint persistence, P7 joint

roughness, P8 joint filling, P9

water, P10 hydraulic radius, P11

caving rate, P12 fragmentation,

P13 block height, P14 undercut

direction, P15 potential of

cavability

P1 20 25 65 75 15 5 15 10 70 5 0 70 5 10

70 P2 15 0 5 5 5 25 10 0 0 5 65 0 0

25 55 P3 25 40 35 70 0 70 10 0 0 30 20 0

10 20 50 P4 55 55 55 25 15 10 5 5 65 5 0

0 10 50 0 P5 20 5 5 0 5 5 5 60 60 10

0 20 50 0 50 P6 70 15 5 5 5 5 55 60 0

0 60 65 0 25 25 P7 10 80 5 5 5 25 80 0

0 0 0 0 10 15 5 P8 10 10 5 5 20 0 0

15 15 0 0 60 50 10 5 P9 5 5 10 65 70 0

0 20 50 10 15 25 10 0 15 P10 0 0 10 70 0

0 15 50 15 15 20 15 0 0 50 P11 0 10 60 0

0 10 20 0 0 15 0 0 0 0 15 P12 65 60 0

0 0 55 30 10 15 10 10 10 20 5 5 P13 5 5

0 20 15 5 50 35 30 0 20 70 5 0 10 P14 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 P15

Table 4 Interaction matrix M2

for the probabilities of code 2

for cavability

P1 UCS, P2 in situ stress, P3

joint spacing, P4 joint

orientation, P5 joint aperture, P6

joint persistence, P7 joint

roughness, P8 joint filling, P9

water, P10 hydraulic radius, P11

caving rate, P12 fragmentation,

P13 block height, P14 undercut

direction, P15 potential of

cavability

P1 60 50 10 5 65 15 5 0 15 50 10 15 15 40

10 P2 20 10 15 15 10 10 70 10 10 20 15 10 0

10 25 P3 5 45 55 10 0 15 30 10 10 45 60 0

0 55 10 P4 10 10 10 5 65 50 15 10 15 40 0

0 30 10 0 P5 60 10 10 10 15 10 60 10 10 70

0 55 20 0 20 P6 5 60 25 15 10 10 20 10 75

0 10 10 0 55 55 P7 15 5 10 10 15 60 10 10

0 0 0 0 15 10 10 P8 65 60 15 15 10 0 5

50 50 0 0 15 35 25 10 P9 30 30 50 10 5 90

0 60 15 0 65 55 0 0 5 P10 10 5 50 10 0

0 55 20 5 55 50 10 0 0 15 P11 5 50 15 10

0 0 0 0 0 0 0 0 0 0 50 P12 10 10 0

0 10 20 15 50 50 50 0 0 55 20 10 P13 10 40

0 10 5 0 15 10 0 0 0 15 10 10 0 P14 10

0 0 0 0 0 0 0 0 0 0 0 0 0 0 P15
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Ci ¼
X15

j¼1;j6¼i

aij ð3Þ

Ei ¼
X15

j¼1;j6¼i

aji ð4Þ

where aij can have any integer value k 2 {0, 1, 2, 3, 4} with

a defined probability, which is considered in the matrices

(Tables 2, 3, 4, 5, 6). Hence, for any parameter, the prob-

ability of the cause or effect having a determined value S

(0 B S B 60, note that there are 15 non-diagonal positions

in each row and column with values 0 to 4, Ci and Ei will,

thus, be between 0 and 60) is the sum of all probable states

in which the sum of ki is equal to S. In other words, it can

be written as:

Pr Ci ¼¼ Sð Þ ¼
X

k1þk2þ���þk15¼S

Y15

j¼1;j 6¼i

Prðaij ¼¼ kjÞ ð5Þ

Pr Ei ¼¼ Sð Þ ¼
X

k1þk2þ���þk15¼S

Y15

j¼1;j 6¼i

Prðaij ¼¼ kjÞ ð6Þ

where Ci and Ei are, respectively, the values of the cause

and effect of parameter I and Pr ¼ ðp ¼¼ qÞ is the prob-

ability of p being equal to q and kj 2 0; 1; 2; 3; 4f g: Fig-

ure 9 shows the probability distributions for parameters P5

and P12.

As an example, Fig. 9 for parameter P12 shows the

probability distributions for the cause and effect of the

‘‘fragmentation’’ parameter. As can be seen, the value of

C12 would be between 6 and 12 with a probability of more

Table 5 Interaction matrix M3

for the probabilities of code 3

for cavability

P1 UCS, P2 in situ stress, P3

joint spacing, P4 joint

orientation, P5 joint aperture, P6

joint persistence, P7 joint

roughness, P8 joint filling, P9

water, P10 hydraulic radius, P11

caving rate, P12 fragmentation,

P13 block height, P14 undercut

direction, P15 potential of

cavability

P1 10 15 5 0 15 70 0 0 5 40 60 5 50 30

5 P2 45 70 45 45 55 5 10 50 55 50 5 50 10

5 10 P3 0 5 5 5 0 5 50 70 20 10 10 80

0 15 5 P4 0 0 0 0 10 25 60 45 5 45 20

0 50 5 0 P5 10 60 60 50 60 65 20 0 0 20

0 15 10 0 10 P6 0 15 55 60 65 65 10 5 20

0 5 5 0 10 10 P7 55 0 65 65 55 10 0 80

0 0 0 0 50 5 25 P8 15 20 60 30 5 0 80

25 20 0 0 5 5 50 65 P9 50 50 35 5 0 10

0 10 10 0 10 10 0 0 0 P10 25 80 25 0 0

0 20 10 0 20 15 0 0 0 0 P11 70 25 0 70

0 0 0 0 0 0 0 0 0 0 20 P12 5 5 0

0 30 10 5 20 20 20 0 0 15 65 25 P13 70 50

0 0 0 0 0 0 0 0 0 10 60 60 0 P14 70

0 0 0 0 0 0 0 0 0 0 0 0 0 0 P15

Table 6 Interaction matrix M4

for the probabilities of code 4

for cavability

P1 UCS, P2 in situ stress, P3

joint spacing, P4 joint

orientation, P5 joint aperture, P6

joint persistence, P7 joint

roughness, P8 joint filling, P9

water, P10 hydraulic radius, P11

caving rate, P12 fragmentation,

P13 block height, P14 undercut

direction, P15 potential of

cavability

P1 5 5 0 0 5 10 0 0 0 5 30 5 30 15

0 P2 15 20 35 35 30 0 5 40 35 25 5 40 90

0 5 P3 0 0 0 0 0 0 10 20 70 5 5 20

0 5 0 P4 0 0 0 0 5 10 20 40 5 10 80

0 5 0 0 P5 5 20 25 40 15 20 10 0 0 0

0 5 5 0 5 P6 0 5 10 20 20 20 5 5 5

0 0 0 0 5 5 P7 15 0 20 20 25 0 0 10

0 0 0 0 20 0 60 P8 5 5 20 50 0 0 15

5 10 0 0 0 0 15 15 P9 15 15 5 0 0 0

0 5 5 0 5 5 0 0 0 P10 65 15 10 0 100

0 5 5 0 5 5 0 0 0 0 P11 25 10 0 10

0 0 0 0 0 0 0 0 0 0 10 P12 0 0 100

0 60 0 0 15 5 15 0 0 5 10 60 P13 15 5

0 0 0 0 0 0 0 0 0 0 25 30 0 P14 20

0 0 0 0 0 0 0 0 0 0 0 0 0 0 P15
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than 60 % and, similarly, the value of E12 would be

between 35 and 43 with a probability higher than 50 %

(similar graphs can be plotted for all the parameters).

In addition, by combining the probability distributions

of Ci and Ei for each parameter (Pi), probabilistic (C,

E) plots can also be produced. Figures 10 and 11 show

these plots for the UCS parameter (P1) and the block height

parameter (P13).

The probabilistic (C, E) plots presented in Figs. 10 and

11 can be analyzed similar to the conventional determin-

istic (C, E) plot presented in Fig. 8. As previously men-

tioned, the deterministic interaction intensity and

dominance of each parameter in the system can be ana-

lyzed according to its position in the (C, E) plot. Similarly,

the probabilities of interaction intensity and dominance can

be calculated by using the probabilistic (C, E) plots.

For some parameters, being further away from the

diagonal line with equation C = E (the probability content

is in the lower-right region) indicates that they have a high

dominance on the system. When the probability content is

in the upper-left region, this indicates that the system has a

dominance on them, and, finally, the parameters are neutral

with respect to the system when the probability content is

mainly on the C = E line. Figure 12 shows the cause–

effect diagram plotted using the accepted values of cause

and effect of parameters.

Furthermore, the probabilistic (C, E) plots allow us to

identify the importance of parameters and their influence

on the system. For this reason, the probability distribution

of C ? E and C - E values for all parameters can be

calculated. The results for parameters P5 and P12 are shown

in Figs. 13 and 14, respectively (similar graphs can be

plotted for all the parameters).
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Fig. 9 Probability mass distributions for the cause and effect of P5 and P12

Fig. 10 (C, E) plot for the uniaxial compressive strength (UCS) (P1)

parameter in the system

Determination and Assessment of Parameters 1217

123



From the results of Figs. 13 and 14, the expected

interaction intensities (C ? E) and expected dominance

(C - E) for any parameter can be plotted (Figs. 15 and

16). In these figures, the error bars, which show the

uncertainty estimates, are calculated using the standard

deviation values.

The results of Figs. 12, 15, and 16 indicate that almost

all 14 main parameters are rather interactive and have a

significant influence on the ‘‘outcome’’ parameter (i.e.,

potential cavability); therefore, they should be taken into

account in engineering decisions.

Based on the cause–effect probabilistic diagram of the

15 parameters, the following points are noteworthy:

• All parameters considered in the cavability system are

rather interactive because the probability of their

position is higher along the diagonal of the C–

E diagram.

• Parameter P2 has a higher probability of being inter-

active, while the lowest probability of being interactive

belongs to P1 and P4.

• The UCS (P1) and the in situ stress (P2) are the

parameters that have the highest probability to dominate

the system, while the fragmentation (P12) and the

potential cavability (P15) are the parameters which have

the highest probability of being dominated by the system.

6 Conclusion

The cavability of the deposit is a fundamental feature of

mine design. Initiating the cave and then sustaining the

cave throughout the mine’s life are critical for achieving

the desired productivity and, thus, directly impact the

economics of the project.

Many parameters influence the rock mass cavability in

block caving mines, which are divided into two categories:

natural parameters and induced parameters. Understanding

the influence and importance of these parameters has an

important role in investigating and predicting the cavability

in block caving mines. For this reason, the rock engineer-

ing system (RES) method has been used in this study. In

this method, simultaneous assessment of all parameters and

their impact on the cavability of rock mass is possible. As

the interaction matrix codes are not unique in this method,

the probabilistic coding, the other typical RES procedure,

can non-deterministically be performed to allow consider-

ation of uncertainties in the RES method.

The probabilistic RES approach allows identifying the

parameters with the highest probability of being dominant

or subordinate, and also the parameters with the highest

probability of being interactive. That is, variability and/or

uncertainties can be explicitly included in the analysis, and

the effects of such uncertainties can be quantified. Such

information is important in practice, for example, in the

fieldwork; a designer can identify parameters that should

be characterized in more detail. For instance, our results

showed that the parameter related to the existence of

‘‘in situ stress’’ (P2) has the highest expected interaction

Fig. 11 (C, E) plot for the block height (P13) parameter in the system
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Fig. 12 Cause–effect diagram

based on the accepted values of

the cause and effect of

parameters
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with the system (in other words, it is the most important

parameter), therefore suggesting the orientation and mag-

nitude of in situ stress to be accurately measured in field

surveys. Similarly, the ‘‘caving rate’’, ‘‘fragmentation’’,

and ‘‘joint aperture’’ have also been found to be quite

significant parameters.
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Fig. 13 Probability distribution of C ? E values for the P5 and P12 parameters
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Fig. 14 Probability distribution of C - E values for the P5 and P12 parameters
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Fig. 15 Mean values and standard deviation limits for the interac-

tivity of 15 parameters affecting the cavability of rock mass
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Fig. 16 Mean values and standard deviation limits for the subordi-

nance of 15 parameters affecting the cavability of rock mass
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In addition, the probabilistic RES methodology permits

to compute the uncertainties of computed results. For

example, we observed that the ‘‘caving rate’’ parameter has

the largest standard deviation (hence, the greater uncer-

tainty) among all the parameters. Similar comments could

be made about the dominance/subordinance of the system.

Such information could not be obtained by using only a

deterministic approach and/or mean values.
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