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Abstract
Purpose Large language models (LLM) have recently attracted attention because of their enormous performance. Based on 
artificial intelligence, LLM enable dialogic communication using quasi-natural language that approximates the quality of 
human communication. Thus, LLM could play an important role for patients to become informed. To evaluate the validity 
of an LLM in providing medical information, we used one of the first high-performance LLM (ChatGPT) on the clinical 
example of acute lumbar disc herniation (LDH).
Methods Twenty-four spinal surgeons experienced in LDH surgery directed questions to ChatGPT about the clinical picture 
of LDH from a patient's perspective. They evaluated the quality of ChatGPT responses and its potential use in medical com-
munication. The responses were compared with the information content of a standard informed consent form.
Results ChatGPT provided good results in terms of comprehensibility, specificity, and satisfaction of responses and in 
terms of medical accuracy and completeness. ChatGPT was not able to provide all the information that was provided in the 
informed consent form, but did communicate information that was not listed there. In some cases, albeit minor, ChatGPT 
made medically inaccurate claims, such as listing kyphoplasty and vertebroplasty as surgical options for LDH.
Conclusion With the incipient use of artificial intelligence in communication, LLM will certainly become increasingly 
important to patients. Even if LLM are unlikely to play a role in clinical communication between physicians and patients at 
the moment, the opportunities—but also the risks—of this novel technology should be alertly monitored.
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Background

Artificial intelligence (AI) has long since found its way into 
our everyday lives, such as the emergency braking or park-
ing assistance functions in vehicles, but also into medicine. 
Automatic image recognition systems support endoscopic 
diagnostics just as AI enables big data analysis [1–3]. But 
we also listen and respond to AI in everyday communication, 
like the voice-assisted systems Alexa or Siri [3]. In social 
media, so-called chatbots (a portmanteau of to chat and 
robot) represent large language models (LLM) that—based 
on AI—enable dialogic communication using quasi-natural 
language that approximates the quality of interpersonal com-
munication [4].

One of the first high-performing and freeware LLM, 
ChatGPT (generative pre-trained transformer, a performant 
chatbot from the company OpenAI), has been made available 
to the public for evaluation. Based on the machine-learning 
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paradigms of supervised learning and reinforcement learn-
ing, ChatGPT involved human trainers to improve its per-
formance [5, 6]. If ChatGPT is asked about its own database 
from which it generates its responses, the software gives 
this self-referential answer: “ChatGPT was trained on text 
data available on the internet up until 2021. This includes 
a variety of sources, such as news articles, scientific docu-
ments, social media posts, and more. The exact size of the 
database is not publicly known, but it is estimated to be 
several terabytes of text.” (openai.com).

In the hospital, physician communication with the patient 
is as important as it is time-consuming. Physician communi-
cation must be informative and empathetic in equal measure, 
and must be adapted to communicate at eye level with the 
patient. This is essential for taking the patient’s medical his-
tory and achieving informed consent for the required diag-
nostics and therapy—a sustainable patient compliance rep-
resents the relevant basis in the treatment prognosis [7–9].

Accordingly, we decided to examine the extent to which 
the chatbots rapidly entering the market could support medi-
cal communication with patients. For this purpose, we first 
evaluated the content validity of ChatGPT, with the results 
presented in this article.

Methods

To test the hypothesis that patients can become comprehen-
sively informed about their medical situation using LLM, 
an online baseline survey was sent to 52 spinal surgeons 
experienced in the diagnosis, treatment, and at least micro-
surgery of lumbar disc herniation (LDH) in February 2023, 
using the web-based Unipark online survey software (https:// 
www. unipa rk. de/, Tivian XI GmbH, Cologne, Germany). 
The survey included an orienting presentation of the Chat-
GPT chatbot, as well as registration instructions on the ope-
nai.com-homepage. The spinal surgeons were then given 
the task of imagining that they were a patient with an acute 
LDH resulting in very painful sciatica, but no sensorimotor 
deficit and no vegetative symptoms, and that surgery had 
been recommended. Study participants were instructed to 
inform themselves about the clinical picture of LDH, includ-
ing symptoms, diagnosis, treatment options, and prognosis; 
it was important not to consider the information using their 
background of spinal surgical expertise, but as a layman 
patient suffering from sciatica.

Participants were asked to copy both the questions asked 
of ChatGPT and the answers provided by ChatGPT into the 
online questionnaire. They were also asked to rate the qual-
ity of the answers according to the categories presented in 
Online Resource 1. A maximum of 15 questions were evalu-
ated within the survey tool. Participants were then asked to 

provide some general evaluations of the use of ChatGPT in 
supportive patient information (Online Resource 2).

The information content of a standardized informed con-
sent sheet (www. thieme. de), considered legally comprehen-
sive, is assumed to represent the relevant knowledge for a 
patient suffering from an LDH. In the informed content sheet 
in the German language, 215 individual items of information 
were identified. These were assigned to six main catego-
ries: (1) clinical picture; (2) treatment options; (3) how is 
the operation performed?; (4) risks and possible associated 
complications; (5) what are the chances of success?; and (6) 
instruction advice. These were subclassified according to a 
four-digit key. Using the same key, the individual informa-
tion was extracted from the answers given by ChatGPT. Per 
cent coverage was determined by comparing the information 
from the ChatGPT responses in relation to the information 
from the informed consent sheet (Online Resource 3).

Data generated or analysed during this study are partially 
included in this published article and the Online Resources.

Results

The response rate to the questionnaire was 46% (24/52 sur-
geons). The respondents submitted a total of 139 questions 
to ChatGPT; two pairs of question/answer had to be dis-
carded as they did not belong to the clinical picture of LDH. 
A median of four questions (min. 1, max. 15) were submitted 
per spinal surgeon.

The quality of the answers given by ChatGPT with respect 
to the clinical picture of LDH was rated as largely or even 
completely understandable by 97% of respondents (Fig. 1a). 
Overall, 97% of the ChatGPT responses came up with only 
some or no foreign words (Fig. 1b). In terms of how spe-
cifically the ChatGPT responses answered the questions, 
31% of answers were rated as rather or much too general 
(Fig. 1c), while 86% were considered satisfactory (Fig. 1d); 
44% were assessed as largely correct from a medical point 
of view, and 52% as completely correct (Fig. 1e). Overall, 
55% of responses were considered medically complete and 
comprehensive (Fig. 1f). Against the background that Chat-
GPT enables dialogic communication using quasi-natural 
language that approximates the quality of interpersonal com-
munication, it was investigated whether the response behav-
iour was empathetic. The communication was perceived as 
neutral in 82% of respondents, empathetic in 14%, and not 
very empathetic or even unsettling in 3% (Fig. 1g).

The overall evaluation of ChatGPT in medical communi-
cation, based on the example of the clinical picture of LDH, 
included the usability of the software; this was rated as intui-
tive by 100% of respondents. The registration process for 
creating the account was taken from this evaluation (Fig. 2a). 
Overall, 88% of respondents suspected that patients were 

https://www.unipark.de/
https://www.unipark.de/
http://www.thieme.de
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Fig. 1  Assessment of the qual-
ity of the answers provided 
by the ChatGPT for questions 
surrounding the clinical picture 
of a lumbar disc herniation
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motivated to inform themselves about their clinical picture 
via ChatGPT (Fig. 2b); 58% agreed that ChatGPT could 
be a useful tool to improve patient information, 38% were 
undecided, and 4% considered ChatGPT to be less useful 
(Fig. 2c). Whether the use of ChatGPT by the patient could 
be suitable to improve the medical conversation between 
the patient and the doctor was rated as positive in 63% of 
respondents and indifferent in 25%, while 13% suspected 
an impairment in medical communication (Fig. 2d). It was 
assumed that the ChatGPT would shorten the time required 
for the patient’s informed consent in 42% of respondents, 
whereas 46% suspected no effect and 13% even thought 
that informed consent might be prolonged (Fig. 2e). Use of 
the ChatGPT from a medical point of view was considered 

useful in 42% of respondents, but 42% were undecided in 
this respect and 17% did not believe that use of the ChatGPT 
use was advisable (Fig. 2f).

The totality of all answers given by ChatGPT could 
be condensed to 151 distinguishable pieces of informa-
tion. We compared the incidence of this information in 
relation to the information on the clinical picture of LDH 
contained in an informed consent form (n = 215). Of the 
information provided in the informed consent form, 48% 
(n = 103) was also covered by ChatGPT at least once. 
However, ChatGPT also provided information about the 
clinical picture of LDH that was not included in the con-
sent form (n = 48 (22%) responses). The answers given 
by ChatGPT could be assigned to the corresponding six 

Fig. 1  (continued)



European Spine Journal 

1 3

Fig. 2  The overall evaluation of 
ChatGPT in medical commu-
nication, based on the example 
of the clinical picture of lumbar 
disc herniation
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categories of the informed consent sheet, listed in Meth-
ods. In these individual categories, responses from Chat-
GPT that provided information from the consent form vs. 
instances where ChatGPT exceeded the consent form, 
respectively, were as follows (Fig. 3): (1) clinical picture, 

n = 10 (32%) versus n = 2 (6%); (2) treatment options, n = 5 
(50%) vs. n = 8 (80%); (3) how is the operation performed? 
n = 45 (42%) vs. n = 8 (7%); (4) risks and possible associ-
ated complications, n = 12 (48%) vs. n = 3 (12%); (5) what 

Fig. 3  Frequency of occur-
rence of the information given 
by ChatGPT in relation to the 
information on the clinical 
picture of lumbar disc hernia-
tion contained in an informed 
consent form, assigned to six 
main categories: (1) clinical 
picture, (2) treatment options, 
(3) how is the operation 
performed?, (4) risks and 
possible associated complica-
tions, (5) what are the chances 
of success?, and (6) instruction 
advice. A total of 215 individual 
information items were identi-
fied in the informed consent 
form. The frequency with which 
the individual information was 
given in a total of 139 ChatGPT 
responses is shown. However, 
ChatGPT also provided infor-
mation on the clinical picture of 
lumbar disc herniation that was 
not contained in the informed 
consent form. These informa-
tion frequencies were inserted 
in the respective section next 
to the blank item. The textual 
description of the individual 
information can be found in the 
Online Resource 3
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are the chances of success? n = 21 (84%) vs. n = 16 (64%); 
(6) instruction advice, n = 10 (59%) vs. n = 11 (65%).

In detail, ChatGPT provided information about the clini-
cal picture of LDH that was not included in the consent 
form, such as the occurrence of sciatica, which is charac-
teristic of the clinical picture. In addition, the symptoms 
of LDH were described in more detail. Compared to the 
informed consent form, the ChatGPT answers to the treat-
ment options were more complete than the questions on risks 
and complications. Furthermore, ChatGPT mentioned some 
other therapy options, such as acupuncture or neural therapy, 
as a conservative treatment option. Pain therapy was speci-
fied with the naming of substance classes. The description 
of drug, physical, or physiotherapeutic treatment options was 
more comprehensive, as was that for possible postoperative 
complications, information on recovery and rehabilitation, 
and comments on postoperative quality of life and lifestyle 
adjustments. The textual description of the individual infor-
mation can be found in the Online Resource 3.

ChatGPT also provided erroneous information, albeit 
only in isolated cases; the rate of incorrect answers gen-
erated by ChatGPT was numerically low at 2/151 (1.3%). 
However, this erroneous information directly concerned the 
choice of treatment options and can therefore be described 
as serious. Concretely, kyphoplasty and vertebroplasty were 
suggested as treatment options for herniated discs. Among 
the responses provided by ChatGPT that exceeded the con-
tent of the informed consent sheet, no response was classi-
fied as superfluous.

Discussion

The recently published chatbot “ChatGPT”—one of the first, 
high-performance LLM—is an AI-based dialogic communi-
cation system that uses quasi-natural language approximat-
ing the quality of interpersonal communication. We evalu-
ated its use with respect to its validity in medical patient 
communication.

We found that the chatbot provided answers with a high 
level of general comprehensibility, even for laypeople, with-
out the excessive use of foreign words or special medical 
expressions. Sometimes the answers were too general and 
unspecific, but from a medical point of view were largely 
formulated correctly and comprehensively. The intuitive 
usability of ChatGPT, combined with a presumably high 
motivation in patients to inform themselves using this tool, 
indicates that ChatGPT will become increasingly important 
in the transfer of medical information. It is important to 
state, however, that in Germany (and most other countries), 
ChatGPT cannot and must not play a legal role in obtaining 
informed consent from patients before surgery; according 

to the German Civil Code, the provision of information is 
always a medical task that cannot be delegated [10].

In a few cases, ChatGPT consistently provided false 
statements. For example, the question “What other therapy 
can I do for a herniated disc?” was answered as follows: 
“Minimally invasive procedures for the treatment of lumbar 
disc herniation include: Endoscopic discectomy, …, micro-
discectomy, stabilization procedures such as kyphoplasty or 
vertebroplasty …”. The latter two procedures were incor-
rect, demonstrating that ChatGPT cannot always stand up to 
medical scrutiny. It should be noted that ChatGPT does not 
claim to be medically correct when it provides an answer, 
but always refers to the necessity for patients to consult their 
physician for further information. Nevertheless, this means 
that while ChatGPT offers an opportunity for patients to 
become self-informed about their clinical picture, it also 
represents a risk. Even though ChatGPT has now been over-
taken in terms of content by more powerful LLM, ChatGPT 
will still be important as a free source of information com-
pared to paid-for offerings such as GPT-4.

It is well known that patients receive information from 
their treating physician, but that they also consult other 
sources of information, such as books, health guides, and 
online libraries, conversations with friends and family, and 
patient organizations. Online sources including social net-
works are becoming increasingly important [11, 12]. The 
internet offers a wealth of information on health topics, 
contained on medical websites, forums, and blogs where 
patients can ask questions and share information. However, 
not all online sources are reliable, which poses challenges in 
the use of social media for health purposes [13].

Online sources for patient information are often very well 
prepared graphically, with explanatory images or even vid-
eos. The lack of a graphical presentation was considered to 
be a distinct disadvantage of ChatGPT in our respondents, 
which is based exclusively on written language without any 
accompanying pictures, graphics, or videos. Considering the 
momentum with which ChatGPT was launched in November 
2022, it is expected that linking to a voice assistant, integrat-
ing or referencing images or videos, could be the next step, 
as has already been piloted through interfaces with other 
programs [14, 15].

According to the ratings of the spinal surgeons in our 
survey, it appeared that ChatGPT could mostly provide 
comprehensive answers, but with a tendency towards more 
general statements. This means that the patient must already 
have a certain idea what to ask ChatGPT. In some cases, 
the patient may also have to repeat the questions in a more 
specific way; otherwise, they will not be able to obtain the 
same amount of information that is offered in the preformed 
patient informed consent forms. This effect was quite evi-
dent in the limited coverage of information from the Chat-
GPT responses in relation to the informed consent sheet, 



 European Spine Journal

1 3

particularly about risks and complications. On the other 
hand, ChatGPT provided information that was not included 
in the consent form; the most obvious example is that the 
consent form mentioned back pain but not sciatica as a char-
acteristic consequence of a herniated disc, information that 
ChatGPT regularly provided.

As with some online (non-scientific) sources, the fact 
that ChatGPT does not reveal its sources of information, so 
the patient cannot critically review the references for them-
selves, is generally regarded as a critical problem. “The 
learning algorithm of ChatGPT includes unsupervised and 
supervised learning. During the training process, the model 
was fed with a massive amount of text data, such as books, 
articles, and web pages, using unsupervised learning tech-
niques to learn the underlying patterns and structure of lan-
guage. To improve the accuracy and quality of the model's 
responses, it was also fine-tuned with a smaller set of labeled 
data, which were manually annotated and labeled by human 
experts. This process is known as supervised learning, where 
the model is trained to predict the correct output based on 
the input and the labeled data.” (openai.com, ChatGPT-
request onto the question: “Is there a human supervised 
algorithm in learning for ChatGPT?”). Thus, there is a 
possibility that medical information could be biased on a 
large scale by human influence. More broadly, and focused 
on medical issues in Public Health, this highlights the prob-
lem that the ability of chatbots to rapidly produce massive 
amounts of text could lead to the spread of misinformation 
on an unprecedented scale—resulting in an “AI-driven info-
demic” as a new threat to public health [16].

In terms of information technology, a distinction can be 
made between statistical and neural language models. A sta-
tistical language model calculates the probability of predict-
ing a word sequence based on a number of previous words 
(word history). The more powerful neural language mod-
els calculate the word context using neural networks (word 
vectors) based on the parameter settings. Although not the 
first, ChatGPT was the neuronal network-based LLM that 
attracted the most widespread public attention. The learning 
ability of LLM is determined, among other things, by the 
number of parameters. This parameter number determines 
how many nuances can be mapped from the learning data 
set of the model. It has been assumed that the number of 
parameters has increased from 175 billion for ChatGPT to 
at least 100 trillion for GPT-4 [17].

In addition to ChatGPT and GPT-4, offered by OpenAI, 
there are other commercial, enterprise-ready service pro-
viders. Alphabet, a company associated with Google, pre-
sented Bard as an AI-based chatbot in May 2023 [18]. Aleph 
Alpha's Luminous model, a European provider, presented in 
April 2023 an LLM that was said to be twice as powerful 
as ChatGPT in a benchmark test [19]. In the Asian region, 
Hyperclova was launched by the South Korean company 

Naver in June this year, based on 204 billion parameters [20]. 
The rapid and worldwide release of new chatbots reveals the 
dynamic momentum and associated market expectations in 
the field of LLM.

In a medical application study, Ayers et al. investigated 
whether an AI chatbot assistant could provide answers to 
patient questions that were of comparable quality and empa-
thy to those written by physicians. They found that 78.6% of 
health professionals preferred chatbot responses to physician 
responses. Furthermore, the chatbot responses were rated as 
being of significantly higher quality and more empathetic 
than the physician responses. The study concluded that fur-
ther exploration of this technology was warranted in clinical 
settings, such as using chatbot to draft responses that physi-
cians could then edit. Randomized trials were proposed to 
further investigate whether the use of AI assistants could 
improve responses as well as patient outcomes [21].

In the assessment by Au Yeung et al. [22], it is prob-
able that conversational AI will soon be developed for use 
in healthcare, but is not yet ready for clinical use. On the 
one hand, this statement is derived from the comparison of 
ChatGPT and Foresight—an LLM that focuses on model-
ling patient data and disorders. The comparison was made 
on the task of forecasting relevant diagnoses based on clini-
cal vignettes. Emphasizing the high-ranking patient safety 
and accuracy in the healthcare domain, they differentiated 
whether the tool was used by a clinician user (as clinical 
decision support) or by a patient (as an interactive medical 
chatbot). They considered the limitations of transformer-
based chatbots for clinical use: the open internet database, 
on which OpenAI's ChatGPT is based, for example, brings 
potential limitations due to mirroring biases or lack of accu-
rate detail. LLM that have been trained on biomedical data, 
such as BioMedLM as a domain-specific large language 
model for biomedical text [23], are subject to publishing 
trends rather than trends of actual patients and diseases in 
healthcare. Instead, the few LLM that are trained and vali-
dated on real-world clinical data due to sensitivity of patient 
data were emphasized [22]. The authors exemplify Gatron 
as a large clinical language model conceptualized to unlock 
patient information from unstructured electronic health 
records [24].

The information provided by AI in our study was lim-
ited to a circumscribed clinical picture from the physician’s 
perspective and appraisal, albeit with them attempting to 
view the information from a patient’s perspective. An evalu-
ation of ChatGPT by patients and the efficiency of informa-
tion provision needs to be performed in further studies—
a requirement that was also emphasized in the literature 
regarding future use of AI chatbots in medicine [21, 22].

Finally, the problem of how far patients can and may be 
informed using AI systems remains an ethically important 
point of discussion. Thus, our study contributes to current 
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knowledge on the significance of chatbot-based communi-
cation in medicine. At present, LLM will not and must not 
replace medical communication between physicians and 
patients. But with 60 million visits per day for ChatGPT 
alone [25], the upcoming LLM will inevitably have a weighty 
role in the patient’s own search for information. It is therefore 
important to perceive the possibilities of this AI-driven tool, 
but also the inherent problems associated with the software, 
which is not always error-free from a medical point of view.
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tary material available at https:// doi. org/ 10. 1007/ s00586- 023- 07975-z.
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