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Abstract
Mobile Crowdsensing (MCS) has shown the greatest potential that allows smart devices to collect and share different

sensing data. Mobile users (or participants) send the desired sensing data to the service providers and collect rewards.

However, the reward needs to be given such as, it does not increase platform costs. On the other hand, the unsatisfactory

reward may reduce the interest of the participant which may degrade the quality data. Therefore, increasing sensing data

quality with a constrained budget is a crucial challenge. There has been extensive research on the reward mechanism for

MCS, but, most of the work is on the basic assumption that participant will complete their assigned task positively. In this

paper, we propose an efficient user selection mechanism for Mobile Crowdsensing System (MCS) by considering the

Probability of Success (PoS) of users (i.e. participant may fail to complete the assigned task with some probability). For the

selection of an efficient user, the proposed mechanism also accounts the parameters like data quality and platform cost. We

also propose a reward calculation model for the selected users. Minimizing the platform cost with a constrained budget is

an NP-hard problem. To provide a sub-optimal solution to this problem Chaotic Krill-Herd optimization algorithm is used.

The extensive simulation results reveal that the proposed method outperforms the existing work by considerable margins.

List of symbols
n Number of mobile users (or participants)

m Number of tasks

bj Allocated budget for task j

Si Set of tasks coverd by user i

pji Probability of success of user i for the task j

rsi Sensing range of user i

P Set of locations

cj Platform cost to complete task j

dj
0

Required minimum data quality for task j

DQ Total data quality

xn Inertia weight of the induced motion

xf Inertia weight of the foraging motion

ai Direction of the induced motion

Vf Foraging speed

bbesti
Best fitness effect of the ith Krill

PoI Point of Interest

1 Introduction

This is the era of smart mobile devices embedded with a

broad range of sophisticated sensors like smartphones,

smart wearable devices, GPS devices, digital compasses

and so on Xiao et al. (2018). By utilizing the expeditious

proliferation of smart mobile devices, MCS (Ganti et al.

2011) has become a large-scale sensing paradigm to

facilitate monitoring and sensing the surrounding envi-

ronment. It acquires real-world conditions including envi-

ronmental pollution, traffic congestion detection, health

care condition, hotspot identification etc (Yang et al.

2017). Traditional static sensing applications depend on the

expensive and specialized sensing infrastructure (Yick

et al. 2008). However, utilizing this immoderate infras-

tructure only to monitor the surrounding environment is not

a smart solution due to its high maintenance cost and lack

of reusability. In contrast to that, MCS provides this

infrastructure to monitor by leveraging ubiquitous mobile

devices and their advanced embedded sensors. In recent

years, a lot of magnificent applications of MCS have been
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proposed but note that in all applications a ’large number of

mobile users’ is a very important parameter in the MCS

platform. Therefore to motive, the users to involve and

selecting appropriate participants are two challenging tasks

in MCS (Gao et al. 2019). Over and above, sensing tasks

deplete the computational resources of mobile devices,

require human effort, and incur privacy issues. Therefore

users are reluctant to participate in the MCS unless they get

sufficient rewards (Luo et al. 2017).

Researchers have studied extensively incentive mecha-

nisms in MCS. However, they ignore the possible unreli-

ability in mobile crowdsensing, the majority of the existing

incentive schemes always assume that when a user is

assigned a sensing assignment, she would successfully

execute it. Here we argue that in a more realistic MCS

scenario, due to the uncertainty of mobile devices or others

parameters, users may fail to complete the assigned tasks.

Acquiring high-quality data at a reasonable sensing cost

is the key factor of a successful MCS application (Peng

et al. 2018). Participants may not provide trusted data due

to malicious intent or malfunctioning devices (Jiang et al.

2017). That’s why service providers assign multiple par-

ticipants for a specific data sensing task, which may incur

the sensing cost. Thus, these two factors - data quality and

sensing cost have certain intrinsic collisions in MCS.

Receiving high-quality data with a limited budget is the

prime concern of all organizations.

A lot of research has already been done on the effective

incentive mechanism to motivate the participants (Ogie

2016) or to measure the data quality. Authors in Wang

et al. (2018d) proposed a framework to optimize the

overall utility within a reasonable incentive budget. Here

utility defines the quality of sensing data. In Li et al. (2019)

authors optimize overall quality utility and overall incen-

tive payment, the two most important objectives of MCS

with a limited resource pool.

To deal with the above-mentioned problem in this paper

we have an MCS environment as shown in Fig. 1. Service

providers (SP) broadcast some tasks to mobile users.

Engrossed mobile users do response and send their profiles

to the SP through Wi-fi or cellular network. Among the

involved users it’s a very challenging task to select efficient

users. In this paper, our objective is to design a reward

mechanism for the selected users that minimizes the MCS

platform cost while guaranteeing the desired data quality

for each task. To design such a mechanism we incorporate

the probability to complete a task by the corresponding

users. Selecting the users that minimize the platform cost

with maximum data quality can be proved to be an NP-

Hard problem. Thus to search for a sub-optimal and com-

putationally efficient solution we use Chaotic Krill Herd

(CKH) Optimization algorithm.

The Chaotic Krill Herd (CKH) Optimization algo-

rithm (Saremi et al. 2014), is considered one of the most

advanced heuristic optimization algorithms developed to

solve the global numerical optimization problem. The basic

Krill Herd (KH) algorithm (Wang et al. 2019) was

designed inspired by the behavior of Krill Herd. Next, the

Chaos properties were introduced into KH to increase its

global search ability. The objective function of the Krill

movement is designed based on the minimum distance of

each Krill individual and the high density of the herd. We

summarize our contributions in this work as follows:

– We formulate the problem of incentive mechanism in a

Mobile Crowdsensing System with platform budget

constraints and user uncertainty. Which can approxi-

mately maximize the data quality with allocated

budgets by the service providers.

– For large-scale mobile users, we propose an efficient

user selection mechanism. The selection process con-

siders various parameters like data quality, platform

cost of the task, the budget allocated for the task, and

the probability of success of the users.

– For the selected user we propose a reward calculation

algorithm based on the user’s uncertainty.

– We perform extensive simulations and experimental

results that validate our proposed mechanism, which

can effectively diminish the platform cost while

maintaining the desired data quality and satisfactory

reward for the users.

Fig. 1 A typical mobile crowdsensing system environment
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1.1 Paper’s organization

The rest of the paper is organized as follows. Section 2

describes a brief survey on contemporary research works

whereas Sect. 3 describes the MCS system and formulate

the problem. Secttion 4 briefly describes the background of

CKHO algorithms. In Sect. 5 proposed framework and

algorithms are discussed. Section 6 presents the simulation

environment and parameters. The simulated results are also

validated in the same section followed by the Conclusion

and future scope described in Sect. 7.

2 Related works

As Crowd sensed Data quality is an important factor of

MCS and IOT, a lot of research work has been done on this

topic. Also to motivate the participants for delivering high-

quality data, a lot of reward mechanism has been proposed.

So in this section, we survey different proposed algorithms

for improving crowed sensed data quality and about dif-

ferent reward mechanisms in the domain of MCS. Nowa-

days the Quality of Data is a major research interest. In

2017, S. Ding, X. He, and J. Wang proposed a model for

improving the quality of service in the paper (Ding et al.

2017), where they gave attention to the selection of

appropriate service nodes with good coverage and trans-

mission performances. In this paper, they mapped the

service node selection problem into a multiobjective opti-

mization problem. Although the multitasking capability of

the sensor nodes increases the performance of the system

the drawback is the sensing quality of individual nodes

may become poor. In pape Wang et al. (2017) proposed a

framework for optimizing the overall utility while the

multiple tasks are distributed among the limited number of

participants but the problem is this framework does not

concern with the data quality. To deal with the data quality

in paper (Yang et al. 2017). integrate the incentive mech-

anism with the data mining and machine learning-based

data analysis technique. They have designed an unsuper-

vised learning model to evaluate participants’ data qualities

and exploited an outlier detection technique to cut off

anomalous data items. Again in the paper (Guo et al.

2017) the proposed mechanism measures and improves the

data quality by a visual crowdsensing system. It empha-

sizes data diversity rather than the resolution of data. There

are some proposed mechanisms for quality-aware incen-

tives to motivate the participants for delivering high-

quality data. In Peng et al. (2018) D. Peng, F. Wu and G.

Chen designed a quality-based incentive mechanism that

analyzes the data reading to estimate the quality of sensing

data and depending on the quality of the data participants

are rewarded. In the paper (Wang et al. 2016) the authors

designed a fine-grained MCS model based on a quality-

driven actuation that predicts the possibility of participant’s

incorrectness. Based on this analysis the submitted sensed

data are considered highly reliable or not reliable. In Jin

et al. (2015) authors designed incentive mechanisms

depending on the reverse actuation model to maximize

social welfare while maintaining individual rationality and

computational efficiency. In the paper (Pouryazdan et al.

2017) Pouryazdan et al. analyzed data trustworthiness

based on three existing data quantifying approaches which

are statistical, recommendation-based, and anchor-based

approaches under collaborative reputation scores in a

crowd-sensing system Also, in Jin et al. (2017) Jin et al.

proposed a payment mechanism based on game theory that

measures the effort of all participants and the participant

who gives high effort will be highly paid. All the above-

discussed incentive mechanisms are offline. In the paper

(Gao et al. 2019) the authors proposed an online incentive

mechanism model by formulating an optimization problem

that maximizes the amount of high-quality data under a

restricted budget. Also, it introduces a bonus system by

measuring the task completion level of each participant that

motivates each participant to deliver their best, and also

this model solves the problem for online scenarios of

random movement of participants.

We can see from Table 1 that authors have suggested

various participant selection algorithms by taking into

account various things including energy efficiency, geo-

graphical coverage, budgetary constraints, and data quality,

among other things. The MCS system has a variety of

circumstances, and the same participant selection algo-

rithm could not work well in all of them. A single partic-

ipant may be allowed to upload data for each target in some

applications where data quality may be affected, for

instance, whereas MCS applications for quality assurance

may not accept a single data packet for each target. As a

result, numerous participants may be permitted to submit

data packets for each target in this scenario. Therefore, it is

necessary to build several algorithms to choose efficient

ones for various application circumstances.

3 System model and problem formulation

We consider a mobile crowdsensing environment, where

the service provider distributes some task or provides some

point of interest (PoI) (also known as target)such as hos-

pitals, restaurants, etc. to the participants(or )mobile users.

We assume that mobile users have sensor-enabled mobile

devices through which they can collect data for the corre-

sponding PoI and transmit it to the service provider. The

set of PoI is denoted by P ¼ p1; p2; p3; :::; pmf g, where m
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denotes the number of targets. The locations of P can be

denoted as P
!¼ p!1; p

!
2; p
!

3; :::; p
!

m

� �
. Each pi

! consist-

ing of 2D location information and denoted as

p!i ¼ xi; yif g.The corresponding set of task

T ¼ t1; t2; t3; :::; tmf g. MCS platform consisting of n par-

ticipants/mobile users M ¼ m1;m2; . . .;mnf g. The data

quality of user mi for the task j is denoted as d j
i . The

maximum budget for each task is denoted by the budget set

B ¼ b1; b2; b3; . . .; bnf g. Here bj denotes the maximum

budget that can be allocated for the task tj. The location of

each user can be defined as l~mj
. We consider an arbitrary

movement for each mobile user. If a mobile user is close to

the PoI, we consider that the PoI is fully covered by the

mobile user. Based on the coverage of the task, Si denotes a

set of tasks covered by user i. To upload the sensed data, a

mobile user can use the cellular network and for excep-

tional cases, if the area is not covered by the cellular net-

work, for short-range communication, a mobile user can

use Bluetooth or WiFi. The sensing range and communi-

cation range of the jth mobile user are denoted by rsj and rcj
respectively. A PoI pj is covered by the mobile user mj iff,

l~mj
� p!i

���
���� rsj . Whether a mobile user mj covers the PoI

pi is defined as

gmj
¼ 1 if l~mj

� p!i

���
���� rsj

0 otherwise

(

Due to network issues or other users may fail to complete

the task. The MCS platform includes a factor probability of

success (PoS) of the user for each task. PoS of user i to the

task is defined as Pj
i. Each task tj should be assigned to the

user i having PoS greater than Tj. The cost for completion

of the task j by the user i is defined as cji. In contrast to

minimizing the platform cost, our objective is to reduce the

platform cost while ensuring the data quality of each task

with satisfactory rewards received by the users. So our

problem can be formulated as,

Maximize : DQ ð1Þ

Subjectto : dj
0
� dj 8j 2 T ð2Þ

bj � cj þ rj 8j 2 T ð3Þ

The constraints in eq. (2) ensure that data quality must be

maintained within the allocated budgets for each task. Here

d0m denotes the final rewards of mth user.

4 Priliminary of CKHO algorithm

Krill Herd is an innovative meta-heuristic swarm intelli-

gence optimization algorithm that can be used to solve

various complex problems. The Algorithm performs based

on krill’s individuals. At the time of food, hunting krill

swarm are communicate with another member of the

swarm and this is the basis of the KHO algorithm. Three

movements are implemented for this KHO which repeats

multiple times. To set the position of the krill’s individual

three main activities are considered and they are as follows:

(1) The movement induced by the other krill (known as

induced movement).

(2) Foraging actions.

(3) Random diffusion.

KHO follows the lagrangian model given in the equation

dXi

dt
¼ Ni þ Fi þ Di ð4Þ

where Ni determines the motion produced by other krill

individuals, Fi specifies the foraging motion, and Di

Table 1 Existing works with

various MCS parameters
Authors Mobile crowdsensing parameters

Target coverage Energy efficiency Budget constraint Data quality

Yu et al. (2016) 7 7 4 7

Chen and Yang (2019) 4 7 7 7

Ko et al. (2019) 4 4 7 7

Wang et al. (2018b) 7 7 7 4

Song et al. (2020) 4 7 4 4

Wang et al. (2018c) 4 7 4 7

Wang et al. (2018a) 4 7 7 4

Zhang et al. (2016) 4 7 4 4

El Khatib Rawan et al. (2018) 4 7 4 7

Li et al. (2017) 4 7 4 4

Mondal et al. (2022) 4 4 7 7

Mondal et al. (2018) 4 4 7 7
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indicates the physical diffusion of the ith krill individuals.

The motion induced by the ith krill can be determined as

follows

Nnew
i ¼ Nmaxai þ xnN

old
i ð5Þ

where Nmax represents the maximal induced speed, xn

indicates the inertia weight of the induced motion, and Nold
i

is the last induced motion

Foraging motion can be formulated in terms of two

important factors such as current food location and previ-

ous experience with the food locations. The motion for the

ith krill individuals can be expressed as follows:

Fi ¼Vfbi þ xf F
old
i ð6Þ

bi ¼ bfoodi þ bbesti ð7Þ

Here Vf indicates the foraging speed and xf represents the

inertia of the foraging motion. The last foraging motion is

indicated by Fold
i whereas bfoodi represents the attraction of

the food. The parameter bbesti determines the best fitness

effect of the ith krill till now.

Random diffusion is a process consisting of two com-

ponents such as the highest diffusion speed and a random

directional vector. It can be determined by the following

equation:

Di ¼ Dmaxd ð8Þ

Where Dmax indicates the maximum diffusion speed and

the random directional vector is represented byd.
Along with these three motion actions, the position of

the ith krill individuals during the time interval t and t þ Dt
can be expressed by the following equation

Xiðt þ DtÞ ¼ XiðtÞ þ Dt
dXi

dt
ð9Þ

Here D can be calculated from the equation

Dt ¼ Ct

XNV

j¼1

ðUBj � LBjÞ ð10Þ

Where NV indicated the total number of variables. UBj and

LBj are the upper and the lower bound respectively for the

variable j. Ct is the constant number.

Chaos has the properties of randomness, regularity, and

ergodicity. The integration of basic KH and chaos phe-

nomenon, known as CKH can execute iterative searches at

a higher speed than the other standard ones. Fig. 2 explain

different steps of CKH. We know the main parameters of

the KH algorithm is inertia weights xf and xn. These two

values are important for determining the convergence

speed and changing the position of the krill in KH. To

improve this algorithm CKH algorithm introduces a

chaotic map random variable c0 for tuning the inertia

weights xf and xn which gives the better convergence

speed with the best solution.

5 Proposed methodology

In this section we propose an efficient user selection

mechanism for large-scale mobile users. After the selection

of efficient users, we propose a reward mechanism because

the user may fail to complete the assigned tasks.

Fig. 2 Flowchart of chaotic krill herd optimization
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5.1 Efficient user selection

We have discussed the NP-Hardness of the problem of

selecting efficient users among large-scale mobile users

with minimizing platform cost and maximizing data qual-

ity. To provide the sub-optimal solution we designed a

CKHO-based user selection mechanism by considering the

important parameters data quality of the mobile users, Cost

to complete the task, and Probability of Success (PoS) to

complete the task.

5.1.1 Data quality of mobile user

Mobile crowd sensing platform expects the maximum data

quality DQ with the limited budget B at every stage. The

Mobile Crowdsensing platform will select high-quality

sensing data among the participants. Therefore our opti-

mization goal can be formulated as:

Maximize F 1 ¼ DQ ¼
X

i2M
d j
i 8j 2 T dj

0
� dj

ð11Þ

To choose the high-quality sensing data, we can define the

data quality as a utility function given below:

DQ ¼
X

t2T
min dt

X

m2M
xm;t

 !

ð12Þ

Here xm;t ¼ 1, if the mobile crowdsensing platform suc-

cessfully picked up its desired data quality for the task t by

the participant m, and xm;t ¼ 0 otherwise.

5.1.2 Cost function

The mobile users belonging to the corresponding region

can only participate in that task. In this paper, the cost

function consists of three components viz. platform cost to

complete a task, reward received by the user to complete a

task, and penalty factor to selecting insufficient user. Based

on the factors mentioned, the cost function for assigning all

the tasks by the MCS system can be defined as follows:

MinimizeF 2 ¼ C ¼
X

j2T
cj þ

XT

i¼1

XM

j¼1

Ri;j � T i;j þ
XM

j¼1

Kj

ð13Þ

Here Ri;j represents the number of rewards received by the

ith participant for accomplishing the given jth task. T i;j is a

matrix containing binary values. If ith participant is eligible

(i.e. maintains the desired data quality) for jth, then T i;j is

set to 1, and otherwise T i;j = 0.

Kj is defined as a penalty for the chosen solution due to

the insufficient number of participants for the task j. Here cj

defines the platform cost for the task j. For each task j 2 T ,

Cj � bj, here Cj denotes the cost for the task j and bj is the

allocated budget by the MCS platform for the task j.

5.1.3 Probability of success (PoS)

To deal with faulty or incomplete transmission, we con-

sider the parameter PoS. Our objective is to select the user

having PoS greater than a given threshold value. It can be

defined as:

F 3 ¼
X

i2M
p j
i jj 2 Si ð14Þ

Here, Si denotes the set of tasks that can be allocated for

user i.

By consolidating the above factors we formulate

objective function as follows:

F ¼ a� F 1 þ b� 1=F 2 þ c� F 3 ð15Þ

Here a, b and c are weight factors. The weighted factors are
optimized by the CKHO algorithm.

5.2 Reward calculation for the selected users

After the selection of users by the above mechanism, we

calculate the reward for selected the user for the corre-

sponding assigned tasks based on the Algorithm 1. Here

the reward is calculated based on the data quality of the

selected user (defined in line 1). The factor ki is defined

based on the received data quality by the user i for the task

j (in line 2). Later, the reward is calculated in two ways,

based on the conditions of whether the user completed the

task or not (in line 3). Finally, the algorithm returns the

reward for the selected user i for the task j.
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5.3 Time complexity analysis

For the selection of efficient users we use the Krill Herd

Optimization (KHO) algorithm. For n individuals, the

algorithm requires computing the distance between each

pair of krill particles which requires Oðn2Þ time. Addi-

tionally, the algorithm requires a search for the best solu-

tion or the global optimum which takes O(n) time.

Therefore total complexity of the KHO algorithm is

Oðn2 þ nÞ = Oðn2Þ.
The time complexity of Algorithm 1 is O(1) as an

assignment (here data quality assigned to variable dr) takes

O(1) or constant time. If there are U selected users there-

fore complexity for U selected is Oð1 � UÞ ¼ OðUÞ.

6 Performance evaluation

In this section, we present the simulation result and eval-

uate the performance of the proposed reward mechanism.

We compare our proposed methods with state-of-the-art

QAIM (Jiang et al. 2017).

6.1 Simulation environment

For this simulation we use a T-drive trajectory data sample

of Shanghai, Chaina (Zheng 2011). The data set contains

approx 10K taxi trajectories. Each entry of the dataset

record contains Taxi-ID, Time-stamp, pickup point, and

dropping points of the passengers. To define the probability

of success (PoS), we calculate the probability that a taxi

pickup and drops a passenger. To generate the mobility

pattern of the taxi Markov Chain is used. The initial

location of the taxi is generated randomly and the task set

is generated randomly with uniform distribution. We con-

sider a 5000m� 5000m region of interest (RoI) where

mobile users (here taxi with a mobile device) and tasks are

distributed randomly throughout the RoI. For simplicity,

we consider homogeneous mobile devices with a sensing

range 45 m/second. The communication range for a mobile

device is set to 70 m. Two mobile users are considered to

be connected if they belong to the communication range of

each other. However, the sensed data can be transmitted to

the service provider or BS in a single or multi-hop manner.

Simulation parameters and their default values used in this

paper are given in Table 2.

6.2 Result analysis

To evaluate the performance of the proposed reward

mechanism, the following metrics are used:

Table 2 Simulation parameters

Parameter Values

Number of mobile users 100–300

Number of tasks 100–200

Minimum data quality for each task 0.6

Minimum PoS requirement for each task 0.75

Average cost 20

Fig. 3 Number of task vs number of mobile users (total available

mobile users 200, total Task 200)
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– Impact of budget on data quality

– Impact of budget on number of mobile users

– Impact of data quality on number of mobile users

– Effect of number of mobile users on the number of

tasks

The primary concern that we need to investigate is the

impact of the number of mobile users on the number of

tasks distributed/provided by the service provider. It is

observed from Fig. 3 that, as the number of tasks increases,

the number of mobile users increases. It’s very true that to

complete more tasks, a more mobile device is required,

however, the ratio of tasks to mobile users is comparatively

less in the proposed method compared to QAIM.

Another important concern is the number of available

mobile users. From Figs. 3 and 4, we can see that for the

same number of task, a less number of mobile users are

required when the availability of mobile users are more. It

is obvious because if the availability of mobile users is

more, a mobile user can be selected for more than one task.

Similarly, the availability of mobile users has a great

impact on the data quality of the system. It can be observed

from the Figs. 5 and 6 that, for both the methods, when the

number of mobile users increases, data quality also

increases. It happens because the data quality depends on

the distance of the mobile users from the location of tar-

gets. So if we increase the availability of mobile users, the

data quality is increased. However, our proposed methods

give better data quality with the same number of mobile

users.

If we concentrate on the impact of data quality budget,

We can observe from Fig. 7 that with the increase in

Fig. 4 Number of task vs number of mobile users (total available

mobile users 300, total task 200)

Fig. 5 Number of mobile users vs data quality when total number of

targets 200

Fig. 6 Number of mobile users vs data quality when total number of

targets 200

Fig. 7 Total number of participants 300, number of task 200
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budget, data quality also increased for both methods.

However, our proposed methods provide better data quality

compared to the existing one on the same budget.

7 Conclusion and future scope

This paper investigates the data quality issue in the mobile

crowdsensing network with a constrained budget. We

studied how to choose efficient mobile users among the

available mobile users so that data quality can be maxi-

mized. For the selection of an efficient user, we have

considered a realistic scenario where a user may fail to

finish the assigned tasks. By increasing the data quality,

service costs may be creased, thus, to optimize the platform

cost with data quality CKHO optimization technique is

used. The simulation results are validated by our proposed

methods and observed from the simulation results that, our

proposed methods outperform the state-of-the-art.

Future research will focus on ways to make better use of

the temporal-geographic characteristics of mobile users as

well as POIs to increase the coverage of mobile crowd-

sensing networks.

Data availability The website for downloading the dataset https://

www.kaggle.com/datasets/arashnic/tdriver.
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