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Abstract

Background Artificial intelligence (AI) performed vari-

ously among test sets with different diversity due to sample

selection bias, which can be stumbling block for AI

applications. We previously tested AI named ENDOAN-

GEL, diagnosing early gastric cancer (EGC) on single-

center videos in man–machine competition. We aimed to

re-test ENDOANGEL on multi-center videos to explore

challenges applying AI in multiple centers, then upgrade

ENDOANGEL and explore solutions to the challenge.

Methods ENDOANGEL was re-tested on multi-center

videos retrospectively collected from 12 institutions and

compared with performance in previously reported single-

center videos. We then upgraded ENDOANGEL to

ENDOANGEL-2022 with more training samples and novel

algorithms and conducted competition between

ENDOANGEL-2022 and endoscopists. ENDOANGEL-
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2022 was then tested on single-center videos and compared

with performance in multi-center videos; the two AI sys-

tems were also compared with each other and endoscopists.

Results Forty-six EGCs and 54 non-cancers were included

in multi-center video cohort. On diagnosing EGCs, com-

pared with single-center videos, ENDOANGEL showed

stable sensitivity (97.83% vs. 100.00%) while sharply

decreased specificity (61.11% vs. 82.54%); ENDOAN-

GEL-2022 showed similar tendency while achieving sig-

nificantly higher specificity (79.63%, p\ 0.01) making

fewer mistakes on typical lesions than ENDOANGEL. On

detecting gastric neoplasms, both AI showed stable sensi-

tivity while sharply decreased specificity. Nevertheless,

both AI outperformed endoscopists in the two

competitions.

Conclusions Great increase of false positives is a promi-

nent challenge for applying EGC diagnostic AI in multiple

centers due to high heterogeneity of negative cases. Opti-

mizing AI by adding samples and using novel algorithms is

promising to overcome this challenge.

Keywords Artificial intelligence � Early gastric cancer �
Case diversity

Acronyms and abbreviations

AI Artificial intelligence

GC Gastric cancer

EGC Early gastric cancer

LNM Lymph node metastasis

SM Submucosal

CNN Conventional neural network

WLE White light endoscopy

M-NBI Magnifying narrow-band imaging

PPV Positive predictive value

NPV Negative predictive value

Introduction

Gastric cancer (GC) is the third leading cause of cancer-

related mortality globally [1]. Most GCs are diagnosed at

an advanced stage and have a much poorer prognosis than

early gastric cancer (EGC) [2]. Early detection and curative

treatment are key strategies for reducing GC-related mor-

tality [3].

Artificial intelligence (AI) systems have achieved

impressive ability in medical image analysis [4, 5]. How-

ever, the reported diagnostic performance of AI varied,

which was partially caused by the heterogeneity and

diversity among test sets due to sample selection bias

[6, 7]. This leads to confusion in evaluating AI’s perfor-

mance and can be a stumbling block for the AI application

in clinical practice. Besides, most previous studies tested

AI systems or compared the performance of AI with

endoscopists on still images [8, 9]; however, processing

real-time data are crucial for AI, especially for endoscopic

diagnosis, which enables real-time man–machine interac-

tions [10, 11]. Therefore, exploring the difference between

AI performance in different case diversity and going close

to clinical application scenarios is essential.

In 2020, we conducted a man–machine competition

between an AI system named ENDOANGEL and 46

endoscopists from 44 hospitals in China on detecting gas-

tric neoplasms under white-light endoscopy (WLE) and

diagnosing EGCs under magnifying endoscopy with nar-

row-band imaging (M-NBI) [12]. The test set of this

competition was a single-center video cohort containing

100 videos consecutively collected from one institution.

The source of these videos was relatively simple and may

lack diversity. It is unknown how the ENDOANGEL will

perform in a test set with greater diversity, whether there is

a challenge, and what it is when adopting AI from a single

center to multiple centers.

Therefore, in this study, we collected videos from 12

institutions with greater diversity and re-tested the

ENDOANGEL in this multi-center video cohort. Then, we

upgraded the ENDOANGEL to ENDOANGEL-2022 by

enlarging training sets and adding novel training algo-

rithms and held a second session of man–machine com-

petition comparing the ENDOANGEL-2022 and

endoscopists. Moreover, the ENDOANGEL was re-tested

in a single-center video cohort and compared with the

performance of ENDOANGEL to explore whether the

influence of case diversity differs between the two AI

systems. Both AI systems were compared with two groups

of endoscopists in the two competitions. This is the first

study exploring the difference between AI performance in

different case diversity and the solutions of better adapting

AI in real clinics.
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Methods

Multi-center video collection and data pre-

processing

In this study, a multi-center video cohort was retrospec-

tively collected from 12 institutions in 8 provinces in

China. Raw videos of pathological confirmed cancerous

and noncancerous lesions observed both by WLE and

M-NBI were enrolled. The detailed inclusion and exclusion

criteria of videos and lesions were consistent with the

previous study in 2020 and were listed in the Supplemen-

tary [12]. The pathological diagnosis and endoscopic

videos were reviewed by three experienced gastroenterol-

ogy pathologists with over ten years of experience in

pathological diagnosis based on the WHO classification

[13].

A research assistant reviewed all the videos and edited

the raw videos into paired WLE and M-NBI video clips,

which contain the best observation views of the lesions. All

enrolled videos were stored in strict confidentiality by the

research assistant until the formal competition. The single-

center video cohort from the previous competition in 2020

was also set as a test set in this study.

Study design

This diagnostic study comprises three steps: (1) collect a

cohort of multi-center videos, re-test the ENDOANGEL on

multi-center videos; (2) upgrade the ENDOANGEL as

ENDOANGEL-2022, conduct a man–machine competition

between ENDOANGEL-2022 and endoscopists; and (3) re-

test the ENDOANGEL-2022 in the previously collected

single-center video cohort.

First, the ENDOANGEL was re-tested on the multi-

center video cohort, and the test results were compared

with that in the single-center video test, which was known

from the previous study. An independent research assistant

recorded the ENDOANGEL’s answers in real time. Then,

we upgraded the ENDOANGEL and renamed it

ENDOANGEL-2022.

Second, we conducted a man–machine competition

offline in Wuhan, China, on July 29, 2022. A group of

endoscopists was invited and enrolled to participate in this

competition and compared with ENDOANGEL-2022 on

detecting gastric neoplasms and diagnosing EGCs using a

multi-center video cohort. Here, the term ‘‘detecting’’ is

also used interchangeably with ‘‘diagnosing’’. We employ

this terminology to differentiate the diagnosis of gastric

neoplasms from the diagnosis of cancer using M-NBI. All

endoscopists reviewed videos using the same type of lap-

tops and electronic answer sheets. The endoscopists and

ENDOANGEL-2022 were required to answer whether the

lesion was neoplasm or EGC when observing WLE and

M-NBI video clips in real time.

Third, the ENDOANGEL-2022 was re-tested on the

single-center video cohort from the first competition; its

results were compared with that in the multi-center video

cohort. Both the ENDOANGEL and ENDOANGEL-2022

were compared with endoscopists in the two competitions.

In this study, we defined an index named the error rate

of each lesion/video, calculated as the number of endo-

scopists who misdiagnosed/the number of all endoscopists.

The error rate of each lesion/video in each video cohort

was calculated to assess the difficulty of the lesion. Fur-

thermore, we set an error rate of 50% as the threshold for

classifying the case in the video as typical (error rate\
50%) or difficult (error rate C 50%). The overall study

design is shown in Fig. 1.

Participating endoscopists

The competition notice was posted to attract endoscopists

nationwide to register for participation. We subsequently

screened endoscopists who met the inclusion criteria sim-

ilar to the previous competition described in the Supple-

mentary. In addition, endoscopists from the hospitals that

provided the videos were not allowed to participate to

ensure the equity of the competition. The experience level

of endoscopists was defined as junior, senior, and expert,

with the experience of M-NBI\ 1 year, 1–3 years,[
3 years. All enrolled endoscopists signed informed con-

sent and completed a questionnaire for basic information

collection.

Construction of ENDOANGEL-2022

The ENDOANGEL-2022 was upgraded from ENDOAN-

GEL using 114,372 images, Mean-Teacher-based semi-

supervised algorithms, and a novel image pre-processing

and training method [14, 15]. The two AI systems shared

the same functional modules of detecting gastric neoplasms

under WLE (Convolutional neural network 1, CNN 1) and

diagnosing EGC under M-NBI (CNN 2). The CNN model

construction and test results were presented in the

Supplementary.

Outcomes

The primary outcomes were the sensitivity of the

ENDOANGEL in detecting neoplasms under WLE and

diagnosing EGC under M-NBI videos. The secondary

outcomes included the specificity, accuracy, positive pre-

dictive value (PPV), and negative predictive value (NPV)

of ENDOANGEL for detecting neoplasms in WLE and

980 J Gastroenterol (2023) 58:978–989
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diagnosing EGC in M-NBI; sensitivity, specificity, accu-

racy, PPV, and NPV of ENDOANGEL-2022 for detecting

neoplasms in WLE and diagnosing EGC in M-NBI.

Ethics

This study was approved by the Ethics Committee of all the

12 institutions and was registered with trial number

ChiCTR2200062192 in the WHO registry Network’s Pri-

mary Registries. The institutional review boards exempted

the informed consent for the retrospectively collected data.

Sample size

The sample size of test videos was calculated using the

confidence intervals for one proportion method. Based on

the previous study, we estimated that the sensitivity of

detecting gastric neoplasm under WLE and diagnosing

EGC under M-NBI was 85% for ENDOANGEL on a

multi-center video cohort. With a type I error rate of 0.05

and a confidence interval width of 0.15, 99 videos were

needed.

Statistical analysis

Performance metrics were compared between ENDOAN-

GEL-2022, ENDOANGEL, and endoscopists in the two

competitions using the Chi-square test, the McNemar test,

and the Mann–Whitney U test. Performance metrics

between different levels of endoscopists were compared

using the Mann–Whitney U test. The inter-rater agreement

among endoscopists was measured using Fleiss’s Kappa.

All p values are two sided with\ 0.05 as significant.

Role of the funding source

The funder had no role in this study.

Results

The performance of ENDOANGEL in multi-center

and single-center videos

Comparing the performance in single-center and multi-

center videos, the ENDOANGEL showed stable sensitivity

(87.81% vs. 91.07%, p = 0.854) on detecting gastric neo-

plasms under WLE, while the specificity decreased sharply

(93.22% vs. 75.00%, p\ 0.05). As for diagnosing EGCs

under M-NBI, the ENDOANGEL also showed stable sen-

sitivity (97.87% vs. 100.00%) and a sharply decreased

specificity (61.11% vs. 82.54%, p\ 0.05).

Characteristics of the patients, lesions,

and endoscopists in this competition

In the present competition, 94 raw videos of 94 patients

containing 100 lesions were retrospectively collected from

12 large referral centers in 8 provinces in China, including

46 EGCs and 54 non-cancers, 56 neoplasms, and 44 non-

Fig. 1 Diagram of the study. In

2020, we held a man–machine

competition using a single-

center video cohort; the

ENDOANGEL was tested and

compared with 46 endoscopists.

In 2022, we collected a multi-

center video cohort and re-

tested ENDOANGEL, then

upgraded the ENDOANGEL to

ENDOANGEL-2022. We then

held another man–machine

competition, comparing

ENDOANGEL-2022 with 30

endoscopists. The

ENDOANGEL-2022 was re-

tested on single-center videos.

Both AI were compared with

the other cohort of endoscopists

J Gastroenterol (2023) 58:978–989 981
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neoplasms. (Figure S1) The raw videos were edited into

paired WLE and M-NBI video clips of 12.34 s [in-

terquartile range (IQR), 10.20–14.35] and 59.67 s (IQR,

53.93–65.33). The characteristics of the patients and

lesions are shown in Table S1. Forty-two endoscopists

from 40 hospitals in 10 provinces in China registered for

the competition. Twelve endoscopists declined to partici-

pate due to a time conflict. Ultimately, 30 endoscopists

from 30 hospitals in 10 provinces in China came to Wuhan,

China, and participated in the competition. (Figure S2) The

baseline characteristics of endoscopists are presented in

Table S2 and Table S3.

The characteristics of enrolled patients, lesions, and

endoscopists in the previous competition were shown in the

previous work [12].

Performance comparison of two AI systems

and endoscopists

Detecting gastric neoplasms under WLE

When adapted from single center to multiple centers, the

ENDOANGEL-2022 showed a similar tendency to the

ENDOANGEL. The sensitivity of ENDOANGEL-2022 in

the two video cohorts was stable (90.24% vs. 94.64,

p = 0.667), while the specificity decreased (94.92% vs.

79.55%, p\ 0.05) significantly. The decline in the speci-

ficity of ENDOANGEL-2022 was smaller.

On multi-center videos, the sensitivity (94.64%) and

accuracy (88.00%) of ENDOANGEL-2022 were slightly

higher than that of ENDOANGEL. And its accuracy

(88.00% vs. 69.45%, p\ 0.001), specificity (79.55% vs.

45.69%, p\ 0.001), PPV (85.48% vs. 68.58%, p\ 0.001),

and NPV (92.11% vs. 80.50%, p\ 0.001) were signifi-

cantly higher than that of all endoscopists.

On single-center videos, the ENDOANGEL-2022

showed mildly higher accuracy, sensitivity, specificity,

PPV, and NPV than ENDOANGEL. Moreover,

ENDOANGEL-2022 outperformed endoscopists signifi-

cantly in accuracy, sensitivity, specificity, PPV, and NPV.

(Tables 1 and 2).

Diagnosing EGCs under M-NBI

When adapted from single center to multiple centers, the

ENDOANGEL-2022 showed a similar tendency to the

ENDOANGEL. The sensitivity of ENDOANGEL-2022 in

the two video cohorts was stable (94.59% vs. 97.83%,

p = 0.848), while the specificity decreased (90.48% vs.

79.63%, p = 0.097) but not significantly. The decline in the

specificity of ENDOANGEL-2022 was smaller.

On multi-center videos, the accuracy (88.00% vs.

78.00%, p = 0.013) and specificity (79.63% vs. 61.11%,

p = 0.006) of ENDOANGEL-2022 were significantly

higher than that of ENDOANGEL. And its accuracy

(88.00% vs. 74.53%, p\ 0.001), sensitivity (97.83% vs.

88.70%, p\ 0.001), specificity (79.63% vs. 62.47%,

p\ 0.001), PPV (80.36% vs. 68.79%, p\ 0.001), and

NPV (97.73% vs. 89.18%, p\ 0.001) were significantly

higher than that of all endoscopists.

On single-center videos, the ENDOANGEL-2022

showed mildly higher accuracy, specificity, and PPV than

ENDOANGEL. And ENDOANGEL-2022 outperformed

endoscopists significantly in accuracy, sensitivity, speci-

ficity, PPV, and NPV. (Tables 1 & 2).

Performance comparison of two cohorts

of endoscopists

The two cohorts of endoscopists who participated in the

single-center video test (n = 46) and the multi-center video

test (n = 30) showed no significant difference in either

characteristics or endoscopic experiences. (Table S3).

Cohort A showed higher inter-rater agreement than

cohort B in detecting gastric neoplasms under WLE

(Fleiss’ kappa, 0.493 vs. 0.306). A similar finding was

found in diagnosing EGC under M-NBI (Fleiss’ kappa,

0.615 vs. 0.415). The sensitivity of cohort A for detecting

gastric neoplasms under WLE was lower than cohort B

[83.51% (95%CI, 81.23–85.79%) vs. 88.23% (95%CI,

83.60–92.86%), p = 0.010]. And the sensitivity of the two

cohorts for diagnosing EGCs under M-NBI was compara-

ble (87.13% vs. 88.70%, p = 0.335). Nevertheless, the

specificity of the two cohorts for detecting gastric neo-

plasms and diagnosing EGCs showed much significant

difference [72.33% vs. 45.69%, p\ 0.001; 84.82% vs.

62.47%, p\ 0.001]. (Fig. 2).

Error analysis of AI systems and endoscopists

on single-center and multi-center videos

Detecting gastric neoplasms under WLE

As shown in Figs. 3 and 4, on multi-center and single-

center videos, the two AI systems both missed LGD, which

showed subtle changes in the mucosa, with a relatively

high error rate of endoscopists. As for the false positives on

non-neoplasms, the ENDOANGEL-2022 made fewer

mistakes on typical lesions (error rate\ 50%) than

ENDOANGEL (one and three) in single-center videos.

There were difficult lesions (error rate C 50%) in

both single-center and multi-center videos. AI systems

made reasonable mistakes on lesions with more compli-

cated changes, such as fold convergence or rough-surfaced

mucosa, which were also difficult for endoscopists, as

indicated by the error rate.

982 J Gastroenterol (2023) 58:978–989

123



T
a
b
le

1
D

ia
g

n
o

st
ic

p
er

fo
rm

an
ce

o
f

tw
o

A
I

sy
st

em
s

an
d

en
d

o
sc

o
p

is
ts

in
m

u
lt

i-
ce

n
te

r
v

id
eo

s

In
d

ex
E

N
D

O
A

N
G

E
L

-2
0

2
2

%

(n
/t

o
ta

l)

E
N

D
O

A
N

G
E

L
%

(n
/t

o
ta

l)

A
ll

en
d

o
sc

o
p

is
ts

(n
=

3
0

)
%

(9
5

%
C

I)

E
x

p
er

ts
(n

=
9

)
%

(9
5

%
C

I)

S
en

io
rs

(n
=

1
2

)
%

(9
5

%
C

I)

Ju
n

io
rs

(n
=

9
)

%

(9
5

%
C

I)

D
ia

g
n

o
si

n
g

n
eo

p
la

sm
in

W
L

E

S
en

si
ti

v
it

y
9

4
.6

4
(5

3
/5

6
)

9
1

.0
7

(5
1

/5
6

)
8

8
.2

3
(8

3
.6

0
–

9
2

.8
6

)
9

0
.4

8
(8

4
.4

5
–

9
6

.5
0

)
8

6
.0

2
(7

5
.2

3
–

9
6

.8
1

)
8

8
.6

9
(8

0
.2

0
–

9
7

.1
8

)

S
p

ec
ifi

ci
ty

7
9

.5
5

(3
5

/4
4

)
7

5
.0

0
(3

3
/4

4
)

4
5

.6
9

(3
8

.5
7

–
5

2
.8

0
)*

*
*
^
^
^

4
5

.9
6

(3
6

.1
2

–
5

5
.7

9
)*

*
*
^
^
^

5
0

.2
0

(3
3

.7
2

–
6

6
.6

8
)*

*
^
^

3
9

.9
0

(2
7

.8
9

–
5

1
.9

1
)*

*
*
^
^
^

A
cc

u
ra

cy
8

8
.0

0
(8

8
/1

0
0

)
8

4
.0

0
(8

4
/1

0
0

)
6

9
.4

5
(6

7
.5

2
–

7
1

.3
8

)*
*
*
^
^
^

7
0

.8
9

(6
6

.4
0

–
7

5
.3

8
)*

*
*
^
^
^

7
0

.0
9

(6
6

.8
8

–
7

3
.3

1
)*

*
*
^
^
^

6
7

.2
2

(6
3

.8
8

–
7

0
.5

7
)*

*
*
^
^
^

P
P

V
8

5
.4

8
(5

3
/6

2
)

8
2

.2
6

(5
1

/6
2

)
6

8
.5

8
(6

5
.9

0
–

7
1

.2
6

)*
*
*
^
^
^

6
8

.3
6

(6
4

.5
8

–
7

2
.1

5
)*

*
*
^
^
^

7
1

.1
4

(6
4

.6
7

–
7

7
.6

0
)*

*
^
^
^

6
5

.6
7

(6
2

.6
8

–
6

8
.6

7
)*

*
*
^
^
^

N
P

V
9

2
.1

1
(3

5
/3

8
)

8
6

.8
4

(3
3

/3
8

)
8

0
.5

0
(7

5
.2

7
–

8
5

.7
3

)*
*

8
1

.1
3

(7
0

.1
4

–
9

2
.1

3
)

8
0

.9
3

(7
1

.4
6

–
9

0
.4

0
)

7
9

.3
4

(6
8

.2
6

–
9

0
.4

2
)

D
ia

g
n

o
si

n
g

E
G

C
in

M
-N

B
I

S
en

si
ti

v
it

y
9

7
.8

3
(4

5
/4

6
)

9
7

.8
3

(4
5

/4
6

)
8

8
.7

0
(8

3
.9

3
–

9
3

.4
6

)*
*
*
^
^
^

9
3

.0
0

(8
7

.8
6

–
9

8
.1

3
)

8
5

.6
9

(7
5

.5
8

–
9

5
.8

0
)*

^
8

8
.4

1
(7

8
.5

9
–

9
8

.2
2

)

S
p

ec
ifi

ci
ty

7
9

.6
3

(4
3

/5
4

)
6

1
.1

1
(3

3
/5

4
)*

*
6

2
.4

7
(5

5
.4

2
–

6
9

.5
2

)*
*
*

6
3

.9
9

(5
1

.6
0

–
7

6
.3

8
)

6
1

.2
7

(4
7

.3
0

–
7

5
.2

3
)*

*
6

2
.5

5
(4

7
.9

0
–

7
7

.2
0

)*
*

A
cc

u
ra

cy
8

8
.0

0
(8

8
/1

0
0

)
7

8
.0

0
(7

8
/1

0
0

)*
7

4
.5

3
(7

1
.5

9
–

7
7

.4
7

)*
*
*

7
7

.3
3

(7
1

.8
6

–
8

2
.8

1
)*

*
*

7
2

.5
0

(6
7

.1
4

–
7

7
.8

6
)*

*
*

7
4

.4
4

(6
8

.4
3

–
8

0
.4

6
)*

*
*

P
P

V
8

0
.3

6
(4

5
/5

6
)

6
8

.1
8

(4
5

/6
6

)
6

8
.7

9
(6

5
.2

8
–

7
2

.2
9

)*
*
*

7
0

.0
8

(6
3

.1
9

–
7

6
.9

7
)

6
8

.1
2

(6
1

.1
8

–
7

5
.0

6
)*

*
6

8
.3

8
(6

1
.8

3
–

7
4

.9
4

)*
*
*

N
P

V
9

7
.7

3
(4

3
/4

4
)

9
7

.0
6

(3
3

/3
4

)
8

9
.1

8
(8

5
.8

5
–

9
2

.5
2

)*
*
*
^
^
^

9
2

.4
8

(8
7

.8
7

–
9

7
.1

0
)*

*
8

6
.8

2
(8

0
.4

4
–

9
3

.1
9

)*
*
^

8
9

.0
4

(8
1

.5
7

–
9

6
.5

2
)

P
P
V

P
o

si
ti

v
e

p
re

d
ic

ti
v

e
v

al
u

e;
N
P
V

n
eg

at
iv

e
p

re
d

ic
ti

v
e

v
al

u
e

*
C

o
m

p
ar

in
g

w
it

h
E

N
D

O
A

N
G

E
L

-2
0

2
2

,
*
,

p
\

0
.0

5
;

*
*
,

p
\

0
.0

1
;

*
*
*
,

p
\

0
.0

0
1

^C
o

m
p

ar
in

g
w

it
h

E
N

D
O

A
N

G
E

L
,^

,
p
\

0
.0

5
;

^
^
,

p
\

0
.0

1
;^

^
^
,

p
\

0
.0

0
1

J Gastroenterol (2023) 58:978–989 983

123



T
a
b
le

2
D

ia
g

n
o

st
ic

p
er

fo
rm

an
ce

o
f

tw
o

A
I

sy
st

em
s

an
d

en
d

o
sc

o
p

is
ts

in
si

n
g

le
-c

en
te

r
v

id
eo

s

In
d

ex
E

N
D

O
A

N
G

E
L

-2
0

2
2

%

(n
/t

o
ta

l)

E
N

D
O

A
N

G
E

L
%

(n
/t

o
ta

l)

A
ll

en
d

o
sc

o
p

is
ts

(n
=

4
6

)
%

(9
5

%
C

I)

E
x

p
er

ts
(n

=
8

)
%

(9
5

%
C

I)

S
en

io
rs

(n
=

1
9

)
%

(9
5

%
C

I)

Ju
n

io
rs

(n
=

1
9

)
%

(9
5

%
C

I)

D
ia

g
n

o
si

n
g

n
eo

p
la

sm
in

W
L

E

S
en

si
ti

v
it

y
9

0
.2

4
(3

7
/4

1
)

8
7

.8
1

(3
6

/4
1

)
8

3
.5

1
(8

1
.2

3
,

8
5

.7
9

)*
*
*

8
1

.4
0

(7
4

.3
4

,
8

8
.4

6
)

8
3

.8
3

(8
0

.2
.9

,
8

7
.3

6
)*

*
8

4
.0

8
(8

0
.2

6
,

8
7

.9
1

)*

S
p

ec
ifi

ci
ty

9
4

.9
2

(5
6

/5
9

)
9

3
.2

2
(5

5
/5

9
)

7
2

.3
3

(6
7

.3
4

,
7

7
.3

1
)*

*
*
^
^

7
5

.2
1

(6
0

.7
2

,
8

9
.7

0
)*

*
*
^
^

7
7

.3
4

(6
9

.3
5

,
8

5
.3

3
)*

*
*
^

6
6

.1
0

(5
8

.6
1

,
7

3
.5

9
)*

*
*
^
^

A
cc

u
ra

cy
9

3
.0

0
(9

3
/1

0
0

)
9

1
.0

0
(9

1
/9

0
)

7
6

.9
1

(7
4

.5
5

,
7

9
.2

7
)*

*
*
^
^

7
7

.7
5

(7
1

.4
7

,
8

4
.0

3
)*

*
*
^

8
0

.0
0

(7
6

.1
1

,
8

3
.8

9
)*

*
*
^

7
3

.4
7

(7
0

.1
4

,
7

6
.8

1
)*

*
*
^
^

P
P

V
9

2
.5

0
(3

7
/4

0
)

9
0

.0
0

(3
6

/4
0

)
7

0
.5

6
(6

6
.8

1
,

7
4

.3
0

)*
*
*
^

7
2

.6
5

(6
0

.8
5

,
8

4
.4

5
)*

*
*
^

7
4

.8
0

(6
8

.8
9

,
8

0
.7

0
)*

*
*
^

6
5

.4
3

(6
0

.1
2

,
7

0
.7

4
)*

*
*
^
^

N
P

V
9

3
.3

3
(5

6
/6

0
)

9
1

.6
7

(5
5

/6
0

)
8

6
.7

6
(8

5
.5

5
,

8
7

.9
8

)*
*
*

8
6

.0
9

(8
2

.3
6

,
8

9
.8

3
)*

*
*

8
7

.5
8

(8
5

.6
8

,
8

9
.4

8
)*

*
*

8
6

.2
3

(8
4

.2
2

,
8

8
.2

4
)*

*
*

D
ia

g
n

o
si

n
g

E
G

C
in

M
-N

B
I

S
en

si
ti

v
it

y
9

4
.5

9
(3

5
/3

7
)

1
0

0
.0

0
(3

7
/3

7
)

8
7

.1
3

(8
3

.7
5

,
9

0
.5

1
)*

*
8

3
.7

8
(7

0
.3

9
,

9
7

.1
8

)^
8

9
.3

3
(8

4
.6

7
,

9
4

.0
0

)*
8

6
.3

4
(8

1
.0

7
,

9
1

.6
2

)

S
p

ec
ifi

ci
ty

9
0

.4
8

(5
7

/6
3

)
8

2
.5

4
(5

2
/6

3
)

8
4

.8
2

(8
1

.0
8

,
8

8
.5

5
)*

*
9

1
.4

7
(8

6
.6

1
,

9
6

.3
3

)
8

7
.1

3
(8

1
.0

6
,

9
3

.2
1

)
7

9
.7

0
(7

3
.4

1
,

8
5

.9
9

)

A
cc

u
ra

cy
9

2
.0

0
(9

2
/1

0
0

)
8

9
.0

0
(8

9
/1

0
0

)
8

5
.6

7
(8

3
.6

9
,

8
7

.6
6

)*
*
*

8
8

.6
3

(8
5

.3
4

,
9

1
.9

1
)*

*
8

7
.9

5
(8

4
.6

7
,

9
1

.2
3

)*
*

8
2

.1
6

(7
9

.2
2

,
8

5
.1

0
)*

*

P
P

V
8

5
.3

7
(3

5
/4

1
)

7
7

.0
8

(3
7

/4
8

)
7

9
.8

9
(7

6
.3

0
,

8
3

.4
9

)*
8

6
.7

8
(8

0
.3

8
,

9
3

.1
7

)
8

2
.9

4
(7

7
.1

4
,

8
8

.7
4

)
7

3
.9

5
(6

8
.4

4
,

7
9

.4
5

)

N
P

V
9

6
.6

1
(5

7
/5

9
)

1
0

0
.0

0
(5

2
/5

2
)

9
2

.5
9

(9
0

.9
1

,
9

4
.2

6
)*

*
*

9
1

.4
0

(8
5

.6
7

,
9

7
.1

3
)

9
3

.9
1

(9
1

.4
9

,
9

6
.3

2
)*

9
1

.7
7

(8
9

.0
1

,
9

4
.5

4
)*

P
P
V

P
o

si
ti

v
e

p
re

d
ic

ti
v

e
v

al
u

e;
N
P
V

n
eg

at
iv

e
p

re
d

ic
ti

v
e

v
al

u
e

*
C

o
m

p
ar

in
g

w
it

h
E

N
D

O
A

N
G

E
L

-2
0

2
2

,
*
,

p
\

0
.0

5
;

*
*
,

p
\

0
.0

1
;

*
*
*
,

p
\

0
.0

0
1

^C
o

m
p

ar
in

g
w

it
h

E
N

D
O

A
N

G
E

L
,

^
,

p
\

0
.0

5
;

^
^
,

p
\

0
.0

1
;

^
^
^
,

p
\

0
.0

0
1

984 J Gastroenterol (2023) 58:978–989

123



Diagnosing EGC under M-NBI

As shown in Figs. 3 and 4, on multi-center and single-

center videos, the two AI systems missed 4 EGCs. As for

the non-cancers, the ENDOANGEL-2022 made fewer

mistakes on typical lesions than that of ENDOANGEL in

both single-center (two and six) and multi-center videos

(three and eleven; p\ 0.05, using McNemar Test). Both

AI systems made reasonable mistakes on difficult lesions

with irregular micro-vessels or micro-structures due to

inflammation irritation, and lesions with more complicated

changes such as irregular micro-vessels together with blood

pigment or white coat, which were also difficult for

endoscopists as indicated by the error rate.

Performance of AI and endoscopists stratified

by H. pylori status

In multi-center videos, 67 patients had H. pylori infection

test, 58.2% (39/67) were H. pylori negative and 41.8% (28/

67) were H. pylori positive. On detecting neoplasms under

WLE and diagnosing EGC under M-NBI videos, the

endoscopists showed higher specificity (48.02% vs.

30.34%, p\ 0.01; 66.33% vs. 43.94%, p\ 0.01) and

comparable sensitivity (86.48% vs. 90.22%, p = 0.106;

86.67% vs. 90.39%, p = 0.056) in H. pylori-negative cases

compared with H. pylori-positive cases. No significant

differences were observed in the performance of either

ENDOANGEL-2022 or ENDOANGEL in patients with or

without H. pylori infection. The diagnosis results are pre-

sented in Table S4.

Discussion

In this study, we re-tested an AI system named

ENDOANGEL in a multi-center video cohort with greater

case diversity and found that the specificity decreased

sharply. We upgraded the AI, renamed it ENDOANGEL-

2022, and conducted a second national man–machine

competition. The ENDOANGEL-2022 was re-tested on the

single-center video cohort and showed a similar perfor-

mance tendency to the ENDOANGEL. Both AIs and

endoscopists’ performance fluctuated in test sets with dif-

ferent diversity. However, the ENDOANGEL-2022

showed better specificity and could be better adapted in

multi-center videos.

AI-based image classification systems have been proven

to have the potential to assist humans in lesion diagnosis

[16, 17]. However, the heterogeneity and diversity among

test sets may greatly affect the AI’s performance, thus

impairing its application in real clinic [18]. A test set

sufficiently to cover real-world heterogeneity and diversity

is crucial [19, 20]. As is well acknowledged, test samples

derived from a single center may lack diversity and intro-

duce selection bias; it is essential to fully test an AI system

on a multi-center test cohort [21]. Moreover, it should be

noted whether the test samples contain a large number of

typical cases, which may cause overestimating of the AI’s

performance. For instance, Luo et al. developed an AI

system diagnosing GC with a sensitivity of 94.0% and

specificity of 96.1% [22]; however, advanced-stage GC

lesions, which were obvious for recognizing, were included

in the test set. Wu et al. developed an AI system that

showed high sensitivity and specificity of 94.0% and

Fig. 2 The sensitivity and specificity of the two AI systems and endoscopists on single-center and multi-center videos. A Detecting gastric

neoplasms under white-light endoscopy. B Diagnosing early gastric cancers under magnifying narrow-band imaging
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91.0%, whereas only limited types of lesions (typical EGC,

normal, superficial gastritis, and mild erosive gastritis

mucosa) were enrolled in the test set [23]. In this study, we

established a multi-center video cohort with good diversity

containing videos of lesions needed to be observed under

M-NBI to fully test the AI systems.

To test what we can do to solve the problem, we con-

ducted technical explorations and upgraded the AI system.

Inspired by the work for recognizing colorectal cancer in

pathological images, we applied the Mean-Teacher-based

semi-supervised algorithms for model construction [24].

Besides, according to another work, we applied a novel

image pre-processing and training method by segmenting

the original image into small tiles and outputting the final

diagnosis of the whole image based on the prediction of

each tile [14]. The results showed that the ENDOANGEL-

2022 performed better than ENDOANGEL on detecting

gastric neoplasms and diagnosing EGCs on both single-

center and multi-center videos, especially on identifying

non-cancers.

To explore what difference the multi-center video cohort

introduced, we compared the performance between endo-

scopists in the two competitions and the performance of the

ENDOANGEL-2022 when adapting from single center to

Fig. 3 Representative images of misdiagnosed lesions of two AI systems and endoscopists in multi-center videos. The error rate of endoscopists

was presented below each case, and cases were set by the rank of error rate from high to low
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multiple centers. As for the endoscopists, no significant

differences were found between the two cohorts of endo-

scopists on indexes reflecting the characteristics and indi-

vidual experience. However, the specificity of endoscopists

in identifying negative cases differed significantly. In

addition, compared with performance on single-center

videos, the ENDOANGEL-2022 showed a similar ten-

dency to the ENDOANGEL and endoscopists on multi-

center videos, whose specificity decreased sharply while

sensitivity remained stable. These findings indicated that

the multi-center data led to greater heterogeneity of nega-

tive cases while less positive ones and caused more false

positives of AI systems.

To explore what difference the ENDOANGEL-2022

showed, we compared the performance of the two AI

systems in both single-center and multi-center video

cohorts and analyzed the errors of the two AI systems. Both

in the single-center and multi-center video cohort, the

ENDOANGEL made mistakes in several typical cases due

to interference, such as shadow, flexible angles when

observing, and reflections. Errors on typical lesions may be

annoying and damage the endoscopist’s trust in AI. How-

ever, ENDOANGEL-2022 showed higher specificity than

ENDOANGEL; it misjudged fewer typical cases (error

rate\ 50%) than ENDOANGEL both in single-center and

multi-center videos (Fig. 4 and Fig. 3). Moreover, it

remained the ability to distinguish noteworthy false posi-

tives sharing similar characteristics with neoplasms, such

as severe inflammatory changes, which were hard for

expert endoscopists to distinguish. These false positives are

Fig. 4 Representative images of the misdiagnosed lesions of two AI systems and endoscopists in single-center videos. The error rate of

endoscopists was presented below each case, and cases were set by the rank of error rate from high to low
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reasonable and may be of great value for reminding

endoscopists of observation more seriously. It is promising

for AI providers to pay more attention to dealing with the

potential greater heterogeneity of negative cases and

reducing distracting false positives in future development

and promotion of AI.

The selection bias is a common problem in retrospective

studies, while we have conducted strict strategies to min-

imize it. First, we have established detailed selection cri-

teria for video enrollment and quality assurance, and the

multi-center videos were sourced from diverse regional

locations to avoid potential monogeneity and homogeneity

issues that may arise from single-center videos. Second, all

videos were provided by the study centers based on pre-

defined inclusion/exclusion criteria, without any post hoc

selection.

In this study, we explored the relationship between the

ability of AI and endoscopists and patients’ characteristics

of H. pylori status. In our previous work exploring the

relationship between the ability of AI and patients’ char-

acteristics of H. pylori infection in 749 patients [25], the AI

achieved higher accuracy and specificity in patients with-

out H pylori infection. However, the AI systems in this

study did not demonstrate a statistically difference, which

may be due to the limited sample size. But we did find that

the endoscopists showed the same trend as the reported

work. Combining the findings and the current results

together, we hold the view that changes in the gastric

mucosa resulting from H. pylori infection may impact the

typical features of the lesion or introducing disturbing

presences, leading to potential misdiagnosis.

Concerns about whether AI values when biopsies can be

easily taken, and what are the benefits of AI when taking

biopsy had been raised recently. First, we hold the view

that endoscopic diagnosis before biopsy is imperative in

clinical practice. On the one hand, performing biopsies on

all detected abnormalities is time- and cost-consuming, and

difficult to be implemented in routine clinic. Therefore, the

guidelines recommend conducting targeted biopsies under

M-NBI after endoscopic diagnosis [26]. On the other hand,

it is important to choose a suitable area representing the

mucosal changes among the detected abnormality to avoid

underestimation on pathology. Moreover, it is widely

acknowledged that the performance of endoscopists vary

significantly [27]. Therefore, in our opinion, the benefits of

AI include: (1) mitigating the gap between endoscopists’

performance, reducing possible miss diagnosis and non-

necessary biopsy. This was demonstrated by some previous

studies, reporting that AI enhanced endoscopists’ sensi-

tivity and specificity, thereby minimizing instances of

missed diagnoses and false positives [28, 29]. (2) improve

the accuracy and efficiency of targeted biopsy.

There are some limitations in this study. First, this was

a single-nation comparative study. Although we included

videos and endoscopists from multiple centers and fully

tested the performance of AI, further testing of the AI on

international samples is required. Second, though we

invited endoscopists from different levels of hospitals,

few endoscopists came from primary hospitals. More

endoscopists from primary hospitals in source-limited

areas should be included in further studies. Third, we

acknowledge that this was a preliminary study for

assessing the AI generalization; further studies with larger

scale and ensuring more cases from different institutions

are needed. Fourth, though we explored the relationship

of diagnostic performance and H. pylori infection, other

characteristics such as the status of atrophy and the daily

usage of drugs could not be analyzed to produce valid

results due to data missing. Future studies exploring these

issues are needed. Fifth, though we included videos from

multiple centers and conduct man–machine comparison in

this study, further assessment in real-time clinical setting

is needed.

In conclusion, the increasing false-positive rate is a

prominent challenge for applying EGC diagnostic AI from

single to multiple centers due to high heterogeneity of

negative cases. Optimizing AI by adding samples and using

novel algorithms is promising to overcome this challenge.

This study provided value and a basis for future studies

applying AI in multiple centers.
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