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Abstract

Background Although optimal treatment of superficial

esophageal squamous cell carcinoma (SCC) requires

accurate evaluation of cancer invasion depth, the current

process is rather subjective and may vary by observer. We,

therefore, aimed to develop an AI system to calculate

cancer invasion depth.

Methods We gathered and selected 23,977 images (6857

WLI and 17,120 NBI/BLI images) of pathologically pro-

ven superficial esophageal SCC from endoscopic videos

and still images of superficial esophageal SCC taken in our

facility, to use as a learning dataset. We annotated the

images with information [such as magnified endoscopy

(ME) or non-ME, pEP-LPM, pMM, pSM1, and pSM2-3

cancers] based on pathologic diagnosis of the resected

specimens. We created a model using a convolutional

neural network. Performance of the AI system was com-

pared with that of invited experts who used the same val-

idation video set, independent of the learning dataset.

Results Accuracy, sensitivity, and specificity with non-

magnified endoscopy (ME) were 87%, 50%, and 99% for

the AI system and 85%, 45%, 97% for the experts. Accu-

racy, sensitivity, and specificity with ME were 89%, 71%,

and 95% for the AI system and 84%, 42%, 97% for the

experts.

Conclusions Most diagnostic parameters were higher

when done by the AI system than by the experts. These

results suggest that our AI system could potentially provide

useful support during endoscopies.
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Introduction

Worldwide, esophageal cancer (EC) is the seventh most

commonly diagnosed cancer, and has the sixth highest

mortality rate, with an estimated 572,000 new cases and

509,000 deaths in 2018 [1]. Of its two subtypes, squamous

cell carcinoma (SCC) and adenocarcinoma, SCC accounts

for 80% of EC [1]. Superficial EC is asymptomatic, shows

subtle mucosal change on endoscopic examination and is

often missed until it has advanced to an advanced stage.

The mainstay of treatment for advanced EC is
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esophagectomy [2–10], which has relatively high mortality

rate. However, if detected as a superficial cancer, EC can

be treated by less invasive treatment [2, 3, 6–8, 11–13].

In superficial EC, accurate assessment of invasion depth

is particularly important for deciding treatment strategy

[14–17]. Diagnosis by non-magnified endoscopy (ME) is

based on macroscopic findings such as protrusion,

depression, and hardness of the cancer. When ME is

available, it usually follows non-ME, to observe blood

vessel patterns, using narrow-band imaging (NBI) or blue

laser imaging (BLI). Epithelium (EP)/lamina propria

mucosa (LPM) and muscularis mucosa (MM)/submucosal

cancers that invade up to 200 lm (SM1) are candidates for

endoscopic resection (ER) because of their relatively low

(\ 10%) risk of metastasis [11–14, 16], whereas

esophagectomy is mainly indicated for SM2-3 cancers, for

which risk of metastasis exceeds 25% [11, 14, 15]. Thus

differentiating EP-SM1 from SM2-3 is important, but these

assessments are often unsatisfactory and subject to inter-

observer variability [18].

A potential solution to improve both accuracy and

variability of endoscopic diagnosis is using an artificial

intelligence (AI) diagnostic system. Deep learning, the

mainstay of AI systems, is typically based on convolutional

neural networks (CNN), and has demonstrated good per-

formances for visual tasks. This technology has been used

to diagnose gastrointestinal cancers, including esophageal

SCC [19–22]. Although various studies of AI systems to

detect EC have been published, to our knowledge, the only

report for assessing invasion depth was based on still

images [23]. Studies that use still images may have some

bias because usually the best images from the best areas are

selected for the analysis. Validating a comprehensive

diagnostic process with video images allows a more real-

istic assessment of the AI system.

Recent developments in deep learning-based techniques

have included educating the system using images derived

from video and free-hand marking with precise delineation

of lesions. We therefore aimed to develop an AI system

that used these new deep learning techniques, and to esti-

mate its performance using video images by comparing the

conclusions with those of experts in the field.

Methods

Preparation of learning dataset

This study was conducted at Osaka International Cancer

Institute. Training of the system was conducted using

endoscopic videos and images taken during daily endo-

scopic examinations. The endoscopic examination were

carried out using the endoscopes GIF-RQ260Z, GIF-

FQ260Z, GIF-Q240Z, GIF-H290Z, GIF-HQ290, GIF-

H260Z, GIF-XP290N, GIF-Q260J, or GIF-H290 (Olym-

pus, Tokyo, Japan) and video processors CV-260 (Olym-

pus Co.) or EVIS LUCERA CV-260/CLV-260 and EVIS

LUCERA ELITE CV-290/CLV-290SL (Olympus Medical

Systems), or the endoscopes EG-L590ZW, EG-L600ZW,

or EG-L600ZW7 (Fujifilm Co., Tokyo, Japan) and the

video endoscopic system LASEREO (Fujifilm Co.). For

observations that used the LASEREO system, white-light

imaging (WLI) and blue laser imaging (BLI) which pro-

vide images similar to NBI, were used. A black soft hood

was equipped on the tip of the endoscope to keep an

appropriate distance between the tip of the endoscope and

esophageal wall during magnifying observations. B-mode

level 8 for NBI and level 5–6 for BLI were used for the

structure enhancement function.

Initial routine inspections with non-ME with WLI were

usually carried out to evaluate macroscopic type, protru-

sion, depression, and hardness of the lesions. ME was then

conducted, with NBI or BLI, to evaluate the appearance of

the superficial vascular architecture, especially changes in

intrapapillary capillary loops. Finally, iodine staining was

used to delineate the cancer spread. Pathological assess-

ments of biopsies and resected specimens were conducted

according to the Japanese classification of esophageal

cancer [24, 25].

Creating the learning dataset

We gathered endoscopic videos taken between November

2015 and June 2019, and still images taken between

December 2005 and April 2018, of superficial esophageal

SCC treated in our facility. We included patients with

(a) superficial esophageal SCC treated with ER or

esophagectomy, and (b) with pathologic proof of cancer

invasion depth. We excluded patients with severe

esophagitis, those with histories of chemotherapy or radi-

ation to the esophagus, lesions adjacent to ulcers or ulcer

scars, and poor-quality images resulting from inadequate

insufflation, bleeding, halation, blurring, poor focus, or

mucus. We also excluded cancers diagnosed as EP-SM1 by

surgical specimens. As surgically resected specimens are

usually cut as much wider slices (5- to 7-mm) than are

endoscopically resected specimens (2 mm), we speculated

that deeper invasion cannot be excluded for EP-SM1 can-

cers diagnosed from surgically resected specimens.

Video images, which are composed of rapid successions

of sequential images, were each divided into a series of still

images. From this large volume of sequential still images

(30 images per second of video), 1 out of every 30 still

images was extracted and included in the learning dataset.

Extracting still images from video images diversifies the

shooting conditions of images, e.g., by distance, angle, and
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focus. The learning images included WLI, NBI, and BLI

images (Fig. 1.)

After selection, we had collected 23,977 images (6857

WLI and 17,120 NBI/BLI images) from 909 patients with

pathologically proven superficial esophageal SCC as the

learning dataset. We annotated the images with informa-

tion such as non-ME or ME, use of irradiated light (WLI,

NBI, BLI) and pathologic (p) EP-LPM, pMM, pSM1, and

pSM2-3 cancers, based on pathologic diagnoses of the

resected specimens. These images were marked manually

by precisely delineating the boundaries. We marked the

whole cancer area for pEP-MM cancers, but only the pSM

invasion part for SM cancers (Fig. 2). Marking was con-

ducted by eight endoscopists, and reconfirmed by a board-

certified trainer (RI) at the Japan Gastroenterological

Endoscopy Society.

Constructing the AI system

Our CNN model was a type of artificial neural network

used in deep learning, that has been used to analyze visual

imagery. Supervised learning was used to train the CNN in

this study. With supervised learning, the training set is

submitted as inputs to the system during the training phase.

Each input is labeled with a desired output value (a correct

diagnosis), which teaches the system to know what output

is needed for a specific input. A large set of training

endoscopic images with correct diagnostic information is

required to create this function. The CNN learns filters that

were previously hand-engineered in more traditional

algorithms. This independence from prior knowledge rep-

resents a significant advantage of CNN models over other

types of machine learning. The mathematical algorithm

used was a Single Shot MultiBox Detector (https://arxiv.

org/abs/1512.02325) and the base CNN was a Visual

Geometry Group network consisting of 16 layers. All of the

CNN layers were fine-tuned from weights of ImageNet

using stochastic gradient descent as a back-propagation

method with a global learning rate of 0.0001, 200 epochs,

and a batch size of 24. Stochastic gradient descent can

attenuate the risk of overfitting.

The CNN was trained by the dataset and validated using

a PyTorch deep learning framework, which was developed

by Facebook’s artificial intelligence research group. For the

learning dataset, we included endoscopic images with

various shooting conditions and resolutions, in considera-

tion of the generalizability of the system. Each image was

resized to 300 9 300 pixels for optimal CNN analysis. We

determined appropriate values for hyperparameters (such

as learning rate and weight decay) by repeated trial and

error.

Fig. 1 Development of the deep learning-based artificial intelligence

system for the diagnosis of cancer invasion depth. Video images were

divided into a series of still images. Extracting still images from video

images. These images were marked manually by precisely delineating

cancers (Free-hand marking)
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Evaluation of the AI system

The AI system was evaluated using an independent vali-

dation dataset of 102 video images of superficial esopha-

geal SCC taken at our hospital between January 2017 and

January 2019. Of 102 videos, 87 (85.3%) were taken by

endoscopists with 5–14 years’ expertise as clinicians. The

selection criteria and exclusion criteria were the same as

those of the learning dataset. Besides, in each video image,

we extracted non-ME with WLI capable of recognizing

macroscopic findings and the overall image of the lesion

and ME with NBI/BLI capable of recognizing blood vessel

pattern as the information necessary for the diagnosis of

invasion depth. As a result, we prepared two types of

videos—non-ME with WLI, and ME with NBI/BLI of

4–12 s.

The trained neural network generated diagnoses of EP-

SM1 or SM2-3 cancer and probability scores between 0

and 1, corresponding to the probability of that diagnosis.

Each frame was judged as SM2-3 cancer when probability

score for SM2-3 cancer was 0.45 or greater in that frame

(Figs. 3 and 4); the others (probability sore for SM2-

3\ 0.45 and any probability score for EP-SM1) were

judged as EP-SM1 cancer. Conclusive diagnosis of SM2-3

cancer by non-ME was conducted when ten times of ‘‘three

almost serial appearance of positive images without inter-

ruption by 0.5 s’’ were confirmed in each video. This

condition approximates frequent appearance of positive

images for one second. Conclusive diagnosis of SM2-3

cancer by ME was conducted when ten times of ‘‘7 almost

serial appearance of positive images without interruption

by 0.2 s’’ were confirmed in each video. This condition

approximates the frequent appearance of positive images

for two to three seconds.

Evaluation by the expert

The performance of the AI system was compared with that

of an invited group of 14 board-certified specialists (expert

group) at the Japan Gastroenterological Endoscopy Soci-

ety. Each of the experts had 7–25 years’ expertise as

clinicians, had conducted 3000–20,000 endoscopic

Fig. 2 a A case of SM3 cancer

in the lower esophagus with

non-magnified white-light

imaging. b SM2-3 invasion area

was selectively marked.

c Magnified narrow-band

imaging of the same case.

d SM2-3 invasion area was

selectively marked
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examinations, and routinely diagnosed gastrointestinal

cancers. They were asked to observe the same videos as the

AI system and diagnose cancer invasion depths as EP-SM1

or SM2-3.

Outcome measures

The main outcome measures were diagnostic accuracy

(correctly diagnosed lesions/total lesions), sensitivity

(correctly diagnosed SM2-3 cancers/total SM2-3 cancers),

specificity (correctly diagnosed non-SM2-3 cancers/total

non-SM2-3 cancers), positive predictive value (PPV; cor-

rectly diagnosed SM2-3 cancers /total lesions diagnosed as

SM2-3 cancers), negative predictive value (NPV; correctly

diagnosed non-SM2-3 cancers/total lesions diagnosed as

non-SM2-3 cancers), and diagnostic time. The results are

shown as averages and 95% confidence intervals (CI).

Inter-observer variation in the diagnosis of esophageal SCC

was assessed using kappa statistics; j[ 0.8 denoted

almost perfect agreement, 0.8–0.6, substantial agreement;

0.6–0.4, moderate agreement; 0.4–0.2, fair agree-

ment;\ 0.2, slight agreement; 0, agreement equal to

chance; and\ 0 suggested disagreement. All calculations

were performed on a personal computer using EZR

software, version 1.40 (Saitama Medical Center, Jichi

Medical University, Japan).

Ethics

This study was approved by the Institutional Review Board

of Osaka International Cancer Institute

(2017–1710059178) and Japan Medical Association (JMA-

IIA00283).

Results

Performance of AI system and expert SM2-3

diagnosis with video

Patient and lesion characteristics are summarized in

Table 1. For non-ME videos, accuracy, sensitivity and

specificity were 87.3%, 50.0% and 98.7% for the AI sys-

tem, and 84.7%, 44.9% and 96.9% for the experts (Fig. 5,

Table 2). The accuracy and specificity were each higher for

the AI system than the upper 95% CI limits for the experts.

For the ME videos, accuracy, sensitivity and specificity

were 89.2%, 70.8% and 94.9% for the AI system and

Fig. 3 a A case of LPM cancer

in the mid-esophagus, b with

non-magnified white-light

imaging. c The AI system

correctly diagnosed the lesion

by indicating it with a blue

square frame as M_WLI (i.e.,

EP-SM1). d Same case with

magnified narrow-band

imaging. The AI system

correctly diagnosed the lesion

by indicating it with a blue

square frame as M_NBI (i.e.,

EP-SM1)
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84.4%, 42.3% and 97.3% for the experts (Fig. 5, Table 2).

In the ME diagnosis, the accuracy and sensitivity for the AI

system were higher than upper 95% CI limits for the

experts; however, AI specificity was lower than the lower

95% CI limit for the experts.

Diagnosis time for AI was 30 fps on a high-speed

computer, which can be adapted as real-time diagnosis.

Experts averaged 165 min. Intra-observer agreement of 14

experts was moderate, with Fleiss’ j 0.4–0.6 for both non-

ME and ME (Table 3).

Discussion

Our AI system performed favorably in diagnosing invasion

depth of superficial esophageal SCCs in video images, with

accuracies of 87.3% and 89.2% for non-ME and ME,

respectively. These values were comparable or even better

than those of expert endoscopists with long experience.

To our knowledge, this is the first report of the AI

system diagnosing EC invasion depth from video images.

Although a previous report has shown an AI system

effectively diagnosing cancer invasion depth based on still

images [23], studies that use still images may have some

bias because they usually select the best images from the

best areas. In contrast, video images may include poor-

quality frames that more accurately reflect real-time clini-

cal images. As our AI showed good performance in diag-

nosing video images, we could confirm its robustness in

diagnosing cancer invasion depth.

In this study, we developed an AI system to differentiate

between EP-SM1 and SM2-3 cancers, because of the dif-

ferent treatment strategies for these two categories of

cancers. However, we can also develop the AI system to

differentiate M and SM cancers using the same dataset,

simply by changing the training algorithm.

Fig. 4 a A case of SM3 cancer

in the lower esophagus, b with

non-magnified white-light

imaging. c The AI system

correctly diagnosed the lesion

by indicating it with a blue

square frame as SM2_WLI (i.e.,

SM2-3). d Same case with

magnified narrow-band

imaging. The AI system

correctly diagnosed the lesion

by indicating it with a blue

square frame as SM2_NBI (i.e.,

SM2-3)

Table 1 Characteristics of patients and lesions in the validation set

Sex, male/female 80/22

Median age in year (range) 69 (61–75)

Median tumor size in mm (range) 20 (11–34)

Tumor location, Ce/Ut/Mt/Lt/Ae 5/11/50/34/2

Macroscopic type, elevated

(0–I, 0–IIa)/flat (IIb)/depressed

(0–IIc)/mixed (IIc ? IIa)

24/17/56/5

Depth of tumor, EP-LPM/MM/SM1/SM2–3 65/11/2/24

Vascular invasion, ly0,v0/ly1,v0/ly0,v1/ly1,v1 82/11/3/6

Ae abdominal esophagus, Ce cervical esophagus, EP epithelium, LPM
lamina propria, Lt lower esophagus, MM muscularis mucosa, Mt
middle esophagus, SM submucosa, Ut upper esophagus
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Endoscopic diagnosis of cancer invasion depth requires

real-time endoscopic techniques and sufficient expertise to

evaluate various endoscopic findings of EC, such as pro-

trusion, hardness, and microvascular changes. Unsurpris-

ingly, the diagnostic performance of experienced

endoscopists with longer experience is reportedly better

than that of those with less experience [23]. In the present

study, the diagnostic accuracy of the AI system was com-

parable to that of experts. Notably, for the ME videos, the

accuracy of the AI system exceeded the 95% CI of experts.

Considering that our AI system had such good perfor-

mance, this system could potentially provide valuable

support for endoscopists.

Our AI system showed better performance with ME

videos than non-ME videos. A possible explanation for this

is that ME uses more objective endoscopic findings, such

as loop vessels, non-loop vessels, and dilated vessels,

which contributed to the education of our AI system [26].

Another possible explanation is that peristalsis of the

esophagus in non-ME videos might cause misdiagnosis by

interpreting protrusion during peristalsis as a sign of SM2-3

invasion. When this system is used in clinical practice, we

may have to consider limiting the condition of AI diag-

nosis, i.e. without peristalsis or full-open lumen, to

improve its accuracy.

Sensitivities for SM2-3 cancer were higher with the

diagnoses by the AI system than the experts, while there

was no tendency in specificities. Sensitivity and specificity

show what proportion of SM2-3 and EP-SM1 cancers were

correctly diagnosed. One possible explanation for lower

sensitivities by experts is that they may sometimes hesitate

to diagnose cancers as SM2-3. Because misdiagnosing EP-

SM1 cancer as SM2-3 cancer may lead patients to receive

unnecessary and invasive treatment.

There are some limitations in this study. First, the val-

idation video set was comprised of short videos of 4–12 s,

which do not represent real clinical practice. In real-time

diagnosis, poor-quality images resulting from poor insuf-

flation, bleeding, halation, blurring, bad focus, or mucus

may be included. However, once detected, cancer invasion

depth can be evaluated under selected good conditions.

Accordingly, extracting short video images for validation

may not cause much bias to the results. Another limitation

is its retrospective style. This system should be evaluated

in real-time situation in the near future. Furthermore, there

Fig. 5 Accuracy of AI system and average accuracy of experts with

video images taken from non-magnified endoscopies (non-ME) and

magnified endoscopies (ME). Red dots: AI system; blue dots: expert

average; error bars: 95% confidence intervals

Table 2 Diagnostic accuracies

for the validation set by the AI

system and expert group

Accuracy (%) Sensitivity (%) Specificity (%) PPV (%) NPV (%)

Non-ME diagnosis

AI system 87.3 50.0 98.7 92.3 86.5

Experts 84.7 44.9 96.9 81.6 85.1

95% CI 82.7–86.5 39.5–50.4 95.7–97.8 75.3–86.9 83.0–87.1

ME diagnosis

AI system 89.2 70.8 94.9 81.0 91.4

Experts 84.4 42.3 97.3 83.0 84.6

95% CI 82.4–86.2 36.9–47.7 96.2–98.2 76.6–88.3 82.4–86.5

AI artificial intelligence, 95% CI 95% confidence interval, ME magnified endoscopy, Non-ME non-mag-

nified endoscopy, NPV negative predictive value, PPV positive predictive value

Table 3 Inter-observer agreement among experts for validation set

Fleiss’ j (%) Overall agreement (%)

Non-ME videos 0.55 90

ME videos 0.49 89

ME magnified endoscopy, Non-ME non-magnified endoscopy
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were few cases of SM1 as the composition of the validation

dataset. This is because surgically resected specimens were

excluded. The evaluation of pathology is more accurate in

endoscopically resected specimens than in surgically

resected specimens, especially for SM1. Therefore, it could

not be included as appropriate cases.

In conclusion, our study showed the effectiveness of an

AI system in evaluating cancer invasion depth using vali-

dation videos. Most diagnostic parameters of the AI system

were better than those of the experts. Based on these

favorable results, our AI system could provide valuable

support for many endoscopists.
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