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Abstract. Multimedia applications usually involve a large
number of multimedia objects (texts, images, sounds, etc.).
An important issue in this context is the specification of spa-
tial and temporal relationships among these objects. In this
paper we define such a model, based on a set of spatial and
temporal relationships between objects participating in mul-
timedia applications. Our work exploits existing approaches
for spatial and temporal relationships. We extend these rela-
tionships in order to cover the specific requirements of multi-
media applications and we integrate the results in a uniform
framework for spatio-temporal composition representation.
Another issue is the efficient handling of queries related to
the spatio-temporal relationships among the objects during
the authoring process. Such queries may be very costly and
appropriate indexing schemes are needed so as to handle
them efficiently. We propose efficient such schemes, based
on multidimensional (spatial) data structures, for large mul-
timedia applications that involve thousands of objects. Eval-
uation models of the proposed schemes are also presented,
as well as hints for the selection of the most appropriate one,
according to the multimedia author’s requirements.

1 Introduction

A multimedia application (MAP) involves a variety of indi-
vidual multimedia objects presented according to the MAP
scenario. The multimedia objects that participate in a MAP
are transformed either spatially or temporally in order to be
presented according to the author’s requirements. Moreover,
the author has to define the spatial and temporal ordering of
objects within the application context and define the relation-
ships among them. Finally, the way that users will interact
with the application as well as the way that the application
will treat application or system events have to be defined.

Real-world MAPs may be very large and complex with
respect to the number of involved objects, transformations of
the objects in the scope of an application, and relationships
among them. We consider a MAP as a container that includes
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objects that are transformed and interrelated in the MAP
context. It is obvious that in a complex MAP it may be very
difficult to describe all possible functionality and paths the
user or the application may follow. Therefore, one can think
of a MAP as anevent-basedenvironment, in which there is
a rich set of events that may occur and define its flow. For
instance, the end of a video clip, the spatial coincidence of
two objects in the application window, or the occurrence of
a pattern in a media object are events that may be exploited
to trigger other actions in an application.

A crucial part MAPs’ modeling is related to temporal and
spatial composition of objects in the context of the applica-
tion. The well-known sets of temporal [Hamb72, Alle83]
and topological [Egen91] relationships are not adequate to
represent all different semantics of multimedia objects com-
position, since they do not convey this kind of information.
For instance, the topological relationship ‘disjoint’ between
two spatial objects A and B (as in Fig. 1a) does not suffice to
represent the their relative position as well as their relative
distance (i.e., B is on the right side of A at a distance of
8 cm). Another similar example is the successive presenta-
tion of two sounds (A1, A2) with a temporal gap of 8 s (see
Fig. 1b).

It is desirable that the spatial and temporal specifica-
tions, defined by the author in a high-level GUI, are ex-
plicitly transformed to a uniform representation that retains
the spatio-temporal relationships among the objects. Thus,
the need for high-level declarative representation of multi-
media object composition arises. Authoring complex MAPs
(for instance, 3D synthetic movies [Krie96]) that involve a
large number of objects (typically≥ 104) may be a very
complicated task, keeping in mind the large set of possible
spatio-temporal relationships that may be encountered in the
application context. Normally, in a 90-min synthetic movie,
the number of participating objects is expected to be 104 or
more with respect to the order of magnitude. Taking into
account the vast number of possible events and their com-
binations based on (user and object) interaction, the number
of the entities that have to be managed by the MAP authors
is considerable.

A powerful authoring procedure should provide the tools
for declarative high-level complete specification of the MAP.
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Fig. 1a,b. Simple media spatial and temporal relationships in the context
of a MAP

Such tools are based on languages that reflect the under-
lying model primitives. Our objective is the definition of
a model that could fulfill this need and also support the
queries submitted by the authors for verification purposes
during MAP development. Thus, during the development of
a digital movie, the authors/directors would perhaps submit
queries related to:

– spatial (screen) layout at a specific time instance during
the movie,

– temporal layout of the movie in terms of temporal inter-
vals,

– spatio-temporal relationships among objects (actors) (i.e.,
“does object A spatially overlap with object B?” or “ which
objects temporally overlap with object A?”)

In this paper, we define a model for the representation of
spatio-temporal composition in MAPs and we also propose
and evaluate indexing schemes to support queries related to
the spatio-temporal content of a MAP.

The model is based on a set of spatial and temporal re-
lationships between media objects. Our work exploits exist-
ing approaches for spatial [Papa97] relationships. We extend
those relationships in order to cover the specific require-
ments of MAPs and we integrate the results in a uniform
framework for spatio-temporal composition representation.
Moreover, we define a set of operators for representation of
temporal compositions. These operators aredeclarativeand
complete(i.e., able to represent any temporal scenario and
convey semantics about the temporal composition).

We also propose indexing schemes (i.e., disk-resident
structures organizing spatio-temporal features of media ob-
jects) for large MAPs in order to assist authors:

– manage the large number of objects in the MAP under
development,

– acquire spatial and temporal layouts of the MAP under
development, for verification purposes,

– submit queries regarding spatio-temporal relationships
among objects.

The proposed indexing schemes are based on the R-tree in-
dex [Gutt84], which is widely used for indexing of spatial
data in several applications, such as geographic informa-
tion systems (GIS), CAD and VLSI design, etc. We adapt
R-trees in order to index either spatial, temporal or spatio-
temporal occurrences of objects and relationships between
them. Moreover, we evaluate the proposed schemes against
two simple indexing cases: the primitive one, based on se-
rial storage of objects’ spatio-temporal coordinates, and a
simple indexing scheme, which keeps disk-resident arrays
of pre-sorted object coordinates according to each direction

(i.e., lower x- or y-coordinate and start point at the t-axis).
We also provide hints to multimedia database designers, in
order to select the most efficient scheme according to the
requirements of MAP authors.

In the literature, there is no previous work, according to
our knowledge, on indexing spatio-temporal characteristics
of MAPs. Research has mainly focused oncontent-basedim-
age indexing, i.e., fast retrieval of objects using their content
characteristics (color, texture, shape). In [Falo94a], a sys-
tem, calledQBIC, (coupling several features from machine
vision with fast indexing methods from the database area)
supports color-, shape- and texture-matching queries. Near-
est neighbor queries (based on image content) are addressed
in [Chiu94]. In general, indexing multimedia objects’ con-
tents is an active research area, while indexing objects’ ex-
tents in the spatio-temporal coordinate system sets a new
direction. In this paper, we do not consider some aspects of
MAPs, such as interaction handling, network and distribu-
tion requirements and scenario rendering. These issues may
be confronted during the implementation of such a system.
Moreover, the proposed model refers mostly to specification
and retrieval rather than to storage, and execution of a MAP.

The paper is organized as follows: In Sect. 2, we present
background work on temporal and spatial relationships to
be exploited. Furthermore, we discuss the requirements that
a, specific to MAPs, spatio-temporal composition scheme
should fulfill. In Sect. 3, we discuss and define the spatio-
temporal relationships and a generic composition model for
MAPs. In addition, we present a sample MAP and its rep-
resentation according to the proposed model. In Sect. 4, we
propose indexing schemes for MAPs to support queries in-
volving the operators introduced in Sect. 3. In particular,
we propose a simple one, based on sorted arrays and two
more sophisticated ones, based on the R-tree spatial index
structure, in order to support these operators. In Sect. 5, we
evaluate analytically the proposed schemes for some rea-
sonable spatio-temporal MAP configuration. We conclude
in Sect. 6, by summarizing our work and giving hints for
future research.

2 Related work

In the past, the termsynchronizationhas been widely used to
describe the temporal ordering of objects in a MAP [Litt93].
A MAP specification should describe both temporal and spa-
tial ordering of objects in the context of the application. The
spatial ordering (i.e., absolute positioning and spatial rela-
tionships among objects) issues have not been adequately ad-
dressed. We claim that the term “synchronization” is poor for
MAPs. Instead we propose the term “composition” to repre-
sent both temporal and spatial ordering of objects. Hereafter,
we review existing systems and approaches for temporal and
spatial composition.

2.1 Temporal composition

Many existing models for temporal composition of multi-
media objects in the framework of a MAP are based on 13
relations defined in [Hamb72, Alle83]:before, meets, during,
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overlaps, starts, ends, equaland the inverse ones (does not
apply to equal). These relations are not adequate for tem-
poral composition description. They are descriptive, hence,
they do not reflect causal dependencies between intervals.
They depend on interval durations and may lead to tempo-
ral inconsistency. More specifically, the problems that may
arise when trying to use these relations are the following
[Duda95].

– The relations are designed to express relationships be-
tween intervals of fixed duration. In the case of MAPs, it
is required that a relationship holds independently from
the duration of the related object (i.e., the relationship
should not change when the duration changes).

– Their descriptive character does not convey the cause
and the result in a relationship.

Other models for temporal composition representation may
be classified in two categories [Duda95]:point-basedand
interval-based. In point-based models, the elementary units
are points in time and space. Each event has an asso-
ciated time point. The time points arranged according to
some relations (such as “precede”, “simultaneous” or “af-
ter”) form complex multimedia presentations. An example
of the point-based approach is thetimeline. Interval-based
models consider elementary media entities as temporal in-
tervals, ordered according to some relations. Existing mod-
els are mainly based on the relations defined in [Hamb72,
Alle83] for expressing knowledge about time.

An interesting mechanism for temporal composition is
presented in [Duda95]. This work presents a model that takes
into account the semantics of temporal relationships between
objects. The resulting set of operators represent the causal
relations between intervals. In [Hirz95], a temporal model
for interactive scenarios is presented. This model is based
on the timeline approach and provides the primitives for
specification of synchronous and asynchronous interactive
multimedia temporal compositions. The timeline approach
is extended to a tree of timelines. Each branch of timelines
represents the different scenarios that may be selected by the
user.

Other approaches use Allen’s relations [Alle83] to spec-
ify a multimedia database schema. Little and Ghafoor
[Litt93] propose an OCPN (object composition Petri nets)
model equivalent to Allen’s relations. This approach does
not take into account the possible unknown durations of in-
tervals. Thus, in order to prepare an instantiated presentation,
the tree of interval relations must be traversed to obtain dead-
lines to be used in the presentation schedule. There are also
other approaches based on interval temporal logic [King94].
Although such formalisms have a solid mathematical back-
ground, the specification of multimedia presentations is awk-
ward, since the specification does not correspond explicitly
to the author’s perception of the multimedia composition.

In [Hand96], a synchronization model is presented. This
model covers many aspects of multimedia synchronization,
such as: incomplete timing, hierarchical synchronization,
complex graph type of presentation structure with optional
paths, presentation time prediction and event-based synchro-
nization. The events are considered as presentations con-
strained by unpredictable temporal intervals. There is neither
the notion of event semantics nor the notion of a composition

scheme. In [Schn96], a presentation synchronization model
is presented. Important concepts introduced and manipulated
by the model are the object states (“Idle”, “Ready”, “In-
process”, “finished”, “complete”). Although events are not
explicitly presented, user interactions are treated. There are
two categories of interaction envisaged: buttons and user
skips (“forward”, “backward”).

As referred to in [Blak96], event-based representation
of a multimedia scenario is one of the four categories for
modeling a multimedia presentation. There, it is mentioned
that events are modeled in HyTime [Newc91, Bufo96] and
HyperODA. Events in HyTime are defined as presentations
of media objects along with their presentation specifications
and FCS coordinates. According to [Erfl93], HyTime mod-
eling primitives are sufficient for temporal composition rep-
resentation. HyperODA events are instantaneous happenings
mainly corresponding to the start and end of media objects
or timers. All these approaches suffer from poor semantics
conveyed by the events, and moreover they do not provide
any scheme for composition and consumption architectures.

2.2 Spatial specification and composition

The issue of spatial composition modeling is rather under-
addressed in the current multimedia authoring environments
and synchronization models. One of the few efforts that inte-
grate both spatial and temporal aspects is [Iino94], a model
for spatio-temporal multimedia presentations. The temporal
composition is handled in terms of Allen’s relationships,
whereas spatial aspects are treated in terms of a set of op-
erators for binary and unary operations. The model lacks
the following features: there is no indication of the tempo-
ral causal relationships (i.e., what are the semantics of the
temporal relationships between the intervals corresponding
to multimedia objects). The spatial synchronization essen-
tially addresses only two topological relationships:overlap
andmeet, giving no representation means for the directional
relationships between the objects (i.e., object A is to the right
of object B) and the distance information (i.e., object A is
10 cm away from object B). The modeling formalism in this
approach is oriented more towards execution and rendering
of the application rather than to authoring.

Moreover, spatial specification is addressed by document
preparation and modeling systems like Latex, SGML and
HyTime. In Latex [Lamp90], spatial specification is feasible
including the direction and the distance (i.e., an image to
be placed 2 cm west to another of 10 cm north to the text).
The specifications are expressed in terms of “float parame-
ters”. HyTime [Newc91, Bufo96] provides a rich specifica-
tion spatio-temporal scheme with the FCS (finite coordinate
space) space. FCS provides an abstract coordinate scheme of
arbitrary dimensions and semantics, where the author may
locate the objects of a MAP and define their relationships.
Nevertheless, the formalism is awkward and, as practice has
proved, it is rarely used for real-world applications. Hy-
time is not an efficient solution for MAP development, since
“there are significant representational limitations with regard
to interactive behavior, support for scripting language inte-
gration, and presentation aspects” [Bufo96].
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3 Spatio-temporal composition model

As mentioned in the previous section, there is a lack of an in-
tegrated approach for representation of all functional aspects
of multimedia presentations. Such an application involves

– transformation of objects, in order to be aligned with the
presentation specifications,

– specification of the composition of objects in space and
time (spatial and temporal ordering through the definition
of relationships among the media objects),

– definition of the application functionality (i.e., the appli-
cation scenario) which is of two kinds:pre-orchestrated
andevent-based. The termpre-orchestratedimplies that
certain actions will take place at specific time instants,
while event-basedimplies that actions are triggered by
events that occur in the application context either due
to the user or the system or due to entities participating
in the application (media objects, media compositions,
etc.). The fundamental entities of the scenario are called
scenario tuples[Vazi96b] and are triggered by the oc-
currence of an event (simple or complex).

3.1 Temporal relationships

The topic of relations between temporal intervals was orig-
inally addressed by Hamblin [Hamb72] and, later, by Allen
[Alle83], as we have already mentioned in Subsect. 2.1. In
this section, we define a set of concepts to be exploited for
the representation of temporal composition in the context of
a MAP. We consider the presentation of a multimedia object
as a temporal interval (hereafter multimedia instance). We
exploit the start- and end-points of a multimedia instance as
events and distinguish the end of a multimedia instance in
natural (i.e., when the media object finishes its presentation)
and forced (i.e., when an event explicitly stops the presen-
tation of a media object). Furthermore, we are interested in
the well-knownpause(temporary stop of presentation) and
resumeactions (start the presentation from the point where
the pause operation took place).

An important concept is thetemporal instance: we con-
sider it as an arbitrary temporal measurement, relative to
some reference point (i.e., the application temporal starting
point in our case, hereafterÈ). Based on the above descrip-
tions, we define the following operators attached to the cor-
responding events.

Definition 1. Let A be a multimedia instance;A> repre-
sents the start of the multimedia instance,A< the natural
end of the instance,A! the forced stop,A|| the pause and
A|> the resume actions.

Definition 2. Let A, B be two multimedia instances, then
the expressionAop1 t Bop2 represents all temporal relation-
ships between the two multimedia instances, whereop1 ∈
{>, <, ||, |>} andop2 ∈ {>, !, ||, |>} andt is a vacant tem-
poral interval.

Definition 3. Let A be a multimedia instance; we define as
tAop temporal instances corresponding to the eventsAop,
whereAop ∈ {>, <, !, ||, |>}.

Table 1.Temporal relationships and the corresponding operator expressions

Temporal relationship Equivalent Constraints
operator expression

Definition 4. Let A be a multimedia instance; we define as
dA the temporal duration of the multimedia instanceA.

The above operators are complete in the sense that all tem-
poral relationships can be expressed using these operators
as long as the appropriate conditions are fulfilled (Table 1).
In addition, the proposed operators capture the semantics of
the temporal relationships among the multimedia instances
(i.e., A meets B may be expressed asA< 0B> or B> 0A!).
Moreover, the proposed set of operators may be used for a
high-level mechanism of temporal scenario specification.

3.2 Spatial relationships

Another aspect of composition concerns the spatial ordering
and topological features of the participating objects. Spatial
composition aims at representing three aspects:

– the topological relationships between the objects (dis-
joint, meet, overlap, etc.),

– the directional relationships between the objects (left,
right, above, above-left, etc.)

– the distance/metric relationships between the objects
(outside5 cm, inside2 cm, etc.).

As for the first aspect, a complete set of topological rela-
tionships between two objects, called4-intersection model,
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Fig. 2. Directional relationships between two spatial objects (including
topological information)

was proposed in [Egen91]. Thus, two objectsp, q may co-
incide (equal), intersect (overlap), touch externally (meet),
touch internally (coversand the reversecoveredby), be in-
side (and the reversecontains), or bedisjoint.

Concerning directional relationships, there is a com-
plete set of relationships defined in [Papa97] (see Fig. 2).
This set of 169 (132) relationshipsRi j (i = 1, . . . , 13 and
j = 1, . . . , 13) arises from exhaustive combination of the
13 relations defined in [Hamb72, Alle83] regarding rela-
tionships between temporal intervals. This set also covers
topological relationships, since any topological relationship
of the 4-intersection model could be expressed as a subset
of the set of 169 relationships [Papa95].

In the context of a MAP, an author would like to place
spatial objects (text windows, images, video clips, anima-
tion) in the application window in such a way that their
relationships are clearly defined in a declarative way, i.e.,
“ text window A is placed at the location (100, 100), text win-
dow B appears 8 cm to the right and 12 cm below the upper
side of A” (see Fig. 3). This declarative definition should
be transformed into an internal representation that captures
the topological and directional relationships, as well as the
distance between the objects in a uniform and correct way.
In the next subsection, we propose a definition model to
support these needs.

3.3 The model definition

Current MAP modeling schemes do not provide powerful
tools for the complete description of the spatial and temporal
composition that takes place in a complex application (an
overview of related work was presented in Sect. 2).

We define a set of operators for representing temporal
and spatial composition. Here, we have to make the distinc-
tion between pre-orchestrated and interactive applications.
The term “pre-orchestrated” implies that certain actions will
take place at specific time and/or spatial instants (i.e., tempo-
ral location relative to the applications start or spatial loca-
tion in the application window), while “event-based” implies
that actions are triggered by events that occur in the appli-
cation context either by the user or the system or by entities

Fig. 3. Spatial composition generalized modeling

participating in the application (media objects, media com-
positions, etc.)

The resulting requirement is for a set of operators that
allows users to represent any spatio-temporal relationship
between objects in the context of a MAP in a declarative
way. As for temporal composition of objects, we exploit the
operators defined above. As far as it concerns spatial com-
position, we are based on the complete set of topological-
directional relationships illustrated in Fig. 2, and propose
the following generalized methodology for representing the
distance between two spatial objects1. In order to achieve a
uniform approach, we impose the constraint that the distance
will be expressed in terms of distance between the ‘closest
vertices’. For each spatial objectO, we label its vertices
as O.vi (i = 1, 2, 3, 4), starting from the bottom left vertex
in a clockwise manner. As “closest”, we define the pair of
vertices (A.vi, B.vj) with the minimum Euclidean distance.

The author of a MAP must be able to express spatial
composition predicates in an unlimited manner. For instance
(see Fig. 3), the author could describe the appearing compo-
sition as: “object B to appear 12 cm lower that the upper side
of object A and 8 cm to the right”. The model we propose
will translate such descriptions into minimal and uniform
expressions, as imposed by the requirements for correct and
complete representations.

For uniformity reasons, we define an object namedΘ,
that corresponds to the spatial and temporal start of the ap-
plication (i.e., the upper left corner of the application win-
dow and the temporal start of the application). Another as-
sumption we make is that the objects that appear in the
composition include their spatio-temporal presentation char-
acteristics (i.e., size, duration, etc.) [Vazi95]. In the rest of
this section, we exploit the EBNF formalism to represent the
model primitives.

Definition 1. Assuming two spatial objectsA, B, we define
the generalized spatial relationship between these objects as:
S R = (rij , vi, vj , x, y), where rij is the identifier of the
topological-directional relationship betweenA and B (de-
rived from Fig. 2),vi, vj are the closest vertices ofA and
B, respectively, andx, y are the horizontal and vertical dis-
tances betweenvi, vj .

Next, we define a generalized operator expression to
cover the spatial and temporal relationships between objects
in the context of a MAP. It is important to stress the fact
that, in some cases, we do not need to model a relationship
between two objects but have to declare the spatial and/or

1 We assume that spatial objects are rectangles. More complex objects
can also be represented as rectangles by using their minimum bounding
rectangle (MBR) approximation.
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temporal position of an object relative to the application spa-
tial and temporal start pointΘ (i.e., object A to appear at
the spatial coordinates (110, 200) on the 10th second of the
application).

Definition 2. We define a composite spatio-temporal opera-
tor that represents absolute spatial/temporal coordinates or
spatio-temporal relationships between objects in the applica-
tion: ST R(sp rel, temp rel), wheresp rel is a spatial re-
lationship (S R), while temp rel is a temporal relationship,
as defined in Subsect. 3.1.

The spatio-temporal composition of a MAP consists of
several independent fundamental compositions. The term
‘independent’ implies that objects participating in them are
not related implicitly (either spatially or temporally), except
for their implicit relationship to the start pointΘ. Thus,
all compositions are explicitly related toΘ. We call these
compositionscompositiontuples, and these include spatially
and/or temporally related objects.

Definition 3. We define the compositiontuple in the context
of a MAP as:composition tuple = Ai[{ST RAj}], where
Ai, Aj are objects participating in the application,ST R is
a spatio-temporal relationship (as defined in Definition 2).

Definition 4. We define the composition of multimedia ob-
jects in the context of MAPs as a set of compositiontuples:
composition = Ci{, Cj}, whereCi, Cj are composition
tuples.

The EBNF definition of the spatio-temporal composition
based on the above definition follows:

composition ==:
compositiontuple {[,compositiontuple]}

compositiontuple ==:
Θ {[spatio temporalrelationship action]}

action ==:
object [{spatiotemporalrelationship object}]

— “(“ object spatiotemporalrelationship object “)”
— object
— spatiotemporalinstance

spatiotemporalrelationship ==:
“[(“[spatial operator — spatialinstance“)”,
“(“temporal operator — temporalinstance”)]”

temporaloperator ==:Θ — t event tinterval TAC operation
t event ==: “>” — “ <” — “!” — “— >” — “——”
TAC operation ==: “>”—“!”—“— >”—“——”
spatiotemporalinstance ==:

Θ
— (spatialinstance, temporalinstance)

spatialinstance ==:
“(“x “,” y “)”

temporalinstance ==:
TIME — event

spatialoperator ==:
(rij , vi, vj , x, y)

x ==:
INTEGER

y ==:
INTEGER

Θ ==:
application start: (0, 0, 0)

Fig. 4. Spatial composition of the ‘Newsclip’ MAP

whererij denotes a topological-directional relationship (from
Fig. 2) between two objects andvi, vj denote the closest
vertices of the two objects (see definition above).

In this section, we proposed a model for representing
spatio-temporal composition in pre-orchestrated MAPs. In
the next subsection, we illustrate the potential of the model
by means of a sample application.

3.4 A sample multimedia composition

In this section, we describe a composite MAP corresponding
to a TV news clip in terms of spatio-temporal relationships
as defined above. The high-level scenario of the application
is the following.

“The News clip starts with presentation of image A (lo-
cated at point50, 50 relative to the application originΘ).
At the same time, a background music E starts. Ten seconds
later a video clip B starts. It appears to the right side (18 cm)
and below the upper side of A (12 cm). Just after the end of
B, another MAP starts. This MAP (calledFashion clip)
is related to fashion. The Fashionclip consists of a video
clip C that presents the highlights of a fashion show and
appears 7 cm below (and left-aligned to) the position of B.
Three seconds after the start of C, a text logo D (e.g., the de-
signer’s logo) appears inside C, 8 cm above the bottom side
of C, aligned to the right side. D will remain for 4 s on the
screen. Meanwhile, at the 10th second of the News clip, the
TV channel logo (F) appears at the bottom-left corner of the
application window. F disappears after 3 s. The application
ends when music background E ends.”

The spatial composition (screen layout) of the above sce-
nario is illustrated in Fig. 4, while the temporal one is illus-
trated in Fig. 5.

The objects to be included in a composition tuple of a
MAP are those that are spatially and/or temporally related. In
our example (Newsclip), A and B and Fashionclip should
be in the same composition tuple, since A relates to B and
B relates to Fashionclip. On the other hand, F is not related
to any other object, neither spatially nor temporally, so it
composes a different tuple. The above spatial and temporal
specifications defined by the author in a high-level GUI are
transformed into the following representation according to
the model primitives defined in Subsect. 3.3.

// News Clip
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Fig. 5. Temporal composition of the ‘Newsclip’ MAP

composition ={r1, r2}
r1 = Θ [( , , , , ), (>0>)]

E [( , , , , ), (<0!)]
News

r2 = Θ [(r1 1, , v2, 50, 50), (>0>)]
A [(r11 13, v3, v2, 18, 12), (>10>)]
B [(r13 6, v1, v2, 0,−7), (>0>)]
Fashionclip

r3 = Θ [( , , v1, 0, 300), (>10>)]
F

// Fashion clip
composition ={r4}
r4 = Θ [( , , v2, 0, 0), (>0>)]
C [(r9 10, v4, v4, 0, 8), (>3>)]
D

It is important to stress thatΘ in composition tupler4 rep-
resents the spatio-temporal origin of the Fashion clip. In
this example, we have a composition of MAPs. It has to be
stressed that, when the host MAP (i.e., Newsclip) ends,
all the MAPs started by it are also stopped (i.e., Fash-
ion clip). There is an issue regarding the mapping of the
spatio-temporal specifications into the composition tuples:
the classification of involved objects. The proposed proce-
dure is the following. For each objectAi, we check whether
it is related to objects already classified in an existing tuple.
If the answer is positive,Ai is classified in the appropriate
composition tuple (a procedure that possibly leads to reorga-
nization of the tuples). Otherwise, a new composition tuple,
composed byΘ andAi, is created.

The composition model should satisfy the following cri-
teria:

– completeness: i.e., the available operators of the model
suffice for representing any spatio-temporal relationship
between objects, and

– correctness: i.e., each specification of a spatial compo-
sition si leads to a different representation expression
ri.

We claim that the proposed model iscompleteand correct.
In particular, it is complete because the set of operators that
was exploited may represent all spatio-temporal relationships
among objects in a MAP. However, we do not provide for-
mal proof in this paper. This is an issue of our current re-
search.

The objects to be included in a composition tuple are
those that are spatially and/or temporally related to each

other. During the application development process, it is prob-
able (especially in the case of complex and large applica-
tions) that authors would need information related to the
spatio-temporal features of the MAP (TV clip in the case of
the example). The related queries, depending on the spatio-
temporal relationships that are involved, may be classified
in the following categories.

– pure spatial or temporal query: only a temporal or a spa-
tial relationship is involved in the query. For instance,
“which objects temporally overlap the presentation of test
logo D?”, “ which objects spatially lie above object D in
the application window?”,

– spatio-temporal query: where such a relationship is in-
volved. For instance, “which objects spatially overlap
with object D during its presentation?”.

– layout query: spatial or temporal layouts of the applica-
tion. For instance, “what is the screen layout at the 22nd
second of the application?”, “ which objects are presented
between the 10th and the 20th second of the application?”
(temporal layout).

A simple serial storage scheme which includes the ob-
jects’ spatial and temporal coordinates is an inefficient so-
lution, since typical MAPs include thousands of objects.
Hence, indexing techniques that would efficiently handle
spatial and temporal characteristics of objects need to be
adopted. In the next section, we propose such efficient in-
dexing mechanisms, in order to support such queries in the
context of MAP authoring. Here, it should be stressed that,
in this research work, we do not deal with queries related to
the content of the objects (content-based queries), but only
to their spatio-temporal extents and relationships.

4 Indexing techniques for large MAPs

As discussed in previous sections, MAPs usually involve
a large number of media objects, such as images, video,
sound and text. The quick retrieval of a qualifying set,
among the huge amount of data, that satisfies a query based
on spatio-temporal relationships is necessary for the effi-
cient construction of a MAP. The multimedia scenario rep-
resented in terms of composition tuples essentially represents
the spatio-temporal relationships among the multimedia ob-
jects according to the authors requirements. From these re-
lationships the absolute objects’ spatio-temporal coordinates
may be determined. Spatial and temporal features of objects
are then identified by six coordinates: the projections on x-
(pointsx1, x2), y- (pointsy1, y2), and t- (pointst1, t2) axes2.
A serial storage scheme, maintaining the objects character-
istics as a set of seven values (id,x1, x2, y1, y2, t1, t2) and
organizing them into disk pages, is not an efficient solution,
since lack of ordering leads to the access of all pages for
answering any query, like the example queries of Sect. 3.
However, this scheme will be used as the baseline for the
evaluation of our proposals in Sect. 5.

A more efficient, but still simplistic, solution (as will be
presented next) is based on the maintenance of three disk

2 We adopt a unified 3D workspace for space (two dimensions) and time
(one dimension) features.
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Fig. 6. A simple (spatial and temporal) indexing scheme

arrays that keep low coordinates of objects (i.e.,x1, y1, and
t1) separately in a sorted order3. Several queries involving
spatio-temporal operators, among the ones presented at the
end of Sect. 3, require the retrieval of one array only, using
“divide-and-conquer” techniques. Temporal layout queries
(such as query 5) belong to this group. However, the major-
ity of queries involves information about more than one axis.
Hence, the retrieval of more than one array and the subse-
quent combination of the answer sets is necessary for such
cases. As a conclusion, efficient indexing mechanisms that
could combine spatio-temporal characteristics of objects in
order to efficiently support a wide range of spatio-temporal
operators need to be present in a MAP authoring tool. In
the next subsections, we propose two indexing schemes and
their retrieval procedures.

4.1 Indexing schemes

4.1.1 A simple spatial and temporal indexing scheme

A simple indexing scheme that could be able to handle spa-
tial and temporal characteristics of media objects consists of
two indices:

– a spatial (2D) indexfor spatial characteristics (id, and
x1, x2, y1, y2 values) of the objects, and

– a temporal indexfor temporal characteristics (id, andt1,
t2 values) of the objects.

In the literature concerning the area ofspatial databases,
several data structures have been proposed for the manipu-
lation of spatial data (a survey can be found in [Same90]).
Among others, R-trees [Gutt84, Beck90] seem to be the
most efficient ones. On the other hand, the manipulation
of temporal information can be supported either by one-
dimensional versions of the above data structures (since all
of them have been designed forn-dimensional space in gen-
eral) or by specialized temporal data structures (e.g., segment
trees [Bent75]). For uniformity reasons, we select a single
multi-dimensional data structure (R-tree) to play the role of
the spatial (2D R-tree) and temporal (1D R-tree) index. The
above indexing scheme is illustrated in Fig. 6.

3 Instead of using low- coordinates one can select high- coordinates (or
six arrays with low- and high- coordinates). It is a decision that affects
neither the discussion that will follow nor its conclusions.

The R-tree is a height-balanced tree which consists of
intermediate and leaf nodes. Objects’ approximations (com-
monly MBRs) are assumed to be stored in the leaf nodes
of the tree. Intermediate nodes are built by grouping rectan-
gles (or hyper-rectangles, in general) at the lower level. An
intermediate node is associated with some rectangle which
encloses all rectangles that correspond to lower level nodes.
Formally,

– a leaf nodeis of the form (oid, RECT ), whereoid is an
object identifier and is used to refer to an object in the
database andRECT is the MBR approximation of the
data object, i.e., it is of the form (pl−1, pl−2, . . . , pl−n,
pu−1, pu−2, . . . , pu−n) which represents the 2n coordi-
nates of the lower left (pl) and the upper right (pu) corner
of an n-dimensional (hyper-) rectanglep, and

– an intermediate node is of the form (ptr, RECT ), where
ptr is a pointer to a lower level node of the tree and
RECT is a representation of the rectangle that encloses
spatially the children nodes.

Currently, the R-tree index is integrated in commercial
DBMSs such as ILLUSTRA [Ubel94]. In the case of other
traditional database systems (like ORACLE, SYBASE, etc.),
the R-tree code cannot be integrated, thus an interface layer
should be implemented so that the R-tree implementation
could communicate with the database. Concerning perfor-
mance, in principle, the architecture does not affect the per-
formance, since R-tree is a disk-resident structure and the
only factor that is taken into account for estimating perfor-
mance is the number of disk accesses.

We claim that the adoption of the above indexing scheme
improves the retrieval of spatio-temporal operators compared
to the “sorted arrays” scheme. Even for complex operators,
where both tree indices need to be accessed (e.g., for the
overlapduring operator), the cost of the two indices’ re-
sponse times are expected to be lower than the retrieval cost
of the (three) arrays.

A weak point of the above scheme has been already
mentioned. The retrieval of objects according to their spatio-
temporal relationships (e.g., theoverlapduring one) with
others demands access to both indices and, in a second phase,
the computation of the intersection set between the two an-
swer sets. Access to both indices is usually costly and, in
many cases, most of the elements of the two answer sets
are not found in the intersection set. In other words, most
of the disk accesses to each index separately are useless.
An efficient solution to that problem is the merging of the
two indices (the spatial and the temporal one) in a unified
mechanism. This scheme is proposed in the next subsection.

4.1.2 A unified spatio-temporal indexing scheme

The proposed unified indexing scheme consists of only one
index: aspatial (3D) indexfor the complete spatio-temporal
information (location in space and time coordinates) of the
objects. If we assume that the R-tree is an efficient spatial
indexing mechanism, then the unified scheme is illustrated
in Fig. 7.

The main advantages of the proposed scheme, when
compared to the previous one, are the following:
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Fig. 7. A unified (spatio-temporal) indexing scheme

– the indexing mechanism is based on a unified framework.
Only one spatial data structure (e.g., the R-tree) needs to
be implemented and maintained.

– Spatio-temporal operators are more efficiently supported.
Using the appropriate definitions, spatio-temporal oper-
ators are implemented as 3D queries and retrieved using
the 3D index. So the need for the intersection procedure
is eliminated.

The evaluation of the two proposed indexing schemes against
each other, against the “sorted-arrays” and the serial storage
ones, will be described in Sect. 5, where analytical models
that predict the performance of each scheme will be pre-
sented. In the rest of this section, we will describe the re-
trieval process of such operators when the unified indexing
scheme is available within a MAP authoring tool.

4.2 Retrieval of spatio-temporal operators using R-trees

The majority of multidimensional data structures, such as
the R-tree family, have been designed as extensions of the
classic alphanumeric index, the B-tree. They usually divide
the plane into appropriate sub-regions and store these sub-
regions in hierarchical tree structures. Objects are repre-
sented in the tree structure by an approximation (the MBR
approximation being the most common one) instead of their
actual scheme, for simplicity and efficiency reasons.

Unfortunately, the relative position of two MBRs does
not convey full information about the spatial (topological,
direction, distance) relationship between the actual objects.
For this reason, spatial queries involve the following two-
step strategy [Oren86].

– Filter step.The tree structure is used to rapidly eliminate
objects that could not possibly satisfy the query. The
result of this step is a set of candidates which includes
all the results and possibly some false hits.

– Refinement step.Each candidate is examined (by using
computational geometry techniques). False hits are de-
tected and eliminated.

In order to retrieve objects that belong to the answer set
of a spatio-temporal operator, with respect to a reference
object q, we have to specify the MBRs that could enclose
such objects and then search the R-tree nodes that could
contain such MBRs. This technique was proposed and im-
plemented in [Papa97], in order to support spatial operators
of high resolution (e.g.,meet, contains) that are popular in
GIS applications.

As an example, Fig. 8 shows how the MBRs correspond-
ing to the representations of the objects are grouped and
stored in the 3D R-tree of our unified scheme. We assume a
branching factor of 4, i.e., each node contains at most four
entries. At the lower level, MBRs of objects are grouped
into two nodesR1 andR2, which, in turn, compose the root
of the index. Assume a spatio-temporal query involving the
overlapduring operator, with D being the reference object
q. In order to answer this query, onlyR2 is selected for
propagation. Among the entries ofR2, objects C and (ob-
viously) D are the ones that constitute the qualified answer
set. Note that only the right sub-tree of the R-tree index of
Fig. 8a was propagated in order to answer the query. The
rate of the accessed nodes heavily depends on the size of
the reference objectq and, of course, on the kind of the op-
erator (more selective operators result in smaller number of
accessed nodes).

Consider now a spatial query involving theoverlapop-
erator, with D being the reference objectq. Since the query
gives no temporal information on the reference object, the
unified scheme transforms it to a large cube that covers the
whole t-axis. In this case, the simple scheme, could be more
efficient, since the 2D R-tree which is dedicated to spatial
information of objects is able to answer the query. Simi-
larly, a query involving theduring operator could also be
efficiently supported by the simple scheme.

A special type of queries, which are of interest in MAP
authoring, includesspatial or temporal layout retrieval. In
other words, queries of the type “Find the objects and their
position on screen at theT0 second” (spatial layout) or “Find
the objects that appear in the application during the(T1, T2)
temporal segment and their temporal duration” (temporal
layout) need to be supported by the underlying scheme. As
we will present next, both types of queries are efficiently
supported by the unified scheme, since they correspond to
theoverlapduring operator and an appropriate reference ob-
ject q: a rectangleq1 that intersects the t-axis at pointT0,
or a cubeq2 that overlaps the t-axis at the (T1, T2) segment,
respectively. The reference objectsq1 andq2 are illustrated
in Fig. 9a. In a second step, the objects that compose the an-
swer set are filtered in main memory in order to design their
positions on the screen (spatial layout) or the intersection of
their t-projections to the given temporal segment (temporal
layout).

The ‘layout’ type of queries could be processed as de-
scribed above. In particular, the screen layout at the 22nd
second of the application, could be obtained by exploiting
the reference objectq1 at the specific time instanceT0 = 22 s.
The result would be a list of objects (the identifiers of the
objects, their spatial and temporal coordinates) that are dis-
played at that temporal instance on the screen. This result
may be visualized as a screen snapshot with the objects that
are included in the answer set drawn in that (Fig. 9b). As for
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Fig. 8a,b. Retrieval ofoverlapduring operator using 3D R-trees

temporal layout query of Subsect. 3.4, it could be answered
using a 3D cubeq2 with area (Xmax−0)·(Ymax−0)·(T2−T1)
as the reference object, whereXmax · Ymax is the screen area
and (T2 − T1) is the requested temporal interval;T1 = 10
and T2 = 20 in our example. The result would be a list of
objects (the identifiers of the objects, their spatial and tem-
poral coordinates) that are included or overlapped with cube
q2. This result can be visualized towards a temporal layout
by drawing the temporal line segments of the retrieved ob-
jects that lie within the requested temporal interval (T2−T1)
(Fig. 9c).

On the other hand, the simple indexing scheme (consist-
ing of two index structures), as well as the ‘sorted-arrays’
scheme, are not able to give straightforward answers to the
above layout queries, since information stored in multiple
indices needs to be retrieved and combined.

In this section, we proposed several schemes for the in-
dexing of objects that appear in MAPs and presented the
retrieval procedure that concerns spatio-temporal operators
on these objects. In the next section, all schemes will be an-
alytically evaluated and compared to each other. Their com-
parison will result in general conclusions on the advantages
and disadvantages of each solution.

5 Estimation of the retrieval cost

We present an analytical model that estimates the perfor-
mance of R-trees on the retrieval ofn-dimensional queries.
The analytical formula is applicable to both R-tree-based
indexing schemes, if we keep in mind that the simple one
consists of one 2D R-tree and one 1D R-tree, while the uni-
fied one consists of one 3D R-tree. Using this model, we
can estimate the performance of both schemes and compare
their efficiency using several spatio-temporal operators.

a

b

c

Fig. 9a–c.Spatial and temporal layout retrieval using 3D R-trees.a Query
windows for spatial and temporal layout.b Spatial layout.c Temporal layout

5.1 Cost analysis of R-trees

Most of the work in the literature has dealt with the expected
performance of R-trees for processingoverlap queries, i.e.,
the retrieval of data objectsp that share a common area with
a query windowq [Page93, Falo94b, Theo96b]. More par-
ticularly, let N be the total number of data objects indexed
in an R-tree,D the density of the data objects in the global
space andf the average capacity of each R-tree node. If we
assume that the average size of a query windowq is

∏n
i=1 qi,

then the expected retrieval cost (number of disk accesses) of
an overlapquery using R-trees is [Theo96b]:

C(q) = 1+

1+dlogf N
f e∑

j=1

{
N

f j
·

n∏
i=1

((
Dj · f j

N

)1/N

+ qi

)}
,(1)
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where the average density of the R-tree nodesDj at each
level j is given by

Dj =

{
1 +

(Dj − 1)1/N − 1
f1/N

}n

. (2)

Hence,Dj can be computed recursively usingD0 which
denotes the densityD of the data MBRs, or, in other words,
node density at each level of the R-tree is a function of
the density of the dataset. Qualitatively, this means that the
retrieval costC(q) of an overlapquery is estimated by only
using knowledge of the dataset (numberN and densityD
of data) and the query windowq with no need to construct
the tree structure.

Since Eq. 1 expresses the expected performance of R-
trees onoverlap queries using a query windowq, in order
to estimate the retrieval cost of a spatio-temporal operator
R(p, q), we need the following transformation:R(p, q) ⇒
overlap(p, Q). In other words, the retrieval of a spatio-
temporal operator using R-trees is equivalent (in terms of
cost) to the retrieval of anoverlap query using an appro-
priate query windowQ. The necessary transformation Q
for each operatorR should take into consideration the cor-
responding constraint of the intermediate nodes, because
only these nodes are important when estimating the re-
trieval cost [Papa95]. For the spatio-temporal operators that
we consider in this paper, the appropriate query window
Q = (Qx1, Qx2, Qy1, Qy2, Qt1, Qt2) for the unified scheme
(or Q = (Qx1, Qx2, Qy1, Qy2), Q = (Qt1, Qt2) for the simple
scheme) is defined in Table 2, as a function of the original
query windowq = (qx1, qx2, qy1, qy2, qt1, qt2).

Using information from Table 2 and Eq. 1 we can es-
timate the expected cost for the query windowQ, which
equals the expected costC(R) for the retrieval of a spatio-
temporal operatorR. The accuracy of the above analytical
model has already been evaluated on spatial relationships of
varying selectivity (e.g.,inside, near, northeast, and com-
binations) in [Theo95]. Intuitively, we assume that the uni-
fied scheme should be the most efficient solution when both
spatial and temporal information are included in the query,
while, in the rest of the cases, the simple scheme seems to
be preferable. The accuracy of these intuitive conclusions
will be examined in the next subsection, where the above
analytical model will be used as a basis for the analytical
comparison of the proposed schemes.

5.2 Analytical comparison of the indexing schemes

In order to compare the efficiency of each proposed scheme
on the retrieval of spatio-temporal operators, we assumed a
MAP including 10,000 objects of the following distribution:

– a portion of 75% characterized by small projections on
the three axes (x, y, t), e.g., text or video that cover a
small space on the screen and last a short time,

– a portion of 15% characterized by zero projection on the
two axes (x, y) and small projection on the third axis (t),
e.g., sounds that cover zero space on the screen and last
a short time,

– a portion of 5% characterized by small projections on
the two axes (x, y) and large projection on the third axis

(t), e.g., heading titles or logos that cover a small space
on the screen and last a long time, and

– a portion of 5% characterized by large projections on the
two axes (x, y) and small projection on the third axis (t),
e.g., full text or background patterns that cover a large
space on the screen and last a short time.

We consider the above distribution to be a typical distri-
bution of media objects in a MAP and we use it for the
comparison of the alternative indexing schemes. Different
distributions of objects are also supported in a similar way
by adapting their densityD.

For the analytical estimates we used Eq. 1 and the fol-
lowing values: amount of data objectsN = 10, 000 (8,500)
for the 1D and 3D (2D) R-tree indices, density of data ob-
jects D = 145, 145, 1.6 for the 1D, 2D, and 3D indices,
respectively, and average node capacityf = 0.67·M , where
M = 84, 50, 35 for 1D, 2D, and 3D R-trees, respectively4.
The sizes of the reference objectsq varied from 0% up to
50% of the global space per axis, while the corresponding
query windowsQ for each combination of R-tree index and
operator were formulated in Table 2. Table 3 summarizes the
comparative results for the operators discussed in the paper.
For uniformity reasons, we set the cost of serial retrieval to
be 100% and express the costs of the “sorted-arrays” scheme
and the indexing schemes proposed in Sect. 4 as portions of
that value.

The cost of serial retrieval is computed as follows. Each
object representation requires a space of 28 bytes (4 bytes
× 7 numbers). If we set the size of a disk page to be
1024 bytes, then a page contains 36 (= 1024/28) objects.
Hence, 278 pages are required to store 10,000 objects. All
of these pages should be accessed in order to answer any
spatio-temporal operator.

The cost of the ‘sorted-arrays’ scheme is computed as
follows. The scheme consists of three arrays which contain
the id plus the low (as primary key) and high (as secondary
key) coordinate of each object per axis. Hence, each object
representation requires a space of 12 bytes (4 bytes× 3 num-
bers). Since a page of 1024 bytes contains 85 (= 1024/12)
objects, each array includes 118 (= 10, 000/85) pages. The
retrieval cost per operator is a ratio of the total amount of
118 pages and is computed by using classic “divide-and-
conquer” techniques with respect to the constraints that char-
acterize each operator (i.e., logarithmic cost per array for se-
lective almost exact match queries, such asduring and about
50% of the total cost per array for non-selective queries, such
asoverlap, above, before, etc.).

The costs of the indexing schemes have been already
discussed in Subsect. 5.1, with Eq. 1 being used for their
computation.

Several conclusions arise from the analytical comparison
results presented in Table 3.

4 The number of data objects stored in the 2D index is less than those
stored in the 1D and 3D indices, because zero-space objects (e.g., sounds)
are not included in the dataset of the 2D index. TheD values are implied
from the above distribution if we assume that small (large) space corre-
sponds to 5% (50%) of the screen and a short (long) period of time cor-
responds to 1% (10%) of the whole duration of the application. The 67%
capacity is a typical value for R-trees and variants, while theM values
represent the maximum node capacity for pages of 1024 bytes.
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Table 2. Query windowsQ for spatio-temporal operators

Operator 1D R-tree 2D R-tree 3D R-tree
overlap – Q = (qx1, qx2, qy1, qy2) Q = (qx1, qx2, qy1, qy2, 0, 1)
above – Q = (0, 1, qy2, 1) Q = (0, 1, qy2, 1, 0, 1)
during Q = (qt1, qt2) – Q = (0, 1, 0, 1, qt1, qt2)
before Q = (0, qt1) – Q = (0, 1, 0, 1, 0, qt1)
overlapduring – – Q = (qx1, qx2, qy1, qy2, qt1, qt2)
overlapbefore – – Q = (qx1, qx2, qy1, qy2, 0, qt1)
aboveduring – – Q = (0, 1, qy2, 1, qt1, qt2)
abovebefore – – Q = (0, 1, qy2, 1, 0, qt1)

Table 3. Comparison of indexing schemes (with respect to serial storage
cost)

Operator “sorted-arrays” Simple scheme Unified scheme
scheme (one 1D plus (one 3D R-tree)

one 2D R-tree)
overlap 40%–45% 5%–10% 5%–15%
above 20%–25% 45%–50% 80%–95%
during 1% 2%–10% 25%–45%
before 20%–25% 25%–35% 80%–95%
overlapduring 40%–45% 5%–20% 1%–5%
overlapbefore 60%–70% 35%–40% 3%–10%
aboveduring 20%–25% 55%–60% 15%–25%
abovebefore 40%–50% 70%–85% 50%–65%

– The intuitive conclusion that the simple R-tree scheme
would outperform the unified one when dealing with op-
erators that keep only temporal or spatial information,
while the opposite would be the case for spatio-temporal
operators, is valid. The first four operators are more effi-
ciently supported by the simple scheme, while the cost of
the unified scheme is usually two or three times higher.
The reverse situation appears for the last four operators.

– Both schemes based on R-trees are much more efficient
than the serial storage scheme for all operators. For the
most selective ones (overlap, during, overlapduring),
the improvement is at a level of one or even two orders
of magnitude, compared to the serial cost. For the least
selective ones (above, before, abovebefore), the cost of
the most efficient scheme is a 1/4 up to a 1/2 portion of
the serial cost.

– The ‘sorted-arrays’ scheme is shown to be a compet-
itive solution. It always outperforms the serial storage
scheme (its cost being usually a 1/5 up to a 3/5 portion
of the serial cost). In comparison with the two indexing
schemes based on R-trees, it is the winner when opera-
tors of very low selectivity (above, before, abovebefore)
are involved, while, for the rest of the cases, it remains
an efficient alternative solution.

A graphical comparison of the three schemes as compared
to the serial one appears in Fig. 10.

The above conclusions are, more or less, expected. How-
ever, in real-world cases, a mixture of temporal, spatial and
spatio-temporal operators needs to be supported. Then, se-
lecting the most efficient scheme for such mixed require-
ments arises. In [Theo96a], we propose guidelines for deal-
ing with this issue. The average costs of the alternative in-
dexing scheme based on R-trees are evaluated when: all eight
operators are used, or only the most selective (inclusive)
ones are involved, or when only the least selective (exclu-
sive) operators are involved. The main conclusion from this

discussion is the following. If we distinguish between high
and low selective operators, then the thresholds shift right
(high selective operators) or left (low selective operators).
In other words, when dealing with selective operators, the
simple scheme is sometimes preferable, even if the majority
(up to 65%) of the queries involve spatio-temporal infor-
mation. It is a choice of the multimedia database designer
to select the most preferable solution, with respect to the
requirements of the MAP author.

6 Conclusion

Authoring complex MAPs that involve a large number of
media objects is a complicated task, keeping in mind the
large set of possible relationships and events that may be
encountered in the application context, as well as the var-
ious potential combinations of these parameters. Thus, the
need for a scheme that will support the authors in manag-
ing the large number of objects and spatio-temporal rela-
tionships among them is required. Current authoring tools
do not provide such facilities. The mechanism we propose
provides support for queries, before application execution,
related to the application scenario, and more specifically,
to spatio-temporal relationships among media objects (i.e.,
“does object A spatially overlap with object B in the appli-
cation?” or “ which objects temporally overlap with object
A?”). Moreover, authors may request spatio-temporal lay-
outs of the application at specific spatial and/or temporal
instances (i.e., “which objects appear in the application at a
specific time instance”, or “ what is the spatial (screen) layout
at a specific time instance during the application”, or “ what
is the temporal layout of the application in terms of temporal
intervals”).

In this paper, we presented

– a model for the declarative representation of spatio-
temporal composition in the context of large MAPs,

– an efficient indexing mechanism for such applications
based on R-trees.

With regard to the MAP model, the motivation for this
research work was the lack of a complete declarative ap-
proach for representation of spatio-temporal composition
of objects in current multimedia document standards (Hy-
Time [Newc91], MHEG [ISO93]) and authoring tools (Ap-
ple / SCRIPTX [Scri96], Assymetrix / ToolBook [Assy94],
Macromedia / MacroMind Director [Makr94]). An inte-
grated high-level model to facilitate the above-mentioned
requirements would be of benefit to application designers
and developers and presents the following advantages.
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Fig. 10.Comparison of the retrieval
cost of the three indexing schemes
(% of the serial storage cost)

– Explicit mapping between author high-level spatio-tem-
poral specifications into a declarative uniform specifica-
tion. Spatio-temporal relationships (instead of their ab-
solute coordinates) are retained. This enables answering
queries based on spatio-temporal relationships among the
objects.

– Formal specification of a MAP, which will allow the
use of software-engineering methodologies (quality and
maintenance) in this area.

– Separation of application specification from the appli-
cation content, which enables reusability of the MAP
functionality specifications for other cases with similar
functionality but different content.

As for the indexing schemes, we are based on indexing spa-
tial and temporal presentation features of the media objects
during the application. We propose two indexing schemes
based on the R-tree data structure; the first scheme includes
one 1D and one 2D R-tree that separately index temporal and
spatial characteristics of objects, respectively, while the sec-
ond scheme includes one 3D R-tree that indices the spatio-
temporal characteristics of objects, considering time to be
the third axis of the coordinate system. We evaluated the
two schemes against the serial storage scheme and a scheme
using disk-resident sorted arrays, and presented guidelines
that help one to select the most appropriate solution.

The composition model we proposed has a considerable
limitation: it does not support interaction handling in terms
of events, while it covers the case of pre-orchestrated scenar-
ios (i.e., the spatio-temporal ordering of objects in the appli-
cation is pre-defined). Specifically for the indexing mecha-
nism, a limitation of our approach is that it does not support
interactive scenarios, due to the non-deterministic spatial and
temporal occurrences of the objects.

We claim that there is a lot of potential in this area. We
plan to address the following research issues in the future:

– automatic composition tuple extractionfrom spatio-tem-
poral specifications.

– design of a GUIthat fulfills the requirements of design-
ing, verifying and testing complex spatio-temporal com-
position of objects in the context of MAPs,

– modeling of events, in order to provide the ability of han-
dling user interactivity. Modern applications are heavily
based on user interaction, which may be represented in
terms of events. Embedding of such events in our model
would result in a powerful tool for authors of interactive
multimedia applications,

– constraint checking: a multimedia scenario involves a lot
of objects which may be related in various ways. These
relations may lead to inconsistencies. Such issues should
be further investigated.

In a parallel way, the proposed unified indexing scheme
could be further extended towards:

– scenario rendering based on the indexing scheme: the
model we proposed could also be used during the exe-
cution phase of the scenario. In this case, the appropriate
media would be quickly located on the basis of the sce-
nario,

– indexing of interactive scenarios: the indexing scheme
should be modified, in order to cover the case of inter-
active scenarios, where the spatio-temporal presence of
an object depends on the occurrence of events.
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