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Abstract. The cumbersome nature of wired interfaces of-
ten limits the range of application of virtual environments.
In this paper, we discuss the design and implementation of
a novel system, called ALIVE, which allows unencumbered
full-body interaction between a human participant and a rich
graphical world inhabited by autonomous agents. Based on
results obtained with thousands of users, the paper argues
that this kind of system can provide more complex and very
different experiences than traditional virtual reality systems.
The ALIVE system significantly broadens the range of po-
tential applications of virtual reality systems; in particular,
the paper discusses novel applications in the area of training
and teaching, entertainment, and digital assistants or inter-
face agents. We give an overview of the methods used in
the implementation of the existing ALIVE systems.
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1 Introduction

Virtual environments allow a user to be embedded into a
computer-generated environment. Most interfaces to these
environments require the use of gloves, goggles, and/or a
helmet, and offer limited interactions including only hand
gestures and the ability to change viewpoint. (Notable ex-
ceptions are [10, 15, 21], discussed below.) The cumbersome
nature of the equipment and the limited nature of the inter-
action in these interfaces has proven to restrict the range of
applications that have used this type of technology.

In this paper, we discuss the design and implementation
of a novel system called ALIVE, an “Artificial Life Inter-
active Video Environment”, that allows wireless full-body
interaction between a human participant and a rich graphi-
cal world inhabited by autonomous agents. We use a single
video camera to obtain a color image of a person, which we
composite into a 3D graphical world. The resulting image is
projected onto a large screen that faces the user and acts as a
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type of “magic mirror” (Fig. 1): the user sees his/herself sur-
rounded by objects and agents. No goggles, gloves, or wires
are needed for interaction with the virtual world. Computer
vision and audition techniques are used to extract informa-
tion about the person, such as his/her 3D location, the po-
sition of various body parts as well as simple gestures and
utterances. We combine active sensing and domain knowl-
edge to achieve robust and realtime performance on these
tasks.

The virtual world in our system is inhabited by inani-
mate objects as well as agents. Agents are modeled as au-
tonomously behaving entities that have their own sensors
and goals and that can interpret the actions of the partici-
pant and react to them in “interactive-time”. Because of the
presence of these semi-intelligent entities, the system does
not only allow for the obvious direct-manipulation style of
interaction, but also for a more powerful, indirect style of
interaction in which gestures can have more complex mean-
ings, which may vary according to the situation in which the
agents and user find themselves.

Based on results obtained with real users in several pub-
lic forums where the ALIVE system has been installed, this
paper argues that (1) the “magic mirror” approach has sev-
eral advantages over head-mounted display-based virtual re-
ality systems for certain applications, and (2) virtual worlds
including autonomous agents can provide more complex and
very different experiences than traditional interactive virtual
environments. The ALIVE system significantly broadens the
range of potential applications of virtual reality systems; in
particular, we discuss applications in the area of training and
teaching, entertainment and participatory theater, and last but
not least, telecommunication and interface agents.

The following sections discuss how autonomous agents
are modeled in the ALIVE system, how vision algorithms
are used to implement a wireless full-body interface, and
how the agents we have devised interact with people. We
conclude with a discussion of the experiences of users of
our installations, issues for further study, and possible novel
applications now possible with this new interface.
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Fig. 1. The ALIVE “Magic-Mirror”: a user sees himself in a virtual world

Fig. 2. Simple vision routines extract figure from background and label salient points of contour

Fig. 3. Image of user is composited with computer graphics. Here the dog responds to pointing gesture by sitting

Fig. 4. Another example of a recognized gesture. Dog walks in direction indicated by user

Fig. 5. dog shakes hands with user. Dog responds to hand gestures differently, depending on stance of user

Fig. 6. Image of dog standing on hind legs to mimic user’s gesture
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2 Modeling agents

One important feature of the ALIVE system is that it al-
lows the user to interact, in natural and believable ways,
with autonomous semi-intelligent agents. Our agents have a
set of internal needs and motivations, a set of sensors with
which to perceive their environment, a repertoire of activi-
ties which they can perform, a motor system which allows
them to move in and act on the virtual environment and a
behavior system which chooses, in real time, the set of ac-
tivities to perform given the internal needs of the agent and
the opportunities presented by the environment. The agent’s
state and geometry is updated according to the motor activi-
ties associated with the chosen behaviors and is re-rendered
on every time-step. The user’s location and hand and body
gestures affect the behavior of the agents, and the user re-
ceives visual as well as auditory feedback about the agents’
internal state and reactions.

A number of researchers have taken an artificial intelli-
gence approach to animation, in which the animated agents
perform some actions in response to their perceived environ-
ment. Reynolds [28] was among the first to apply behavior-
based animation to computer graphics (see also [7, 33]).
This work, together with the work of Raibert and Hodgkins
[26], Girard and Maciejewski [18], McKenna and Zeltzer
[24], and Badler et al. [2] has focused primarily on mod-
eling single behaviors (e.g. flocking, walking, etc.), and on
the problems of motion planning and motor control. Some
researchers, including Badler et al. [2], Zeltzer [36] and the
Thalmanns [30] have begun to propose more general archi-
tectures for behavior-based animated characters. Most re-
cently, Tu and Terzopoulos [31] have modeled autonomous
animated fish. Their model incorporates a “physics-based”
model of fish locomotion and motor control, a perception
system utilizing synthetic vision, and a behavior system
which models a number of fish behaviors. While very im-
pressive, the system’s design is closely tied to the specifics
of fish locomotion and behavior.

A number of other researchers have focused on building
systems in which animated agents interact, in realtime, with
the user. Joe Bates’ Woggle world combines behavior mod-
els with ideas from traditional animation to explore what he
calls “believable agents” [4]. Bates’ agents can have fairly
complex interactions, despite the user interaction being lim-
ited to moving a mouse. Fisher’s [17] Menagerie system
allows a user to interact with animated agents in real time
using goggles. In contrast with behaviors in the ALIVE sys-
tem, these agents typically are engaged in a single high-level
behavior, for example, flocking. A major difference between
the ALIVE system and these others is the combination of
both behavioral and motivational complexity in the creature
model, and the use of a vision interface with which these
behaviors can use the user’s actual position, body pose, and
hand gestures as sensory input.

The ALIVE system incorporates a behavior modeling
tool kit for developing semi-intelligent autonomous agents
and their interaction with one another and with the user
[5, 6]. This tool kit is the result of our long-term research
into architectures for adaptive autonomous agents [22]; its
goal is to produce agents that choose the set of activities
on every time step that “make the most sense” given the

agent’s internal needs and motivations, past history, and the
perceived environment with its attendant opportunities, chal-
lenges and changes.

Deciding on the right set of actions is complicated by
a number of factors. For example, due to the problems in-
herent in sensing and perception, an agent’s perception of
its world is likely to be incomplete at best, and completely
erroneous at worst. Moreover, there are typically compet-
ing goals which work at cross-purposes (e.g. moving toward
food may move the agent away from water). Ideally, an agent
will neither dither among competing activities nor pursue an
unattainable goal to the exclusion of lower priority but at-
tainable goals. External opportunities need to be weighed
against internal needs in order to provide just the right level
of opportunistic behavior. Actions may be unavailable or
unreliable. To successfully produce competent autonomous
action over extended periods of time, the agent’s behavior
system must provide solutions to these problems, as well as
others. See [5] and [6] for a detailed discussion of how our
archictecture addresses these issues.

When using the behavior tool kit to build an agent, the
designer specifies:

– The virtual sensors of the agent.Virtual sensors are used
by the agents to sense other agents in the world includ-
ing the agent which acts as the virtual world’s represen-
tation of the user. Agents in ALIVE also use synthetic
vision for low-level obstacle avoidance and navigation.
See Reynolds et al. [28], Renault et al. [27] and Tu and
Terzopoulos [31] for other examples of this approach.

– The releasing mechanisms of the agent.Releasing mecha-
nisms are entities which identify behaviorally significant
stimuli from the agent’s set of sensors and transduce val-
ues which represent the behavior-specific strength of the
stimuli. For example, a dog may have a releasing mecha-
nism for detecting when the user’s hand is extended and
down and its value may be inversely proportional to the
distance of the dog’s nose from the user’s hand.

– The motivations or internal needs of the agent.Internal
needs are modeled as variables which may vary over
time. For example, a “dog” agent may have an internal
need to receive attention from the user. Whenever the
user pats the dog, this variable will temporarily decrease
in value and as a result the dog will be less motivated
to seek human attention.

– The behaviors of the agent.The behavior system of the
agent is organized as a distributed collection of goal-
directed, self-interested entities called behaviors or activ-
ities (e.g. “find-food”, “chase-hamster”). Behaviors rely
on input from relevant motivational variables and releas-
ing mechanisms to arrive at a “value” which represents
the importance or relevance of the behavior given the
agent’s state and environment. They compete on the ba-
sis of this value for control of the agent’s body (i.e. for
the prioritized privilege to issue motor commands to the
agent’s motor system). Behaviors may be organized into
groups of competing behaviors called behavior groups,
which, in turn, may be organized into loose hierarchies,
with the top of the hierarchies representing more general
behaviors (e.g. “find-food”) and the leaves representing
more specific behaviors (e.g. “chew”). The lowest level
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behaviors control the motor system, for example, mak-
ing the dog move a little to the left or right, or making
it bark in a certain way.

– The motor skills of the agent.The primitive actions of
the agent such as “walking”, “sitting”, “wagging tail”
etc. are called motor skills. Motor skills rely on kine-
matic and inverse-kinematic modeling to modify the un-
derlying geometry. Motor skills and the motor system in
general are defined in such a way that only motor skills
which are complementary may run concurrently. Thus,
the dog may “walk”, “look-at”, “wag-tail” and “growl”
all at the same time, but may not “walk” and “sit” con-
currently. In addition, the motor system supports blend-
ing of motor preferences by the behavior system. For ex-
ample, one behavior may express a preference to move
forward, and another to use a “bound”, and the result is
the agent moves forward using a bounding gait.

The ALIVE system creates a “special” 3D agent in the
environment to represent the user. The position and state of
that agent are based on the information computed by the
vision system on the basis of the camera image of the user,
as well as auditory cues [9]. Thus, the artificial agents can
sense the user using the same virtual sensors that they use to
detect objects and other agents. The person agent is rendered
in the final image using the live video image of the actual
user, or using a combination of graphics and texture-mapped
video in situations where bandwidth is limited.

3 A vision-based interface

We wish to create a non-intrusive interface to virtual worlds,
while allowing a rich and intuitive set of gestures to be used
in controlling and navigating that world. Passive computer
vision techniques hold great promise as an interface tool,
especially as available computational and video processing
power increases. We are currently at the point where sim-
ple, realtime computer vision techniques can provide the
types of information that had previously only been possible
with wired sensors, as well as providing information that has
heretofore been unavailable.

A wireless sensor, such as vision, has several additional
advantages over tethered goggles-and-gloves interfaces. It
provides a safer solution because the user can still see where
he/she is moving, and thus can avoid bumping into things,
or tripping over wires. Second, the user enjoys greater be-
havioral and expressive freedom. We observed that users of
the ALIVE system feel very uninhibited (we have have seen
users doing cartwheels, jumping jacks, etc). Finally, the user
ends up concentrating more on the environment itself, rather
than on the complex and unfamiliar equipment being used
to interact with that environment.

Other systems, such as the Visual Portal [15] and the
CAVE [10] system have solved many of the limitations of
traditional goggle-based environments through the use of
wireless batons and other sensors, thus avoiding both the
problems of a tethered display and viewpoint estimation
(head angle). Our system has the advantage that it is com-
pletely unencumbered, and works on users with no special
tools or marks. We also adopt a mirror paradigm, where

the user explicitly sees a representation of him/herself and
his/her relationship to other objects in the world.

The novel vision-based interface presented here was in-
spired by the pioneering work of Myron Krueger’s Video-
place system [21]. ALIVE and Videoplace differ primarily
in three respects. The first is that Videoplace focuses on 2D
rather than 3D worlds and interaction. A second difference is
our emphasis on modeling agents. Most of Krueger’s worlds
allow users to interact with other users, a notable exception
being the “critter”, a 2D animated sprite. Finally, the ALIVE
vision system is able to recognize hand and body gestures
as patterns in space and time.

Another system that bears similarities to ALIVE is the
Mandala system [32] which composites the user’s color im-
age with a virtual world that is sometimes video-based and
sometimes computer-animated. Unlike ALIVE, the Mandala
system only supports 2D and requires a chromakey back-
ground or specially colored manipulation objects; it does not
attempt to recognize parts of the user’s figure nor does it do
any gesture recognition. Other systems have been developed
for vision-based interactive graphics but have generally been
restricted to off-line analysis of either face or limb motion
[14, 29, 34]. (However, see [13] for a realtime facial analysis
system.)

We have developed a set of vision routines for perceiving
body actions and gestures performed by a human participant
in an interactive system. Vision routines in ALIVE acquire
the image of the user, compute a figure/ground segmentation,
and find the location of head, hands, and other salient body
features. We use only a single, calibrated, wide field-of-view
camera to determine the 3D position of these features. We
do assume that the background is fixed, although it can be
arbitrarily complex, and that the person is normally facing
the camera/screen. With the most recent version of our sys-
tem, the integration of the person and and localization of
his/her head or hand features in the world are performed us-
ing the following modules: figure-ground processing, scene
projection, hand tracking, and gesture interpretation.

To detect appropriate hand/face features and composite
the user’s image onto the magic mirror, the vision system
must isolate the figure of the user from the background (and
from other users, if present). This is accomplished by use of
spatially local pattern recognition techniques to characterize
changes in the scene, followed by connected-components
and morphological analysis to extract objects.

We assume the background to be an arbitrary, but static,
pattern. Mean and variance information about the back-
ground pattern are computed, and these statistics are used
to determine space-variant criteria for pixel class member-
ship. We will omit mathematical details of our segmentation
algorithm, for further reference see [35]. In general, we use
a hierarchical color classification to compute figure/ground
segmentation, using a Gaussian model of each background
pixel’s color and ann-class adaptive model of foreground
(person) colors. The classification takes care to identify pos-
sible shadow regions, and to normalize these region’s bright-
ness before the figure/ground classification. The classifica-
tion also makes use of Markov neighborhood statistics in
setting the priors for each pixel’s classification.

Once each pixel has been identified as most likely be-
longing to the user, we use connected components and mor-
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phological analysis to delineate the foreground region. This
analysis begins with a seed point at the centroid location
of the person in the previous frame; if this fails to grow
a sufficiently large region, random seed points are selected
until a stable region is found. Finally, we compute the con-
tour of the extracted region by chain-coding the connected
foreground region.

When the figure of the user has been isolated from the
background, we compute an estimate of its 3D location in
the world. If we assume the user is indeed sitting or stand-
ing on the ground plane, and we know the calibration of
the camera, then we can compute the location of the bound-
ing box in 3D. Establishing the calibration of a camera is
a well-studied problem, and several classical techniques are
available to solve it in certain broad cases [3, 19]. Typically,
these methods model the camera optics as a pinhole perspec-
tive optical system, and establish its parameters by matching
known 3D points with their 2D projection.

Knowledge of the camera geometry allows us to project
a ray from the camera through the 2D projection of the bot-
tom of the bounding box of the user. Since the user is on the
ground plane, the intersection of the projected ray and the
ground plane will establish the 3D location of the user’s feet.
The 2D dimensions of the user’s bounding box and its base
location in 3D constitute the low-level information about
the user that is continuously computed and made available
to all agents in the computer graphics world. The contour is
projected from 2D screen coordinates into 3D world coordi-
nates, based on the computed depth location of the person.
This is then used to perform video compositing and depth
clipping to combine the user’s video image with computer
graphics imagery.

One of the most salient cues used by the agents in our
world is the location of the user’s hands. We have imple-
mented a feature localization algorithm that determines hand
locations by searching within a window along the side of
the contour for extremal horizontal and vertical points. If
the highest point in the window is above the shoulder of
the user, we label that the hand, otherwise the horizontal
extremal point is used. The highest point within a window
of the contour located above the centroid of the foreground
region is labeled the head. These feature localization algo-
rithms are not infallible, but we have found they work well
in a wide range of conditions, especially if combined with
color space classification to identify the location of flesh
tones[35].

ALIVE improves on earlier systems in which only the 2D
position of the user’s hand was used to determine activation
of objects such as virtual buttons. The improvements avoid
inadvertent manipulation of objects, such as unintended ac-
tivation of buttons. The system uses combination of clues,
including 2D position of the hands, Z-position of the user’s
body, and gesture information to make sure that the user’s
intention is to actually manipulate an object. For example,
in order for the button to be pushed, the user has to perform
a “pointing gesture”, have the hand over the button in 2D
and be in the correct Z-plane.

Both the absolute position of hands, and whether they
are performing characteristic gesture patterns, are relevant
to the agents in the virtual world. We use pattern recog-
nition strategies to detect and classify these characteristic

gesture patterns. Static gestures, such as pointing, are com-
puted directly from the hand feature location. To recognize
dynamic gestures, we use a high-resolution, active camera
to provide a foveated image of the hands (or face) of the
user. The camera is guided by the computed feature loca-
tion, and provides images which can be used successfully in
a spatio-temporal gesture recognition method[12].

4 ALIVE environments

We have combined the behavior modeling and vision tech-
niques described above to construct a system for video-
based interaction with artificial agents. In our system the
user moves around in a real-world space of approximately
16 by 16 feet. A video camera at the front of the space cap-
tures the user’s image, which is then segmented from the
background. The user’s image is composited with the 3D
animated world and the resulting image displayed on a large
projection screen (10 by 10 feet) that faces the user.

Several virtual worlds have been implemented for this
environment. The first ALIVE installation had two worlds,
one inhabited by a puppet character and one by ham-
ster/predator creatures. The behavior of these agents were
fairly simple, and was constructed using the behavior toolkit
described above.

In the puppet world, the puppet would follow the user
around (in 3D) and try to hold the user’s hand, and would
imitate some of the actions of the user (sitting down, jump-
ing, etc). It would be sent away when the user pointed away
and come back when the user waved. The puppet employed
facial expressions to convey its internal state. For example,
it would pout when the user sent it away and smile when
the user motioned it to come back. It giggled when the user
would touch its belly.

In a typical experience with the hamster/predator world,
the hamster avoided objects and would follow the user and
beg for food, if none was available. The hamster would roll
over to have its body scratched if the user bent over. If the
user has been patting the hamster for a while, its need for at-
tention would be fulfilled and some other activity would take
over (e.g., looking for food). The user was able to feed the
hamster by picking up food from a virtual table and putting
it on the floor. The user was also able to let the predator
out of its cage and into the hamster’s world. The predator
would then try to chase and eat the hamster. The predator
viewed the person as a predator and would attempt to avoid
and flee from the person. Both the predator and the hamster
were successful at arbitrating among their multiple internal
needs (avoiding the predator, finding food, not running into
obstacles, etc.).

In the most recently implemented ALIVE world the user
can interact with a virtual dog, as shown in Figs. 3–6. The
dog has a more sophisticated repertoire of behaviors than the
previous characters, including behaviors for playing, feed-
ing, drinking, receiving attention and sleeping. The dog also
uses auditory input, consisting of simple verbal commands
that are recognized using a commercial speech recognition
system, and produces auditory output, consisting of a wide
variety of prerecorded samples which are played at appro-
priate times. The dog has both interactive behaviors and
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autonomous action; while it’s primary goal is to play with
the user, internal motivations (e.g., thirst) will occasionally
override.

In the ALIVE worlds, the user can interact with the
agents, using gestures that are interpreted by the agents de-
pending on their current state. An important contribution of
the agent system is that behavior and gestures of the user
are interpreted differently by agents in the world depending
on their current context and past history. Users can use a
direct manipulation interaction style [20] for objects which
have no associated behaviors.

For example, in the current implementation, the waving
gesture elicits a response from the puppet agent, but not
from the dog agent. And the response given by the puppet
is state-dependent; it will return to the user when waved at
only when it has been sent away or otherwise ignored by the
user. In addition, when the user performs a pointing gesture,
and thereby sends the puppet away, the puppet will go to a
different place depending on where the user is standing (as
well as the direction in which he/she is pointing). If the user
comes towards the puppet after it has been “sent away”, this
gesture is interpreted to mean that the user no longer wants
the puppet to “go away”, and so the puppet will smile and
return to the user. In this manner, the gestures employed by
the user can have rich meaning that varies on the previous
history, the agents internal needs and the current situation.

5 User experiences

The ALIVE system has been installed at several public
exhibitions,1 which has allowed us to gather experience with
thousands of users in the system. The overwhelming major-
ity report that they enjoy interacting with the system and
consider the actions and reactions of objects and agents be-
lievable. We feel several interesting lessons can be learned
from these users experiences:

– The magic mirror paradigm proves natural and easy to
use. Unlike viewer-centered virtual reality systems, the
user does not get easily disoriented. They know at all
times where they are in the artificial world and can ob-
serve the actions of the other agents as well as their own.
The user is able to see the whole world as in a third-
person perspective; the mirror-like paradigm makes it
easier for the user to map his/her actions onto those of
his/her image than is the case in a normal third-person
perspective, because the mirror mapping from user to
user’s image is a very simple one which people are fa-
miliar with. However, some users do report confusion
when moving forwards or backwards with respect to the
magic mirror. This may be due to the fact that movement
front or back is displayed as movement down or up on
the magic mirror. This appears counter-intuitive to some
people (i.e., they appear to associate front with up, and
back with down). A possible solution to this problem is
to put the camera closer to eye level, thereby reducing

1 including Tomorrow’s Realities, SIGGRAPH 93, Anaheim, AAAI-94
Art Exhibition, Seattle, ARTEC-95, Nagoya, Japan, and Interactive Com-
munities, SIGGRAPH 95, Los Angeles.

the perspective distortion (in ALIVE the camera is lo-
cated on top of the screen, pointing down in a 45 degree
angle).

– Successful gestures are intuitive with respect to the do-
main and provide immediate feedback. Users have less
difficulty interacting with the agents when they can use
simple gestures that are natural and appropriate given
the domain, e.g., petting for creatures or pointing and
waving for the virtual puppet. In addition, interaction
is improved when the user receives feedback from the
agents, either in terms of movement and/or facial and
body expression (the hamster rolls over when being pat-
ted, the puppet smiles when being tickled, etc). In the
ALIVE system, whenever an agent recognizes a gesture
by the user, it provides some distinguishable visual feed-
back to the user. This helps the user get an understanding
for the space of recognized gestures.

– Users are more tolerant of imperfections in an agent’s
perception (such as lags and occasional incorrect or
missed recognition) as opposed to that of objects in the
virtual world. People expect virtual inanimate objects to
“work” like an object, i.e., the reaction of the object has
to be immediate, predictable and consistent. On the other
hand, people assume that animal or human-like agents
have perception and state, and thus are able to accept
that the agent may not have sensed something. As a re-
sult, gestures that are hard to recognize, such as waving,
can be used successfully in the context of agents (an
agent might not have “seen” the user waving), but the
same gesture would cause the user frustration if used in
the context of some inanimate object, e.g., a switch.

6 Discussion and conclusions

The “magic mirror” interface introduced by the ALIVE sys-
tem offers several advantages over tethered goggle and glove
interfaces. One direct benefit is that it constitutes a safer and
more convenient solution, because the user is free from gog-
gles, gloves, and wired sensors. More importantly, it consti-
tutes a more universal solution to virtual reality since users
of all shapes and sizes can use one and the same system.
Because of the natural gesture-based interaction, users do
not need to be given detailed instructions beforehand about
how to use the system. All of these advantages make the
magic-mirror-type system more accessible to a broad group
of users, including children, the physically handicapped, etc.

The most significant characteristic of the magic mirror
approach is that the user can see him/herself in the virtual
world. Typical goggles-and-gloves systems only allow the
user a first-person point of view: the user only sees his/her
hands. ALIVE allows a third-person point of view, so the
user tends to be less disoriented about his/her own position
and orientation in the space. This third-person perspective
is essential to applications that require a user to see his/her
own body. For example, when using a virtual environment
to teach a user a physical skill such as dance or golf, the
user can benefit from being able to see (and then correct)
his/her own position and movements.

The presence of agents in the virtual environment opens
up a whole range of novel applications for virtual envi-
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ronments. The ALIVE system demonstrated here represents
only the beginning of a set of novel applications that could
be explored. Work is currently underway at the MIT Media
Laboratory to build prototypes for the following applica-
tions:

– Entertainment agents.
The ALIVE worlds described above are simple exam-
ples of entertaining agents. We are currently investigat-
ing ALIVE for interactive story-telling applications in
which the user plays one of the characters in the story
and all other characters are artificial agents that collabo-
rate to make the story move forwards. Another obvious
entertainment application of ALIVE is video games. We
have hooked up the ALIVE vision-based interface to ex-
isting video game software, so as to let the user control a
game with his/her full body. In addition, we are investi-
gating ways in which autonomous video game characters
can learn and improve their competence over time, so as
to keep posing a challenge to a video game player.

– Agents as personal teachers and trainers.
The magic mirror metaphor is ideally suited to teach a
user physical skills, because the user can see him/herself
performing the movements and actions to be mastered.
Furthermore, the autonomous agents in the world can be
modeled to act as a personal trainer, able to demonstrate
to the user how to perform an action and to provide
personalized and timely feedback to the user on the basis
of the sensory information about the user’s gestures and
body positions. For example, one could build a virtual
aerobics teacher that would give feedback to the user to
tell him/her she has to lift his/her knees higher or ‘move
those feet a little faster’.

– Interface agents or personal digital assistants.
The ALIVE system can be successfully combined with
the concept of a personal digital assistant. These “inter-
face agents” help a user with daily tasks such as remem-
bering where things were put, filtering electronic news
and mail, scheduling meetings, etc [23]. A system such
as ALIVE can be used to visualize the interface agent’s
states and activities. In addition, in an enhanced reality
setup, the interface agent could point to real objects as
well as virtual objects in its interactions with the user.
For example, the agent could point at a drawer of a real
file cabinet and remind the user that he/she put a partic-
ular document in that drawer.

In conclusion, the ALIVE system allows a user to in-
teract in an unobtrusive, natural way with a virtual environ-
ment inhabited by autonomous agents. The “magic mirror”
interface introduced by the system has proven practical and
universal: users do not need any training nor do they need to
be equipped in order to successfully interact with the world.
They can use simple, natural gestures, that are interpreted by
the autonomous agents inhabiting the environment. The use
of unobtrusive, full-body sensing as well as the presence of
agents in the environment opens up a range of novel appli-
cations for virtual environments. The technology developed
in the ALIVE project introduces possibilities for modeling
virtual environment systems containing agents that act as
personal entertainers, teachers and assistants.
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