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Abstract
Current RGB-D semantic segmentation networks incorporate depth information as an extra modality and merge RGB and 
depth features using methods such as equal-weighted concatenation or simple fusion strategies. However, these methods 
hinder the effective utilization of cross-modal information. Aiming at the problem that existing RGB-D semantic segmenta-
tion networks fail to fully utilize RGB and depth features, we propose an RGB-D semantic segmentation network, based on 
triple fusion and feature pyramid decoding, which achieves bidirectional interaction and fusion of RGB and depth features 
via the proposed three-stage cross-modal fusion module (TCFM). The TCFM proposes utilizing cross-modal cross-attention 
to intermix the data from two modalities into another modality. It fuses the RGB attributes and depth features proficiently, 
utilizing the channel-adaptive weighted fusion module. Furthermore, this paper introduces a lightweight feature pyramidal 
decoder network to fuse the multi-scale parts taken out by the encoder effectively. Experiments on NYU Depth V2 and 
SUN RGB-D datasets demonstrate that the cross-modal feature fusion network proposed in this study efficiently segments 
intricate scenes.

Keywords RGB-D semantic segmentation · Cross-modal · Feature fusion · Attention mechanism

1 Introduction

Semantic segmentation is a fundamental task in computer 
vision, which aims to assign category labels to each pixel 
in an image, and plays a very important role in many com-
puter vision tasks, such as automated driving [1, 2], scene 

understanding [3], medical image segmentation [4], and so 
on.

So far, Convolutional Neural Network (CNN) based RGB 
semantic segmentation techniques [5–10] have delivered 
noteworthy results on many large datasets [11–14]. How-
ever, RGB images can only capture the photometric appear-
ance features of the projected image space. Under conditions 
of poor lighting or similar texture and color of the images, 
the performance of semantic segmentation methods based 
on RGB images may decrease significantly. Depth features 
can provide rich supplementary information for local geo-
metric appearance cues and intuitively reflect the geometry 
of the visible surface of the object. Researchers have begun 
to introduce depth information to assist RGB semantic seg-
mentation. With the widespread use of 3D sensors such as 
Kinect and Xtion, obtaining 3D geometric data on objects 
has become easier. Therefore, the advantages of enhancing 
and fusing RGB images and depth images are crucial in 
semantic segmentation tasks.

In recent years, researchers have focused on improving 
RGB-D semantic segmentation [15–19] for greater effective-
ness. This improvement involves incorporating depth images 
into the segmentation process. Currently, RGB-D based 
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semantic segmentation techniques can be categorized into 
three main types. The first type is called input layer fusion. 
It involves using a single encoder network to extract features 
from both RGB and depth images (as shown in Fig. 1a). 
However, these methods typically employ simple fusion 
strategies such as concatenation or element-wise operations 
like summation or multiplication. For example, Cao et al. 
[20] proposed using a shape-aware convolution method to 
handle RGB-D features by concatenating them afterward. 
The second type is feature layer fusion. The method adopts 
a dual-stream encoder network structure, with separate 
encoder networks dedicated to extracting features from RGB 
and depth images respectively (as shown in Fig. 1b). The 
extracted features are then combined into a unified repre-
sentation across multiple scales to facilitate semantic predic-
tion. This two-stream encoder network structure provides 
great flexibility, allowing researchers to redesign the fusion 
module or even replace depth images with other types of 
image modalities such as lidar, thermal infrared, events or 
line vibration skewness. The third type is output layer fusion. 
This structure uses a dual-stream encoder network to extract 
RGB and depth features separately, and uses a fusion module 
to merge the output layers (as shown in Fig. 1c). However, 
this method often cannot fully utilize the complementary 
characteristics of RGB and depth images during the feature 
extraction process, resulting in unsatisfactory utilization of 
the fused features of the two modalities.

Feature layer fusion methods are widely favored by 
researchers for designing RGB-D semantic segmentation 
network architectures because they offer great scalability 
and superior segmentation performance. However, effec-
tively combining RGB and depth image features poses a 
significant challenge due to their different generation mecha-
nisms. The inherent modal differences between RGB and 
depth images, caused by distinct imaging mechanisms, are 
often overlooked. This oversight can result in insufficient 
cross-modal interaction and fusion of complementary infor-
mation, ultimately affecting the quality of semantic segmen-
tation results.

To address this challenge, we propose a novel frame-
work called TFNet for RGB-D semantic segmentation. 
TFNet takes RGB and depth images as inputs and utilizes 

a dual-stream encoder network structure built on the Mix 
Transformer model to efficiently extract features from both 
modalities. To ensure the effective fusion of RGB and 
depth features, we introduce a Three-stage Cross-modal 
Fusion Module (TCFM). This module facilitates interac-
tion and fusion between RGB and depth features, overcom-
ing the limitations of previous methods that focused solely 
on one modality. For effective interaction between RGB 
features and depth features, we design a three-stream self-
attention mechanism to achieve effective communication 
between RGB and depth features. We found that channel 
selection plays a crucial role in class differentiation, so we 
introduced a channel-adaptive weighting module to col-
laborate RGB and depth features based on their relevance. 
Additionally, drawing inspiration from Xie et al. [21], we 
incorporate a Feature Pyramid Decoder (FP Decoder) into 
our framework. This decoder uses the pyramid structure 
to fully utilize features from all layers of the encoder net-
work, improving segmentation performance by effectively 
aggregating features from different scales. We evaluate our 
method on the NYU Depth V2 and SUN RGB-D datasets, 
demonstrating its effectiveness in segmenting complex 
scenes with high accuracy and detail.

The main contributions of this paper are as follows.

• We propose an RGB-D semantic segmentation frame-
work, TFNet, to implement RGB-D semantic segmenta-
tion by designing an effective fusion module that con-
siders different imaging mechanisms for different modal 
images.

• We propose a three-stage cross-modal feature fusion 
module (TCFM). In the first stage, feature interaction 
is achieved through a cross-modal cross-self-attention 
mechanism. In the second stage, to promote effective 
fusion of deep features, an adaptive block is utilized to 
select feature weights for RGB features. In the final stage, 
the feature enhancement block utilizes a pyramid net-
work to extract multi-scale features to enhance the fused 
RGB and depth features.

• We design a lightweight Feature Pyramid Decoder (FP 
Decoder), which fully utilizes the features extracted in 
each layer of the encoder network through cascading, 

Fig. 1  Comparison of different 
fusion methods. a input layer 
fusion; b feature layer multi-
scale fusion; c output layer 
fusion
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and effectively aggregating features from different lev-
els.

2  Related work

2.1  RGB semantic segmentation

Traditional semantic segmentation methods take RGB 
images as input and segment different objects based on 
pixel perspective. Each pixel of the input RGB image is 
annotated and predicted into a predefined category. In 
recent years, deep learning-based models [18, 22–24] for 
semantic segmentation have become popular and have 
made significant advancements. These models generally 
rely on Fully Convolutional Neural Networks [5] (FCNs), 
which constitute one of the earliest semantic segmenta-
tion frameworks that accomplish dense semantic segmen-
tation tasks through an end-to-end pixel-level classifica-
tion approach. In addition, these models based on Fully 
Convolutional Networks (FCNs) mainly use pyramid 
structures such as the Pyramid Pooling Model [25] (PPM) 
and Atrous Spatial Pyramid Model [7] (ASPP) to capture 
discriminative multi-scale contextual information from 
the input images. Although these multi-scale modules for 
extracting contextual information have been successful 
in semantic segmentation, they are currently restricted 
in their receptive domains and cannot effectively extract 
global semantic information. Noh et al. [26] proposed the 
first Encoder-Decoder Network (EDN) architecture for 
semantic segmentation, which is simple and effective for 
semantic segmentation tasks, and is so far the most popu-
lar architecture for semantic segmentation tasks, and is 
currently used by many state-of-the-art methods. Chaura-
sia et al. [27] introduced a LinkNet network featuring jump 
connections within the Encoder-Decoder architecture. The 
jump connections greatly increase the model speed with 
minimal accuracy loss, achieving enhanced real-time per-
formance for semantic segmentation tasks. Badrinarayanan 
et al. [16] designed a new decoder network to improve 
the performance of semantic segmentation by recovering 
the low-resolution upsampling into high-resolution feature 
maps, allowing the network to produce finer segmentation 
results. There are studies [28–33] that use an encoder-
decoder model to integrate multiscale analysis in semantic 
segmentation networks. Although semantic segmentation 
based on RGB images has achieved good results, there are 
great challenges for RGB-based semantic segmentation 
methods in some conditions where the lighting is poor or 
the texture and color of the objects are similar, so most 
researchers nowadays use RGB-D images for semantic 
segmentation tasks.

2.2  RGB‑D semantic segmentation

The depth map corresponding to the RGB image can pro-
vide comprehensive geometric and spatial layout informa-
tion for the RGB image. This can enhance the segmentation 
performance of complex scenes significantly. Early studies 
[34, 35] indicate that incorporating depth information can 
enhance the results of semantic segmentation. Nevertheless, 
the fusion of depth information into RGB semantic segmen-
tation poses a challenge as the imaging mechanisms of RGB 
images and depth images differ. Efficiently resolving this 
challenge remains a matter of inquiry. Some initial meth-
ods [36, 37] directly connect the depth image to the RGB 
image to create a four-channel input for training purposes. 
Cao et al. [20] previously merged depth and RGB images 
by concatenation alone. While a shape-based convolution 
(ShapeConv) was introduced in the network instead of 
the typical convolution, a single network was insufficient 
to accurately accommodate the significant discrepancies 
between the modalities.

To optimally utilize the RGB and depth information, 
researchers extended the single-stream network structure to 
a two-stream structure. They used RGB and depth images 
as inputs to a single network and utilized each stream indi-
vidually to extract and fuse modality-specific features. This 
included color and texture information from the RGB image 
and geometric position information from the depth image. 
Hazirbas et al. [34] proposed an encoder-decoder based 
semantic segmentation method, FuseNet, which uses two 
network branches to simultaneously extract features from 
both the RGB image and the depth image and improves the 
performance of semantic segmentation by superimposing the 
fusion of different levels of RGB features and depth features. 
Hu et al. [38] have proposed a network framework, named 
ACNet, consisting of three encoders. The features extracted 
from RGB images and depth images are merged and passed 
through the third encoder network. An attention module has 
also been included. Gupta et al. [39] proposed a method to 
represent depth information in terms of horizontal parallax, 
height above ground, and angle of surface normal vector 
(HHA), and converted the depth images into HHA three-
channel type images. Although this method has led to satis-
factory outcomes, the HHA coding approach solely focuses 
on the interdependent information among the data from dif-
ferent channels, and disregards the individually independ-
ent parts within each channel. This results in heightened 
computational volume and some limitations. Chen et al. [40] 
proposed a spatial information-guided convolution (S-Conv) 
that can effectively fuse RGB features and HHA features 
(three-dimensional spatial information features) to enhance 
the network’s perceptual capability.

Although the approaches based on dual-stream decoders 
stated above may increase performance to some extent, they 
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fail to fully utilize the complementarity of RGB and depth 
features. To tackle the challenges mentioned previously, we 
devised a two-stream network featuring two encoder net-
works based on Mix Transformer. These were designed to 
efficiently extract RGB image features and depth image fea-
tures separately. To address the issue of multimodal feature 
integration, we suggest a three-stage feature fusion module 
for optimal fusion of the RGB features, which are extracted 
by the encoder networks, with the depth features. Further 
details of this module will be provided in Sect. 3.

3  Methods

In this section, we first introduce our proposed TFNet frame-
work for RGB-D semantic segmentation in Sect. 3.1. The 
proposed three-stage cross-modal fusion module (TCFM) 
for cross-modal feature fusion is detailed in Sect. 3.2. Our 
proposed feature pyramid decoder network for feature 
resolution recovery and category prediction is detailed in 
Sect. 3.3.

3.1  Architecture overview

We propose a triple fusion network framework, TFNet, for 
RGB-D semantic segmentation. The framework of TFNet, 
shown in Fig. 2a, consists of two parallel encoders (RGB 
Encoder and Depth Encoder) that extract modal features 
from the RGB image and the depth image, respectively, and 
then a semantic decoder that recovers the image resolution 
and predicts the final segmentation result.

Encoder. A dual-stream encoder network structure is 
designed, where RGB images and depth images are used 
as inputs to the RGB stream and depth stream networks, 
respectively, and we use the Mix Transformer (MiT) encoder 
trained on ImageNet as our backbone network, which is a 
very powerful and efficient Transformer backbone network. 
Given the input RGB image and depth image, the encoder 
first generates patch (block) features through a patch embed-
ding layer. These patch features are passed through four 
Transformer blocks to produce feature maps with resolu-
tions of 1

4
 , 1
8
 , 1
16

 , and 1
32

 , respectively.

Fusion module. After the output of each Transformer block, 
it is used to exchange and fuse the information between the 
extracted features from the RGB encoder and the depth 
encoder using our proposed three-stage cross-modal fusion 
module (TCFM). The fusion module takes the inputs of the 
fusion module from the RGB stream and the depth stream 
and returns the updated features to the corresponding next 
Transformer block (as shown in Fig. 2b). More details of our 
three-stage cross-modal fusion module are described in 3.2.

Decoder.The role of the semantic segmentation decoder is to 
recover the low-resolution features into high-resolution fea-
tures to produce the final segmentation result. We designed 
a Feature Pyramid (FP Decoder) decoder network as the 
decoder network for the segmentation task, and the simple 
network design has high efficiency. The specific structural 
details of the decoder network will be described in detail in 
Sect. 3.3.

3.2  Three‑stage cross‑modal fusion module

Because the imaging mechanisms of RGB and depth images 
are not the same, RGB features and depth features are fun-
damentally different, with long-range contextual correlation 
and global spatial consistency for RGB data and local geo-
metric consistency for depth data. Despite the large differ-
ence between the two modal features, there is a large amount 
of complementary information between RGB features and 
depth features. To effectively fuse the features of two differ-
ent modalities, we construct a three-stage cross-modal fusion 
module (TCFM) to effectively interact and fuse the RGB and 
depth features (shown in Fig. 2b). In the feature interaction 
phase, RGB and depth still maintain two branches for feature 
interaction through the cross-modal cross-attention mecha-
nism. In the feature fusion phase, we use channel weighting 
to weight and fuse RGB features and depth features into 
one feature. Finally, in the feature enhancement phase, we 
redesign the Distribution Shifting Convolution (DSConv) 
structure inspired by Gennari et al. [41] to enhance the fused 
feature by changing the receptive field of the convolution 
operation.

Feature interaction (FI). As analyzed above, although the 
imaging mechanisms of RGB images and depth images 
are not the same, the semantic information from different 
modalities is usually complementary. Usually, we can inter-
act the semantic information of one modality with that of 
the other modality to achieve feature enhancement in each 
modality. However, previous attention-based approaches 
were only performed based on separate modalities and did 
not take full advantage of the fusion features of the two 
modalities. Therefore, this paper proposes a novel and effec-
tive cross-modal cross-self-attention module using three 
features (RGB, Depth, and RGB+Depth) for interaction, 
which can fully realize the information interaction between 
RGB and Depth modalities. In the feature interaction stage, 
the features of the two modalities (RGB features and depth 
features) interact through a symmetric dual-path structure. 
Specifically, this study integrates RGB and depth features 
into the fusion feature Ffused , creating an additional branch. 
Four independent convolutional layers are used in this paper 
to generate self-aware Queries, Keys and Values from RGB, 
depth, and fused features, respectively. Subsequently, the 
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keys and values generated from the fused feature are multi-
plied with the RGB features and depth features to produce 
interacted RGB features and depth features. For easier com-
prehension, only the RGB modal path is illustrated, as shown 
in Eq. (1).

Where FRGB denotes the RGB feature, Ffused denotes the 
fusion feature, N(⋅) denotes normalisation, R(⋅) denotes 

(1)

Qr = N(R(Conv(FRGB))),

Kf = N(R(Conv(Ffused))),

Vf = R(Conv(Ffused)),

FRGB = Qr@KT
f
@Vf ,

Fig. 2  a Overall framework of TFNet. The inputs are RGB images and depth images. b Detailed architecture of the three-stage cross-modal 
fusion module (TCFM)
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Rearrange, Conv(⋅) denotes convolution, and @ denotes 
matrix multiplication.

Feature fusion (FF). The simplest fusion strategies based 
on RGB-D semantic segmentation are element summation 
and concatenation, but these methods cannot effectively 
exploit the complementary features of RGB and Depth. 
Some researchers have used more complex fusion strate-
gies, such as obtaining the fusion features of RGB and Depth 
by weighted summation, but the weighting in these studies 
is to set the same weights for all channels. These weights 
have a good promoting effect on some very high-quality 
depth maps, but the effect on some low-quality depth maps 
is not good and even plays an inhibiting effect. In this con-
text, we design a fusion module based on channel weight-
ing, which re-evaluates the importance of different channels 
by reweighting them based on the channels, and effectively 
fuses RGB features and depth features.

The RGB and depth features are concatenated in the first 
stage, followed by weighting using a channel-adaptable 
weighting block to assign weights to the RGB channels and 
depth feature channels. This channel-weighting block accu-
rately determines the significance of each RGB and depth 
channel. The specific operation is shown in Eq. (2).

where FRGB denotes the RGB feature, FDepth denotes the 
depth feature, GMP(⋅) denotes global mean pooling, �(⋅) 
denotes the Sigmoid activation function, Conv(⋅) denotes 
convolution, and C(⋅) denotes the concatenate operation, and 
∗ denotes element-wise multiplication.

Feature enhancement (FE). Inspired by channel shuffling, 
we perform further feature enhancement on the fused fea-
tures, using channel separation and channel shuffling, and 
finally feed them into a four-branch feature enhancement 
module. The feature enhancement module is defined as 
shown in Eq. (Results per class for3):

where ̂fused
i denotes the fused features generated in the 

feature fusion stage, FE(⋅) is the feature enhancement mod-
ule, which is an enhancement of the receptive field block 
(RFB), as shown in stage 3 in Fig. 2b. We first split the fused 
features into two parts in the dimension of the channel by 
a channel-splitting operation. We feed one part to a pyra-
mid network to extract its multi-scale features, effectively 
enhancing the extracted features. The other part is connected 
to the features obtained in the first part by residuals using a 1 
× 1 convolution. Finally, we use a channel shuffle operation 

(2)
Wr = GMP(𝜎(Conv(C(FRGB,FDepth)))),

̂fused
i
= Wr ∗ FRGB + (1 −Wr) ∗ FDepth,

(3)fusedi = FE( ̂fused
i
)

to ensure information communication between different 
channels.

3.3  Feature pyramid decoder network

Using the feature pyramid network structure, we have 
designed a feature pyramid decoder (FP Decoder). The 
feature pyramid network has the characteristic of having 
different resolutions at different scales, and targets of dif-
ferent sizes can have appropriate feature representations at 
the corresponding scales, and then by fusing the multi-scale 
information, targets of different sizes can be analyzed. The 
feature pyramid decoder uses multiple Linear blocks and 
upsampling to restore the features Fi(i = 1, 2, 3, 4) extracted 
at each stage of the encoder to the H

4
×

W

4
× C size, and then 

passes to get the predicted image F.
The proposed feature pyramid decoder consists of four 

main steps (the structure of the feature pyramid decoder is 
shown in Fig. 2a). We unify the multilayer features from the 
encoder network to unify the dimensions through multiple 
linear layers, and then generate the predicted image through 
a mask prediction. The designed decoder can be expressed 
as:

where Fi(i = 1, 2, 3, 4) is the fusion features generated by 
the TCFM module, F is the predicted prediction map, L(⋅) 
is the linear layer, Up(⋅) is the upsampling operation, and C(⋅) 
denotes the concatenate operation.

4  Experiments

In this section, we present experimental results to verify the 
effectiveness of our proposed TFNet method for RGB-D 
semantic segmentation. In Sect. 4.1, two publicly available 
RGB-D semantic segmentation datasets, NYU Depth V2 
[42] and SUN RGB-D [43], are briefly introduced and the 
two main evaluation metrics for RGB-D semantic segmenta-
tion are briefly described. Section 4.2 describes some details 
of the experiments. In Sect. 4.3, the performance of our pro-
posed RGB-D semantic segmentation task model TFNet on 
the RGB-D datasets NYU Depth V2 and SUN RGB-D is 
demonstrated and compared with state-of-the-art methods. 
Section 4.4 verifies the validity of our proposed three-stage 
cross-modal fusion module and decoder network. Additionally, 
we provide a range of qualitative results that serve to enhance 
the analysis of segmentation results.

(4)

F̂4 = Up(L(F4)),

F̂3 = Up(C(F̂4,L(F3))),

F̂2 = Up(C(F̂3,L(F2))),

F = L(C(F̂2,L(F1))),
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4.1  Dataset and metrics

We assess the efficacy of our proposed network through train-
ing and evaluation of two widely used indoor RGB-D semantic 
segmentation datasets.

NYU Depth V2 dataset. The NYU Depth V2 dataset com-
prises video images depicting a variety of indoor scenes 
obtained through RGB and Depth cameras from Microsoft 
Kinect. Raw depth images are captured via Microsoft Kinect 
sensor, while optimized depth images are generated using the 
proposed colouring scheme in the publication. The dataset 
incorporates 1449 RGB-D images with a resolution size of 
640 × 480, split into a training set of 795 samples and a test set 
of 654 samples. The semantic categories are primarily divided 
into 13 and 40 categories, and we use the most common to 
annotate the 40 semantic categories in most current studies.

SUN RGB-D dataset. The SUN RGB-D dataset is a com-
prehensive resource for RGB-D scene understanding tasks. 
It comprises newly captured data and integrates samples 
from various existing datasets, such as NYU Depth V2 [42], 
Berkeley B3DO [44], and SUN3D [45]. The dataset comprises 
10,335 indoor RGB-D images, organized into a training set 
and a test set with 5285 and 5050 samples respectively. All 
images have densely annotated 37 semantic labels.

We employ two widely used metrics for result evaluation: 
Pixel Accuracy (pixel Acc.) and Mean Intersection Over Union 
(mIoU). Pixel Accuracy carries significant weight in semantic 
segmentation tasks.

Pixel Accuracy represents the proportion of accurately seg-
mented pixels to the total number of pixels in the semantic 
segmentation image. This is calculated using Eq. (5).

The mean Intersection over Union (mIoU) measures the 
extent of overlap between the segmentation outcome and the 
actual image by averaging the ratio between the intersection 
and union of predicted and ground-truth pixel regions. This 
metric frequently assesses the success of semantic image 
segmentation, with Eq. (6) depicting the precise calcula-
tions for mIoU.

4.2  Implementation details

We have trained and implemented our network utilizing the 
Pytorch framework. For the encoder, we utilize the default 

(5)PixelAcc. =

∑n

i=0
pii

∑n

i=0

∑n

j=0
pij

(6)mIoU =
1

n + 1

n
�

i=0

pii
∑n

j=0
pij +

∑n

j=0
pji − pii

configuration of Mix Transformer. Throughout the training, 
we employed AdamW as our optimizer and a poly learn-
ing rate with a coefficient of 0.9 and an initial learning rate 
of 6e−5 . Below, we specify the particularities of different 
datasets.

NYU Depth V2 dataset. The model was trained on NVIDIA 
V100 GPU using MiT-B2 backbone, with a training epoch 
number of 500. The entire image of 640 × 480 size was used 
for both training and inference. A batch size of 8 was applied 
for the MiT-B2 backbone.

SUN-RGBD dataset. The model was trained on a NVIDIA 
V100 GPU. The training epoch number was set to 200. The 
image was randomly cropped to 480 × 480. A batch size of 
8 was used for the MiT-B2 backbone.

4.3  Comparison with state‑of‑the‑arts

We compare our proposed framework with existing state-of-
the-art methods on two public datasets.

(1) Comparison results on NYUv2: As shown in Table 1, 
TFNet achieves the highest mIoU of 53.6%. Our experimen-
tal results, measured by two segmentation metrics (mIoU 
and Pixel Acc.), are comparable to those of more advanced 
networks currently available. Most of the previous methods 
for feature fusion are not aware of the differences in the 
imaging mechanisms of RGB and depth images, and cannot 
effectively utilise RGB and depth features. The results in 
Table 1 show that the TCFM module in TFNet is reason-
able and efficient. Furthermore, we can obtain more crucial 

Table 1  Performance comparison on the NYU Depth V2 (Class 40) 
dataset

Method mIoU (%) Pixel Acc. (%)

3DGNN [46] 43.1 –
LS-DeconvNet [47] 45.9 71.9
CFN [48] 47.7 –
ACNet [41] 48.3 –
SGNet [40] 51.1 76.8
ShapeConv [20] 51.3 76.8
NANet [49] 52.3 77.9
SA-Gate [50] 52.4 77.9
DCANet [51] 53.3 78.2
CMANet [52] 47.6 74.2
ConvNeXt-CMFFM [53] 51.9 76.8
SGACNet [54] 49.4 75.6
Ni et al. [55] 51.1 77.3
TFNet (our) 53.6 78.2
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indicators for evaluating the model by focusing on the simi-
larities and differences between the two modalities.

Table 2 presents the results of our comparison of the 
accuracy of each type of mIoU on the NYU Depth V2 
dataset. Our focus is not only on accuracy, but also on the 

distribution of data for each category. Surprisingly, we have 
to admit that the results of our method in some categories 
(e.g. contain, lamp, picture) are satisfactory. Our TFNet 
benefits from TCFM, which extracts useful feature informa-
tion from RGB images and depth images to obtain effective 

Table 2  Results per class for 
RGB-D semantic segmentation 
on the NYU Depth V2 dataset

The results in the table are percentages of mIoU. The top two results are shown in italics and bold. Where 
Model-1 denotes the baseline,Model-2 denotes the removal of the feature pyramid decoder only, and 
Model-3 denotes the removal of the TCFM module only

Class Method

RDFNet [56] CANet [17] SGACNet [54] Model-1 Model-2 Model-3 TFNet(our)

Wall 79.7 79.6 80.3 80.0 81.4 83.1 83.1
Floor 87.0 87.5 87.7 85.0 88.7 88.6 88.7
Cabinet 60.9 61.1 60.9 62.3 60.6 65.3 64.3
Bed 73.4 70.7 71.5 68.4 71.9 72.6 73.6
Chair 64.6 63.7 64.6 60.1 64.4 64.8 65.6
Sofa 65.4 64.7 63.6 58.0 62.9 64.2 64.0
Table 50.7 46.8 45.8 47.0 49.3 52.3 52.4
Door 39.9 44.6 39.9 39.7 39.8 44.3 42.1
Window 49.6 46.5 49.0 49.7 49.4 52.2 51.7
Bookshelf 44.9 46.9 44.9 47.7 44.3 47.5 47.8
Picture 61.2 61.2 61.9 63.1 64.8 65.9 65.8
Counter 67.1 68.9 67.1 65.0 67.2 71.7 70.6
Blinds 63.9 58.0 60.1 61.7 66.2 63.6 64.4
Desk 28.6 22.4 24.9 22.0 20.2 25.7 24.7
Shelves 14.2 14.1 18.8 18.6 17.4 19.5 17.6
Curtain 59.7 56.1 60.6 63.2 68.9 65.3 69.6
Dresser 49.0 47.0 51.2 47.1 40.7 53.6 56.1
Pillow 49.9 48.6 47.9 41.3 46.4 42.2 45.0
Mirror 54.3 49.1 49.1 40.1 57.7 54.8 52.0
Floor mat 39.4 32.0 39.4 39.1 47.2 38.9 38.7
Cloths 24.4 22.9 21.5 24.3 26.2 24.9 27.9
Ceiling 66.0 79.0 76.4 72.8 78.8 81.1 80.7
Books 33.0 32.7 32.6 35.2 34.3 35.5 35.9
Refridgerator 52.4 51.8 52.0 55.4 57.0 60.5 67.7
Television 52.6 60.4 50.3 56.3 54.7 59.5 66.5
Paper 31.3 32.7 33.0 34.0 34.9 33.2 34.2
Towel 36.8 38.4 40.6 41.5 43.1 49.1 46.4
Shower curtain 23.6 41.3 43.2 27.1 40.3 43.2 49.5
Box 11.1 14.7 11.5 15.0 13.5 13.3 14.4
Whiteboard 63.7 81.9 57.1 76.2 75.8 69.3 77.6
Person 78.6 81.0 76.7 80.5 79.9 81.7 83.0
Night stand 38.6 39.0 49.3 45.2 44.7 43.2 49.4
Toilet 68.4 78.0 76.5 74.9 74.4 81.1 78.8
Sink 53.2 61.9 65.7 57.5 58.5 68.5 63.4
Lamp 45.9 49.5 51.4 49.4 51.1 53.8 55.6
Bathtub 32.9 53.5 54.9 45.2 49.9 65.1 61.2
Bag 14.6 9.3 9.8 8.8 11.3 13.6 16.5
Otherstructure 32.9 28.1 31.9 32.5 31.8 34.0 35.0
Otherfurniture 18.7 20.1 21.1 19.2 18.1 20.5 20.2
Otherprop 36.4 39.3 39.2 39.5 41.6 41.8 42.2
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fusion features for segmentation. Finally, our TFNet has the 
highest mIoU values in 19 of the 40 classes in Table 2. The 
results show that our method is more reliable in balancing 
the segmentation performance.

Time complexity and space complexity are the main cri-
teria for evaluating model efficiency. Therefore, we com-
pare TFNet with [40, 52, 54] to verify the efficiency of the 
model. As shown in Table 3, compared with CMANet, our 
method outperforms CMANet by 6.0% in terms of perfor-
mance, reduces parameters by 48.6%, and reduces FLOPs by 
69.4%. At the same time, TFNet is better than SGNet. With 
the parameter amount reduced by 6.3% and FLOPs increased 
by 39.5%, TFNet’s mIoU increased by 2.4% and Pixel Acc. 
increased by 1.4%. Although our parameters and FLOPs 
have increased compared with SGACNet, TFNet’s mIoU has 
increased by 4.2%. It can be seen that TFNet has achieved 
a balance between model complexity and accuracy, and our 
future research will further improve the balance between 
complexity and accuracy.

(2) Comparison results on SUN RGB-D: The SUN 
RGB-D dataset is a substantial dataset with a greater num-
ber of training and testing samples than the NYU Depth V2 
dataset, making it more demanding. Recent studies show 
minimal variations in the segmentation outcomes of various 
methods on the SUN RGB-D dataset. However, our new 
approach outperforms the previous methods (as illustrated 
in Table 4), demonstrating its ability to generalise to larger 
datasets.

4.4  Ablation study

In order to study the functionality of the proposed network 
and its processing modules, extensive ablation experiments 
are conducted on the NYU Depth V2. Each experiment used 
the same hyper-parameter settings during experiments.

Baseline. Our framework employs a Mix Transformer back-
bone for RGB-D semantic segmentation tasks. In order to 
show the contribution made by the method proposed in this 
paper, a baseline was designed for the ablation study (As 
shown in Model-1 in Table 5). The baseline uses the RGB 
and depth image as inputs, and each encoder extracts fea-
tures it simply fuses the RGB feature with the depth feature 

by simple elemental summation, and uses the fused features 
as an input to the decoder. In addition, the decoder network 
up-samples the fused features extracted at each stage and 
finally uses the join operation (as shown in Fig. 3).

Triple fusion and feature pyramid decoder. We perform 
ablation experiments on our proposed network architecture 
TFNet to investigate the impact of our proposed three-stage 
cross-modal fusion module as well as the feature pyramid 
decoder on segmentation accuracy. In both training and 
testing, each experiment is performed with the same set of 
hyperparameters for ablation experiments. Table 5 shows 
the performance of each part of our proposal. The experi-
mental results show that using TCFM+FP-Decoder, the 
result of mIoU is 53.6%, which is an improvement of 4.8% 
over the baseline. In addition, to verify the effectiveness 
of each stage in the TCFM module in TFNet, we designed 
three defective models (Model-4, Model-5, and Model-6). 
These three models all remove part of the TCFM module. 
Model-4 removes Stage 2 and Stage 3 in TCFM, Model-5 
removes Stage 1 and Stage 3, and Model-6 removes Stage 1. 
Among them, Model-4, Model-5, and Model-6 improved by 
2.9%, 2.8%, and 3.4% respectively compared with the base-
line. The results show that each stage in the TCFM module 
improves the accuracy of semantic segmentation, and the 

Table 3  Comparison of model 
complexity

The results are reported in terms of the number of parameters (million), the computing complexity of 
FLOPs (gigabytes), mean IoU (%), and Pixel Acc. (%)

Method Architecture base Params/M FLOPs/G mIoU (%) Pixel Acc. (%)

SGNet [40] ResNet-101 64.7 26.0 51.2 76.8
CMANet [52] ResNet-50 117.8 137.2 47.6 74.2
SGACNet [54] ResNet-34 33.5 16.7 49.4 75.6
TFNet(our) Transformer 60.6 42.6 53.6 78.2

Table 4  Performance comparison on the SUN RGB-D dataset

The top result is shown in bold

Method mIoU (%) Pixel Acc. (%)

3D-GNN [49] 45.9 –
D-CNN [57] 42.0 –
ACNet [38] 48.1 –
SGNet [40] 48.5 81.8
NANet [49] 48.8 82.3
ShapeConv [20] 47.6 82.0
EMSANet [58] 48.4 –
CMANet [52] 47.2 81.1
Link-RGBD [59] 48.4 83.1
SGACNet [54] 47.8 81.2
Ni et al. [55] 49.0 81.7
TFNet (our) 49.2 82.5
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original TFNet has the best effect, proving that the proposed 
TCFM module is effective. In the fusion module, the various 
stages also promote each other. In addition, in order to verify 
the effectiveness of the designed feature pyramid decoder, a 
decoder that directly upsamples the restored size is designed, 
as shown in Fig. 3 (the upper left). The results show that 
the FP-Decoder can effectively improve the performance of 
semantic segmentation.

In addition, in order to verify the effectiveness of the 
three-stream self-attention mechanism proposed in this 
paper, the stage 1 in the TCFM is replaced with the current 

common cross-attention mechanism, and the results show 
that the attention mechanism proposed in this paper has bet-
ter results (as shown in Table 6).

Quantitative and qualitative analysis must be performed 
to more accurately evaluate the performance of semantic 
segmentation. Therefore, we visualize the experimental 
results. Therefore, we visualize the experimental results. 
In Fig. 4, we visualize some classic semantic segmentation 
examples using our baseline, defective model, and TFNet, 
aiming to enhance the understanding of our segmentation 
results. As shown in (a) and (d) in Fig. 4, for places with 
strong lighting, the baseline and three defect models can-
not accurately segment. For the black parts in (a), (b), and 
(d), classification errors may occur in baseline, Model-4 and 
Model-5. For some small items in (c), (e), and (f), various 
defect models cannot effectively segment them. The TFNet 
we proposed rarely suffers from the above defects. There-
fore, the experimental results in Fig. 4 verify the effective-
ness of our proposed TFNet.

5  Conclusion

In this paper, we present TFNet, a network framework 
designed for indoor scene segmentation, specifically aimed 
at resolving cross-modal fusion challenges. TFNet com-
prises two primary modules: the three-level cross-modal 
fusion module (TCFM) and the lightweight feature pyra-
mid decoder network (FP Decoder). These modules are 
seamlessly integrated into an encoder-decoder network 
architecture. The three-stage fusion module incorporates 
a unique three-branch structure with a cross-attention 
mechanism to facilitate effective interaction between RGB 

Fig. 3  Overall framework of 
TFNet-Baseline (Model-1)

Table 5  TFNet ablation experiments on the NYU Depth V2 dataset

Where Model-1 is the baseline

Model TCFM FP-Decoder Pixel Acc mIoU

Model-1 75.4 48.8
Model-2 ✓ 78.0 52.7
Model-3 ✓ 76.8 50.7
Model-4 ✓ (Stage1) ✓ 77.4 51.7
Model-5 ✓ (Stage2) ✓ 77.2 51.6
Model-6 ✓ (Stage2–3) ✓ 77.7 52.2
TFNet (our) ✓ ✓ 78.2 53.6

Table 6  Ablation for TCFM on the NYU Depth V2 dataset

SA and CA denote spatial attention and channel attention, respec-
tively

Model Attention mechanism Pixel Acc. (%) mIoU (%)

Model-6 CA + SA 77.9 52.8
TFNet (our) TCFM (stage 1) 78.2 53.6
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and depth features. It also employs the weighted fusion of 
RGB and depth features via the channel adaptive weight-
ing module. Additionally, we propose a feature pyramid 
decoder-based pyramid network, which adeptly fuses fea-
tures across multiple scales. Our semantic segmentation 
method adopts a simplified decoder design to enhance 
efficiency and effectiveness while maintaining accuracy.

We conduct extensive experiments on various challeng-
ing indoor RGB-D datasets to validate the effectiveness of 
our semantic segmentation method. While there is poten-
tial for further enhancements in the accuracy of RGB-D 
semantic segmentation, we prioritize meeting real-time 
performance requirements, particularly for applications 
like autonomous driving. Hence, our future research will 
concentrate on improving accuracy while ensuring effi-
cient computing speed.
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